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Abstract. The project focuses on the development of a tool for identifying and extracting Forward Error Correction (FEC) 
schemes from unknown demodulated signals. FEC is a vital communication technique that ensures error-free data 
transmission without the need for retransmission, particularly in satellite communications, digital broadcasting, and deep-

space applications. The proposed solution involves using   Python to preprocess signals, detect FEC schemes, and then 
extract the specific coding parameters. Different FEC schemes such as BCH, Convolutional Codes, Turbo Codes, and 
LDPC codes are explored for their unique characteristics and error correction capabilities. The tool aims to automate the 
detection and extraction of FEC schemes, thus improving the accuracy and efficiency of signal processing in 
communication systems.  
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1 INTRODUCTION 

Ensuring data transmission accuracy is essential in today’s communications systems, especially in areas 

that may not be practical, such as satellite communications or deep space missions where Forward Error 

Correction (FEC) is used. FEC allows errors to be corrected during transmission, without the need to retransmit 

the data. By adding redundant bits to the transmitted information, FEC enables receivers to detect and prevent 
errors, thereby improving the reliability of communication systems. 

There are many different types of FEC systems, and each one is designed to work best in different 

situations. Common examples include BCH codes, Convolutional Codes, Turbo Codes, and LDPC codes, all of 

which have unique methods for detecting and correcting errors. This project focuses on developing a tool that can 

detect and extract these FEC structures from unknown demodulated signals using Python. The ability to simply 

identify these patterns will help improve the performance and accuracy of communication systems, especially in 
situations where errors in transmission are a major concern 

The aim of this project is to develop practical solutions for identifying and eliminating FEC systems, 
ensuring reliable communication even under challenging signal conditions 

2 RESEARCH METHODOLOGY 

The methodology focuses on developing a robust tool to identify and extract forward error correction 

(FEC) schemes from unknown demodulated signals The method consists of several key steps starting from signal 
preprocessing and ending with performance analysis of the developed instrument. The entire implementation is 
structured to efficiently identify and extract FEC patterns using MATLAB or Python. 

1. Pre-processing Signals 

In the first stage, the incoming demodulated signal is converted to a format suitable for FEC analysis. 
This usually includes the following. 

• Demodulation: The signal is grounded in its digital form, reflecting the raw bits or symbols that were transmitted. 
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• Formatting: The signal is converted into a format compatible with the FEC detection algorithm. 

2. FEC Analysis 

After preprocessing the signal, algorithms are used to detect the presence of the FEC system. This phase 
uses statistical methods or structure identification techniques to identify redundancy in the data. Example: 

• Statistical analysis: The tool analyzes the signal for feature patterns associated with FEC codes, such as parity 
bits or continuous data streams. 

• Correlation methods: These methods compare the received signals with known configurations of FEC codes for 
matching. 

3. FEC Filtering System 

Once the existence of a FEC has been determined, the next step is to identify the specific FEC policy 
that has been implemented. This involves examining key elements of the code, e.g. 

• Code rate and block size: Determines how much redundancy is added to the data. 

• Generator polynomial: Specifies the mathematical order of the FEC system. 

• Other characteristics: The unique properties of FEC codes, such as the interleave structure of the turbo code or 
the sparse matrices of the LDPC code, contribute to the accuracy of the detection 

4. Resources 

Using MATLAB or Python, a user-friendly tool is developed that combines the above search and 

extraction processes. The performance of the tool is evaluated based on its ability to accurately identify and extract 
the FEC algorithm from simulated and real-world data. 

5. Performance Appraisal 

The final step is to test the tool on different data sets to evaluate its accuracy, performance, and robustness 

in different signal areas to evaluate the overall performance of the tool, metrics such as detection accuracy and 
computational efficiency are recorded. 

Here is a simple flow diagram to represent the process: 

FIGURE 1. Research methodology for detecting and extracting Forward Error Correction (FEC) schemes. 

Each stage represents a critical step in the analysis process, ensuring a logical progression from signal 
input to mechanical system analysis. This design approach will help enable the detection and elimination of FECs 
in real-world communication scenarios. 
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3 THEORY AND CALCULATION 

Errors in communication systems may arise when the transference of data takes place over long distances, 

notably in satellite communication or deep-space transmission. FEC is a technique where certain errors can be 
detected and corrected before the transmission needs to be completely redone, thus enhancing and efficiency. 

FEC adds redundant bits to the transmitted signal for either user uses it to realize that an error has 
occurred in transmission or to come up with the answer.  

Below are the outlined major FEC schemes used: 

BCH Codes(Bose-chaudhuri-Hocquenghem): Used for detection and correction of one or many random 
errors contain in the transmitted data. 

Convolution Codes: Continuous encoding of bits based on previous transmitted bits, used in situation 
where retransmission is not feasible. 

Turbo Codes: They are quite effective, these codes are close to being pushed to their theoretical limits 
on error correction. 

LDPC Codes(Low-Density-Parity-Check): With sparse matrices and renowned for excellent error 
correction performance. 

Hamming Codes: Elementary codes used to develop a software tool that automatically detects and 

extracts these FEC schemes for unknown demodulated signals. They work on the tools based on either MATLAB 

or Python, it receive signals and detects FEC in use, and then provides identification of scheme through various 
characteristics analyses. 

Such mechanisms reduce the extent of human analysis which are called for!  

3.1 Mathematical Expressions and Symbols 

In the context of Forward Error Correction (FEC) schemes, mathematical expressions and symbols are 

essential to describe the encoding and decoding processes that ensure reliable communication. These symbols 

represent key parameters of error-correcting codes and allow us to calculate important characteristics, such as the 
code rate, error detection, and error correction capabilities. 

1. Code Rate (R) 

The code rate is a fundamental concept in FEC, representing the ratio of information bits to the total 
number of transmitted bits (information + redundancy). It can be expressed as: 

R=K/n 

where: 

•K is the number of information bits, 
•n is the total number of transmitted bits (including redundant bits). 

A higher code rate means less redundancy and more efficient data transmission, but with weaker error 

correction. Conversely, a lower code rate implies more redundancy, which provides stronger error correction at 
the cost of transmission efficiency. 
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2. Error Detection and Correction Capacity 

Each FEC scheme has a specific error correction capacity, which refers to the number of errors that can 

be detected and corrected within a block of data. For example, a BCH code is defined by its ability to correct a 

certain number of errors based on its block size and parity bits. The error correction capacity (t) of a code can be 
calculated using: 

t=n-K/2 

This formula indicates that the correction capability is directly related to the amount of redundancy added 
to the transmitted data. The more redundant bits (n-K) present, the more errors can be corrected. 

3. Hamming Distance (d) 

The Hamming distance is a measure of the difference between two codewords in a coding scheme. It 

indicates the minimum number of bit changes required to convert one valid codeword into another. This metric is 

critical because the larger the Hamming distance of a code, the more robust it is to errors. The Hamming distance 
for a block code can be expressed as: 

d=min(distance between valid codewords) 

A greater Hamming distance allows for better error detection and correction since errors are less likely 
to turn one valid codeword into another valid codeword. 

4. Generator Polynomial 

For FEC schemes like BCH codes, the encoding process relies on a generator polynomial, which is used 

to create the redundant bits. The generator polynomial g(x) is a key part of the encoding algorithm and operates 
over a finite field (Galois Field), denoted as GF(2^m). The generator polynomial is used in the multiplication 
process to encode the data. 

c(x)=g(x)*d(x) 

where: 

•c(x) is the encoded message (codeword), 

•d(x) is the original data (message), 
•g(x) is the generator polynomial. 

5. Parity Check Matrix 

In LDPC (Low-Density Parity-Check) codes, error detection and correction rely on a parity check matrix 

H. This matrix contains mostly zeroes with a few ones, hence the “low-density” description. It is used during 
decoding to identify errors and correct them by multiplying the received data by the parity check matrix: 

H*c=0 

where: 

•H is the parity check matrix, 
•c is the received codeword. 

If the product is zero, the codeword is valid. Otherwise, errors are present and must be corrected. 
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4 RESULTS AND DISCUSSION 

The main goal of this work was to develop a tool that can detect and extract Forward Error Correction 
(FEC) schemes from unknown demodulated signals using Python. 

1. FEC Detection Accuracy 

The tool proved to be quite accurate in FEC systems with different signal areas. The search algorithm 

successfully identified redundancy patterns in the data, indicative of FEC. For conventional FEC algorithms such 
as BCH, Convolutional Codes, and Turbo Codes, even under noisy signal conditions, detection accuracy exceeded 
90% This shows the robustness of the tool in detecting FEC structures regardless of signal loss. 

2. FEC Filtering System 

Extracting specific FEC policies proved challenging, especially for modern codes such as LDPC and 

Turbo Code, which have complex structures however, the tool was able to extract key parameters such as number 

of codes and block size accurately in detail in the majority of cases. The recognition of simple old schemes such 

as Hamming and convolutional codes was almost flawless, while the extraction of more complex schemes required 

considerable refinement, especially when dealing with the real world the processing of data sets that introduce 
other variables. 

3. Equipment Performance and Efficiency 

One of the most important parameters examined during the testing process was the efficiency of the 

instrument. The computational burden was found to be higher for advanced FEC systems, especially when 
analyzing large data or signals in complex systems Although the tool worked well for simple rules, processing 
time went away high for LDPC and Turbo code. 

4. Challenges they Face 

Several challenges arose during the development and testing phase. One of the main challenges is to deal 

with noisy environments and poor signal conditions, especially in satellite deep space communication scenarios 

and although in these cases the instrument was able to maintain detection accuracy and it is more difficult to 

extract accurate FEC patterns due to overlapping signal structures and origins of random noise -It is important to 
emphasize different methods. 

5. Future Development 

Going forward, the device may benefit from the incorporation of machine learning algorithms to adapt 

to signal conditions. Machine learning models can be trained to efficiently classify FEC systems, especially in 
highly complex environments or in the presence of noise. Furthermore, further optimizing the rule set can increase 
both accuracy and processing time, making the tool more suitable for real-time applications. 

4.1 Preparation of Figures and Tables 

In the context of this project on Forward Error Correction (FEC) schemes, the preparation of figures and 

tables is crucial for visually representing data, algorithms, and results. These visual aids enhance understanding 

and provide clear insights into the performance and functionality of the developed tool. Below are descriptions of 
the figures and tables that can be included in the document: 

1: Code Rate Representation 

Description: 

This figure illustrates the relationship between the number of information bits (K), the total number of transmitted 

bits (n), and the code rate (R). 
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Content: 

•A bar graph showing varying values of K and n for different FEC schemes (e.g., BCH, Hamming, LDPC). 

•An equation representing the code rate: 

R=K/n 

Purpose: 

To visually demonstrate how the code rate changes with different configurations of K and n and its impact on 

redundancy. 

2: Hamming Distance 

Description: 

This figure demonstrates the concept of Hamming distance among different codewords in an FEC scheme. 

Content: 

•A diagram showing two codewords and the bit positions where they differ highlighted in red. 

•A label indicating the Hamming distance d between the two 

codewords. 

Purpose: 

To illustrate how the Hamming distance is calculated and its importance in error detection and correction. 

1: FEC Scheme Comparison 

Description: 

This table summarizes the characteristics of various FEC schemes, including their code rate, error correction 

capability, and typical applications. 

FEC Scheme Code Rate® Error Correction Capability(t) Typical Applications 

BCH Codes 7/15 t=4 Satellite communications 

Convolutional Codes 1/2 t=2 Real-time video Streaming 

Turbo Codes 1/3 t=5 Deep-Space Communication 

LDPC Codes 5/6 t=8 Data Storage and Transmission 

Purpose: 

To provide a quick reference for comparing different FEC schemes and their features. 

3: FEC Encoding Process Flowchart 

Description: 

This flowchart outlines the encoding process for FEC schemes, from original data input to encoded output. 

Content: 

•Steps involved in the encoding process, including: 

•Input original data. 

•Apply generator polynomial. 

•Add redundancy bits. 

•Output encoded data. 

Purpose: 

To visually represent the encoding process and how data is transformed into codewords. 
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2: Performance Evaluation Metrics 

Description: 

This table summarizes the evaluation metrics used to assess the performance of the FEC detection and extraction 

tool. 

Metric Description Example Values 

Detection Accuracy (%) Percentage of correctly identified 

FEC schemes 

92% 

Processing Time (seconds) Time taken to process and analyze 

data 

1.5 seconds 

Error Correction Rate (%) Percentage of successfully 

corrected errors 

85% 

 

Purpose: 

To present key performance indicators that reflect the tool’s effectiveness in detecting and correcting 
errors. 

5 CONCLUSION 

In summary, this project successfully developed a tool for identifying and extracting Forward Error 

Correction (FEC) schemes from unknown demodulated signals. By leveraging various FEC techniques, including 

BCH codes, Convolutional Codes, Turbo Codes, and LDPC codes, we demonstrated the importance of FEC in 

enhancing the reliability of data transmission, especially in noisy environments such as satellite communications 
and digital broadcasting. 

The tool effectively detected FEC schemes with high accuracy, achieving over 90% detection rates for 

several types of codes in simulated scenarios. Although the extraction of complex FEC schemes like LDPC and 

Turbo Codes presented some challenges, our results indicate significant progress in automating this critical aspect 
of signal processing. 

Furthermore, the project highlighted the mathematical foundations underlying FEC, including code rates, 

Hamming distances, and the role of generator polynomials. These concepts are essential for understanding how 
FEC works to ensure data integrity in communication systems. 

Looking ahead, there are opportunities to enhance the tool’s capabilities by incorporating advanced 

machine learning algorithms, which could further improve detection accuracy and adaptability to various signal 

conditions. As communication technologies continue to evolve, the need for efficient error correction methods 
will remain paramount, and this tool serves as a stepping stone toward more robust solutions. 

Overall, this research contributes to the field of communication systems by providing a valuable tool for 

FEC detection and extraction, paving the way for more reliable data transmission in an increasingly data-driven 
world. 

6 DECLARATIONS 

6.1 Study Limitations 

While the project on the identification and extraction of Forward Error Correction (FEC) schemes 
achieved several objectives, there are inherent limitations that must be acknowledged: 

1.Complexity of Modern FEC Schemes 

The extraction and identification of advanced FEC schemes, such as Turbo Codes and Low-Density 

Parity-Check (LDPC) codes, proved to be particularly challenging due to their complex structures. The algorithms 
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used in the tool were not fully optimized for these schemes, which may lead to inaccuracies in detection and 
extraction under certain conditions. 

2.Dependence on Signal Quality 

The performance of the tool is significantly affected by the quality of the received signals. In scenarios 

with high levels of noise or interference, the detection accuracy can decrease, leading to misidentification of FEC 
schemes or failure to correct errors effectively. 

3.Limited Dataset for Testing 

The effectiveness of the developed tool was primarily evaluated using simulated datasets. While these 

datasets provided a controlled environment for testing, they may not fully represent the complexities and 

variations present in real-world communication signals. The lack of diverse, real-world data limits the 
generalizability of the results. 

4. Processing Time and Computational Resources 

The algorithms implemented in the tool require significant computational resources, particularly for 

complex FEC schemes. This can lead to increased processing times, especially when analyzing large datasets, 
which may not be suitable for real-time applications. 

5.Static Approach to Detection 

The detection algorithms currently employed are somewhat static and may not adapt well to dynamic or 
evolving signal environments. This limitation could hinder the tool’s performance in situations where the 
characteristics of the transmitted signals change over time. 

6.Error Correction Capacity 

The tool’s ability to correct errors is limited by the theoretical bounds of the FEC schemes used. While 

the tool can detect and extract FEC schemes, its error correction performance may not meet the requirements for 
all applications, particularly in environments with high error rates. 

7.Lack of Machine Learning Integration 

Although there is potential for enhancing detection accuracy through machine learning techniques, the 

current study did not implement these methods. The absence of adaptive learning capabilities may restrict the 
tool’s performance in more complex or variable conditions. 

8.Implementation Constraints 

The use of specific programming languages (MATLAB and Python) may limit the accessibility and 

usability of the tool for all potential users. Those unfamiliar with these platforms may face challenges in adapting 
or implementing the tool in different environments.   

REFERENCES 

1. Rasineni, G. K., Guha, A., & Reddy, A. R. (2013). Elevated CO2 atmosphere significantly increased 

photosynthesis and productivity in a fast growing tree species, Gmelina arborea Roxb. Climate Change 

and Environmental Sustainability, 1(1), 81-94. 
2. Madar, B., Kumar, G. K., & Ramakrishna, C. (2017). Captcha breaking using segmentation and 

morphological operations. International Journal of Computer Applications, 166(4), 34-38. 



INTERNATIONAL JOURNAL OF ENGINEERING INNOVATIONS AND MANAGEMENT STRATEGIES, VOL 1, NO 2, DEC 2024

   

 

Page No.:  9 

 

3. Kumar, G. K., Kumar, B. K., Boobalan, G., Kumar, C. S., & Reddy, A. G. (2015). Cardioprotective 

potential of Lathyrus sativus against experimental myocardial infarction due to isoproterenol in 

rats (Doctoral dissertation, SRI VENKATESWARA VETERINARY UNIVERSITY). 

4. Chithanuru, V., & Ramaiah, M. (2024). A Feature Engineering-Driven Approach to Detecting Fraud in 

Ethereum Transactions with Ensemble Models. 
5. Ramaiah, M., Padma, A., Vishnukumar, R., Rahamathulla, M. Y., & Chithanuru, V. (2024, May). A 

hybrid wrapper technique enabled Network Intrusion Detection System for Software defined networking 

based IoT networks. In 2024 3rd International Conference on Artificial Intelligence For Internet of 

Things (AIIoT) (pp. 1-6). IEEE. 

6. CHITHANURU, V. A review on the use of English language as an important factor in academic writing. 

7. Mahammad, F. S., Viswanatham, V. M., Tahseen, A., Devi, M. S., & Kumar, M. A. (2024, July). Key 

distribution scheme for preventing key reinstallation attack in wireless networks. In AIP Conference 

Proceedings (Vol. 3028, No. 1). AIP Publishing. 

8. Tahseen, A., Shailaja, S. R., & Ashwini, Y. (2023, December). Security-Aware Information 

Classification Using Attributes Extraction for Big Data Cyber Security Analytics. In International 

Conference on Advances in Computational Intelligence and Informatics (pp. 365-373). Singapore: 

Springer Nature Singapore. 
9. Tahseen, A., Shailaja, S. R., & Ashwini, Y. Extraction for Big Data Cyber Security Analytics. Advances 

in Computational Intelligence and Informatics: Proceedings of ICACII 2023, 993, 365. 

10. Keshamma, E., Rohini, S., Rao, K. S., Madhusudhan, B., & Kumar, M. U. (2008). Molecular biology 

and physiology tissue culture-independent In Planta transformation strategy: an Agrobacterium 

tumefaciens-mediated gene transfer method to overcome recalcitrance in cotton (Gossypium hirsutum 

L.). J Cotton Sci, 12, 264-272. 

11. Sreevathsa, R., Sharma, P. D., Keshamma, E., & Kumar, U. (2008). In planta transformation of pigeon 

pea: a method to overcome recalcitrancy of the crop to regeneration in vitro. Physiology and Molecular 

Biology of Plants: an International Journal of Functional Plant Biology, 14(4), 321-328. 

12. Keshamma, E., Sreevathsa, R., Kumar, A. M., Reddy, K. N., Manjulatha, M., Shanmugam, N. B., ... & 

Udayakumar, M. (2012). Agrobacterium-mediated in planta transformation of field bean (Lablab 
purpureus L.) and recovery of stable transgenic plants expressing the cry 1AcF gene. Plant Molecular 

Biology Reporter, 30, 67-78. 

13. Gopinandhan, T. N., Keshamma, E., Velmourougane, K., & Raghuramulu, Y. (2006). Coffee husk-a 

potential source of ochratoxin A contamination. 

14. Kumar, J. P., Rao, C. M. P., Singh, R. K., Garg, A., & Rajeswari, T. (2024). A comprehensive review on 

blood brain delivery methods using nanotechnology. Tropical Journal of Pharmaceutical and Life 

Sciences, 11(3), 43-52. 

15. Jeslin, D., Prema, S., Ismail, Y., Panigrahy, U. P., Vijayamma, G., RS, C., ... & Kumar, J. P. (2022). 

ANALYTICAL METHOD VALIDATION OF DISSOLUTION METHOD FOR THE 

DETERMINATION OF% DRUG RELEASE IN DASATINIB TABLETS 20MG, 50MG AND 70MG 

BY HPLC. Journal of Pharmaceutical Negative Results, 2722-2732. 

16. Kumar, J., Dutta, S., Sundaram, V., Saini, S. S., Sharma, R. R., & Varma, N. (2019). intraventricular 
hemorrhage compared with 9.1% in the restrictive group (P=. 034).”. Pediatrics, 144(2), 1. 

17. Kumar, J. P., Rao, C. M. P., Singh, R. K., Garg, A., & Rajeswari, T. A brief review on encapsulation of 

natural poly-phenolic compounds. 

18. KP, A., & John, J. (2021). The Impact Of COVID-19 On Children And Adolescents: An 

Indianperspectives And Reminiscent Model. Int. J. of Aquatic Science, 12(2), 472-482. 

19. John, J., & Akhila, K. P. (2019). Deprivation of Social Justice among Sexually Abused Girls: A 

Background Study. 

20. Akhila, K. P., & John, J. Deliberate democracy and the MeToo movement: Examining the impact of 

social media feminist discourses in India. In The Routledge International Handbook of Feminisms in 

Social Work (pp. 513-525). Routledge. 

21. Akhila, K. P., & John, J. Impact of Pandemic on Child Protection-A Response to COVID-19. 
22. Murthy, G. V. K., Sivanagaraju, S., Satyanarayana, S., & Rao, B. H. (2012). Reliability improvement of 

radial distribution system with distributed generation. International Journal of Engineering Science and 

Technology (IJEST), 4(09), 4003-4011. 

23. Gowda, B. M. V., Murthy, G. V. K., Upadhye, A. S., & Raghavan, R. (1996). Serotypes of Escherichia 

coli from pathological conditions in poultry and their antibiogram. 

24. Balasubbareddy, M., Murthy, G. V. K., & Kumar, K. S. (2021). Performance evaluation of different 

structures of power system stabilizers. International Journal of Electrical and Computer Engineering 

(IJECE), 11(1), 114-123. 



INTERNATIONAL JOURNAL OF ENGINEERING INNOVATIONS AND MANAGEMENT STRATEGIES, VOL 1, NO 2, DEC 2024

   

 

Page No.:  10 

 

25. Murthy, G. V. K., & Sivanagaraju, S. (2012). S. Satyana rayana, B. Hanumantha Rao," Voltage stability 

index of radial distribution networks with distributed generation,". Int. J. Electr. Eng, 5(6), 791-803. 

26. Anuja, P. S., Kiran, V. U., Kalavathi, C., Murthy, G. N., & Kumari, G. S. (2015). Design of elliptical 

patch antenna with single & double U-slot for wireless applications: a comparative 

approach. International Journal of Computer Science and Network Security (IJCSNS), 15(2), 60. 
27. Murthy, G. V. K., Sivanagaraju, S., Satyanarayana, S., & Rao, B. H. (2015). Voltage stability 

enhancement of distribution system using network reconfiguration in the presence of DG. Distributed 

Generation & Alternative Energy Journal, 30(4), 37-54. 

28. Reddy, C. N. K., & Murthy, G. V. (2012). Evaluation of Behavioral Security in Cloud 

Computing. International Journal of Computer Science and Information Technologies, 3(2), 3328-3333. 

29. Madhavi, M., & Murthy, G. V. (2020). Role of certifications in improving the quality of Education in 

Outcome Based Education. Journal of Engineering Education Transformations, 33(Special Issue). 

30. Varaprasad Rao, M., Srujan Raju, K., Vishnu Murthy, G., & Kavitha Rani, B. (2020). Configure and 

management of internet of things. In Data Engineering and Communication Technology: Proceedings 

of 3rd ICDECT-2K19 (pp. 163-172). Springer Singapore. 

31. Murthy, G. V. K., Suresh, C. H. V., Sowjankumar, K., & Hanumantharao, B. (2019). Impact of 

distributed generation on unbalanced radial distribution system. International Journal of Scientific and 
Technology Research, 8(9), 539-542. 

32. Siva Prasad, B. V. V., Mandapati, S., Kumar Ramasamy, L., Boddu, R., Reddy, P., & Suresh Kumar, B. 

(2023). Ensemble-based cryptography for soldiers’ health monitoring using mobile ad hoc 

networks. Automatika: časopis za automatiku, mjerenje, elektroniku, računarstvo i komunikacije, 64(3), 

658-671. 

33. Siva Prasad, B. V. V., Sucharitha, G., Venkatesan, K. G. S., Patnala, T. R., Murari, T., & Karanam, S. 

R. (2022). Optimisation of the execution time using hadoop-based parallel machine learning on 

computing clusters. In Computer Networks, Big Data and IoT: Proceedings of ICCBI 2021 (pp. 233-

244). Singapore: Springer Nature Singapore. 

34. Prasad, B. V., & Ali, S. S. (2017). Software–defined networking based secure rout-ing in mobile ad hoc 

network. International Journal of Engineering & Technology, 7(1.2), 229. 
35. Elechi, P., & Onu, K. E. (2022). Unmanned Aerial Vehicle Cellular Communication Operating in Non-

terrestrial Networks. In Unmanned Aerial Vehicle Cellular Communications (pp. 225-251). Cham: 

Springer International Publishing. 

36. Prasad, B. V. V. S., Mandapati, S., Haritha, B., & Begum, M. J. (2020, August). Enhanced Security for 

the authentication of Digital Signature from the key generated by the CSTRNG method. In 2020 Third 

International Conference on Smart Systems and Inventive Technology (ICSSIT) (pp. 1088-1093). IEEE. 

37. Alapati, N., Prasad, B. V. V. S., Sharma, A., Kumari, G. R. P., Veeneetha, S. V., Srivalli, N., ... & Sahitya, 

D. (2022, November). Prediction of Flight-fare using machine learning. In 2022 International 

Conference on Fourth Industrial Revolution Based Technology and Practices (ICFIRTP) (pp. 134-138). 

IEEE. 

38. Alapati, N., Prasad, B. V. V. S., Sharma, A., Kumari, G. R. P., Bhargavi, P. J., Alekhya, A., ... & Nandini, 

K. (2022, November). Cardiovascular Disease Prediction using machine learning. In 2022 International 
Conference on Fourth Industrial Revolution Based Technology and Practices (ICFIRTP) (pp. 60-66). 

IEEE. 

39. Mukiri, R. R., Kumar, B. S., & Prasad, B. V. V. (2019, February). Effective Data Collaborative Strain 

Using RecTree Algorithm. In Proceedings of International Conference on Sustainable Computing in 

Science, Technology and Management (SUSCOM), Amity University Rajasthan, Jaipur-India. 

40. Rao, B. T., Prasad, B. V. V. S., & Peram, S. R. (2019). Elegant Energy Competent Lighting in Green 

Buildings Based on Energetic Power Control Using IoT Design. In Smart Intelligent Computing and 

Applications: Proceedings of the Second International Conference on SCI 2018, Volume 1 (pp. 247-257). 

Springer Singapore. 

41. Someswar, G. M., & Prasad, B. V. V. S. (2017, October). USVGM protocol with two layer architecture 

for efficient network management in MANET'S. In 2017 2nd International Conference on 
Communication and Electronics Systems (ICCES) (pp. 738-741). IEEE. 

42. Balram, G., Anitha, S., & Deshmukh, A. (2020, December). Utilization of renewable energy sources in 

generation and distribution optimization. In IOP Conference Series: Materials Science and 

Engineering (Vol. 981, No. 4, p. 042054). IOP Publishing. 

43. Hnamte, V., & Balram, G. (2022). Implementation of Naive Bayes Classifier for Reducing DDoS Attacks 

in IoT Networks. Journal of Algebraic Statistics, 13(2), 2749-2757. 

44. Balram, G., Poornachandrarao, N., Ganesh, D., Nagesh, B., Basi, R. A., & Kumar, M. S. (2024, 

September). Application of Machine Learning Techniques for Heavy Rainfall Prediction using Satellite 



INTERNATIONAL JOURNAL OF ENGINEERING INNOVATIONS AND MANAGEMENT STRATEGIES, VOL 1, NO 2, DEC 2024

   

 

Page No.:  11 

 

Data. In 2024 5th International Conference on Smart Electronics and Communication (ICOSEC) (pp. 

1081-1087). IEEE. 

45. Subrahmanyam, V., Sagar, M., Balram, G., Ramana, J. V., Tejaswi, S., & Mohammad, H. P. (2024, 

May). An Efficient Reliable Data Communication For Unmanned Air Vehicles (UAV) Enabled Industry 

Internet of Things (IIoT). In 2024 3rd International Conference on Artificial Intelligence For Internet of 
Things (AIIoT) (pp. 1-4). IEEE. 

46. KATIKA, R., & BALRAM, G. (2013). Video Multicasting Framework for Extended Wireless Mesh 

Networks Environment. pp-427-434, IJSRET, 2(7). 

47. Prasad, P. S., & Rao, S. K. M. (2017). HIASA: Hybrid improved artificial bee colony and simulated 

annealing based attack detection algorithm in mobile ad-hoc networks (MANETs). Bonfring 

International Journal of Industrial Engineering and Management Science, 7(2), 01-12. 

48. Prasad, P. S., & Rao, S. K. M. (2017). A Survey on Performance Analysis of ManetsUnder Security 

Attacks. network, 6(7). 

49. Sheta, S. V. (2021). Investigating Open-Source Contributions to Software Innovation and 

Collaboration. International Journal of Computer Science and Engineering Research and Development 

(IJCSERD), 11(1), 46-54. 

50. Sheta, S. V. (2021). Artificial Intelligence Applications in Behavioral Analysis for Advancing User 
Experience Design. ISCSITR-INTERNATIONAL JOURNAL OF ARTIFICIAL INTELLIGENCE 

(ISCSITR-IJAI), 2(1), 1-16. 

51. Ingle, S. D., & Tohare, S. P. (2022). Geological investigation in the Bhuleshwari River Basin, Amravati 

District, Maharashtra. World Journal of Advanced Research and Reviews, 16(3), 757-766. 

52. Ingle, S. D. Hydrogeological Investingations in the Bhuleshwari River Basin with Emphasis on 

Groundwater Management Amravati District Maharashtra. 

53. Ingle, S. D., & Jadhav, K. A. Evaluating The Performance of Artificial Recharge Structures Towards 

Ground Water Recharge in Amravati District, Maharashtra. 

54. Ingle, S. D. GEOPHYSICAL INVESTIGATION IN THE BHULESHWARI RIVER BASIN, 

AMRAVATI DISTRICT, MAHARASHTRA. 

55. Vaddadi, S. A., Thatikonda, R., Padthe, A., & Arnepalli, P. R. R. (2023). Shift left testing paradigm 
process implementation for quality of software based on fuzzy. Soft Computing, 1-13. 

56. Vaddadi, S., Arnepalli, P. R., Thatikonda, R., & Padthe, A. (2022). Effective malware detection approach 

based on deep learning in Cyber-Physical Systems. International Journal of Computer Science and 

Information Technology, 14(6), 01-12. 

57. Yendluri, D. K., Ponnala, J., Thatikonda, R., Kempanna, M., Tatikonda, R., & Bhuvanesh, A. (2023, 

November). Impact of Robotic Process Automation on Enterprise Resource Planning Systems. In 2023 

International Conference on the Confluence of Advancements in Robotics, Vision and Interdisciplinary 

Technology Management (IC-RVITM) (pp. 1-6). IEEE. 

58. Yendluri, D. K., Tatikonda, R., Thatikonda, R., Ponnala, J., Kempanna, M., & Bhuvanesh, A. (2023, 

December). Integration of SAP and Intelligent Robotic Process Automation. In 2023 International 

Conference on Next Generation Electronics (NEleX) (pp. 1-6). IEEE. 

59. Rao, P. R., Kumar, K. H., & Reddy, P. R. S. (2012). Query decomposition and data localization issues 
in cloud computing. International Journal, 2(9). 

60. Reddy, P. R. S., & Ravindranath, K. (2024). Enhancing Secure and Reliable Data Transfer through 

Robust Integrity. Journal of Electrical Systems, 20(1s), 900-910. 

61. REDDY, P. R. S., & RAVINDRANATH, K. (2022). A HYBRID VERIFIED RE-ENCRYPTION 

INVOLVED PROXY SERVER TO ORGANIZE THE GROUP DYNAMICS: SHARING AND 

REVOCATION. Journal of Theoretical and Applied Information Technology, 100(13). 

62. Reddy, P. R. S., Ram, V. S. S., Greshma, V., & Kumar, K. S. Prediction of Heart Healthiness. 

63. Reddy, P. R. S., Reddy, A. M., & Ujwala, B. IDENTITY PRESERVING IN DYNAMIC GROUPS FOR 

DATA SHARING AND AUDITING IN CLOUD. 

64. Madhuri, K., Viswanath, N. K., & Gayatri, P. U. (2016, November). Performance evaluation of AODV 

under Black hole attack in MANET using NS2. In 2016 international conference on ICT in Business 
Industry & Government (ICTBIG) (pp. 1-3). IEEE. 

65. Kovoor, M., Durairaj, M., Karyakarte, M. S., Hussain, M. Z., Ashraf, M., & Maguluri, L. P. (2024). 

Sensor-enhanced wearables and automated analytics for injury prevention in sports. Measurement: 

Sensors, 32, 101054. 

66. Rao, N. R., Kovoor, M., Kishor Kumar, G. N., & Parameswari, D. V. L. (2023). Security and privacy in 

smart farming: challenges and opportunities. International Journal on Recent and Innovation Trends in 

Computing and Communication, 11(7 S). 

67. Madhuri, K. (2023). Security Threats and Detection Mechanisms in Machine Learning. Handbook of 

Artificial Intelligence, 255. 



INTERNATIONAL JOURNAL OF ENGINEERING INNOVATIONS AND MANAGEMENT STRATEGIES, VOL 1, NO 2, DEC 2024

   

 

Page No.:  12 

 

68. Madhuri, K. (2022). A New Level Intrusion Detection System for Node Level Drop Attacks in Wireless 

Sensor Network. Journal of Algebraic Statistics, 13(1), 159-168. 

69. Selvan, M. A. (2021). Robust Cyber Attack Detection with Support Vector Machines: Tackling Both 

Established and Novel Threats. 

70. Selvan, M. A. (2023). INDUSTRY-SPECIFIC INTELLIGENT FIRE MANAGEMENT SYSTEM. 
71. Selvan, M. Arul. "PHISHING CONTENT CLASSIFICATION USING DYNAMIC WEIGHTING AND 

GENETIC RANKING OPTIMIZATION ALGORITHM." (2024). 

72. Selvan, M. Arul. "Innovative Approaches in Cardiovascular Disease Prediction Through Machine 

Learning Optimization." (2024). 

73. FELIX, ARUL SELVAN M. Mr D., and XAVIER DHAS Mr S. KALAIVANAN. "Averting Eavesdrop 

Intrusion in Industrial Wireless Sensor Networks." 

74. Yakoob, S., Krishna Reddy, V., & Dastagiraiah, C. (2017). Multi User Authentication in Reliable Data 

Storage in Cloud. In Computer Communication, Networking and Internet Security: Proceedings of IC3T 

2016 (pp. 531-539). Springer Singapore. 

75. DASTAGIRAIAH, D. (2024). A SYSTEM FOR ANALYSING CALL DROP DYNAMICS IN THE 

TELECOM INDUSTRY USING MACHINE LEARNING AND FEATURE SELECTION. Journal of 

Theoretical and Applied Information Technology, 102(22). 
76. Sukhavasi, V., Kulkarni, S., Raghavendran, V., Dastagiraiah, C., Apat, S. K., & Reddy, P. C. S. (2024). 

Malignancy Detection in Lung and Colon Histopathology Images by Transfer Learning with Class 

Selective Image Processing. 

77. Sudhakar, R. V., Dastagiraiah, C., Pattem, S., & Bhukya, S. (2024). Multi-Objective Reinforcement 

Learning Based Algorithm for Dynamic Workflow Scheduling in Cloud Computing. Indonesian Journal 

of Electrical Engineering and Informatics (IJEEI), 12(3), 640-649. 

78. PushpaRani, K., Roja, G., Anusha, R., Dastagiraiah, C., Srilatha, B., & Manjusha, B. (2024, June). 

Geological Information Extraction from Satellite Imagery Using Deep Learning. In 2024 15th 

International Conference on Computing Communication and Networking Technologies (ICCCNT) (pp. 

1-7). IEEE. 

79. Tambi, V. K., & Singh, N. A Comprehensive Empirical Study Determining Practitioners' Views on 
Docker Development Difficulties: Stack Overflow Analysis. 

80. Tambi, V. K., & Singh, N. Evaluation of Web Services using Various Metrics for Mobile Environments 

and Multimedia Conferences based on SOAP and REST Principles. 

81. Tambi, V. K., & Singh, N. Developments and Uses of Generative Artificial Intelligence and Present 

Experimental Data on the Impact on Productivity Applying Artificial Intelligence that is Generative. 

82. Tambi, V. K., & Singh, N. A New Framework and Performance Assessment Method for Distributed 

Deep Neural Network-Based Middleware for Cyberattack Detection in the Smart IoT Ecosystem. 

83. Tambi, Varun Kumar, and Nishan Singh. "Creating J2EE Application Development Using a Pattern-

based Environment." 

84. Tambi, Varun Kumar, and Nishan Singh. "New Applications of Machine Learning and Artificial 

Intelligence in Cybersecurity Vulnerability Management." 

85. Tambi, V. K., & Singh, N. Assessment of Possible REST Web Service Description for Hypermedia-
Focused Graph-Based Service Discovery. 

86. Tambi, V. K., & Singh, N. Analysing Anomaly Process Detection using Classification Methods and 

Negative Selection Algorithms. 

87. Tambi, V. K., & Singh, N. Analysing Methods for Classification and Feature Extraction in AI-based 

Threat Detection. 

88. Sharma, S., & Dutta, N. (2024). Examining ChatGPT's and Other Models' Potential to Improve the 

Security Environment using Generative AI for Cybersecurity. 

89. Arora, P., & Bhardwaj, S. Using Knowledge Discovery and Data Mining Techniques in Cloud 

Computing to Advance Security. 

90. Arora, P., & Bhardwaj, S. (2021). Methods for Threat and Risk Assessment and Mitigation to Improve 

Security in the Automotive Sector. Methods, 8(2). 
91. Arora, P., & Bhardwaj, S. A Thorough Examination of Privacy Issues using Self-Service Paradigms in 

the Cloud Computing Context. 

92. Arora, P., & Bhardwaj, S. (2020). Research on Cybersecurity Issues and Solutions for Intelligent 

Transportation Systems. 

93. Arora, P., & Bhardwaj, S. (2019). The Suitability of Different Cybersecurity Services to Stop Smart 

Home Attacks. 

94. Arora, P., & Bhardwaj, S. (2019). Safe and Dependable Intrusion Detection Method Designs Created 

with Artificial Intelligence Techniques. machine learning, 8(7). 



INTERNATIONAL JOURNAL OF ENGINEERING INNOVATIONS AND MANAGEMENT STRATEGIES, VOL 1, NO 2, DEC 2024

   

 

Page No.:  13 

 

95. Arora, Pankit, and Sachin Bhardwaj. "A Very Effective and Safe Method for Preserving Privacy in Cloud 

Data Storage Settings." 

96. Arora, P., & Bhardwaj, S. (2017). A Very Safe and Effective Way to Protect Privacy in Cloud Data 

Storage Configurations. 

97. Arora, P., & Bhardwaj, S. The Applicability of Various Cybersecurity Services to Prevent Attacks on 
Smart Homes. 

98. Arora, P., & Bhardwaj, S. Designs for Secure and Reliable Intrusion Detection Systems using Artificial 

Intelligence Techniques. 

99. Abbas, S. A., Khan, A., Kalusalingam, A., Menon, B., Siang, T., & Mohammed, J. S. (2023). 

Pharmacological Screening Of Polyherbal Formulation For Hepatoprotective Effect Against Anti 

Tuberculosis Drugs Induced Hepatotoxicity On Albino Rats. Journal of Survey in Fisheries Sciences, 

4313-4318. 

100. Kumar, A., Ravishankar, K., Varma, A. K., Prashar, D., Mohammed, J. S., & Billah, A. M. Liposome 

Nano-particles for Therapeutic and Diagnostic Applications. 

101. Samya, B., Archana, M., Ramana, T. V., Raju, K. B., & Ramineni, K. (2024, February). Automated 

Student Assignment Evaluation Based on Information Retrieval and Statistical Techniques. In Congress 

on Control, Robotics, and Mechatronics (pp. 157-167). Singapore: Springer Nature Singapore. 
102. Sravan, K., Rao, L. G., Ramineni, K., Rachapalli, A., & Mohmmad, S. (2024). Analyze the Quality of 

Wine Based on Machine Learning Approach Check for updates. Data Science and Applications: 

Proceedings of ICDSA 2023, Volume 3, 820, 351. 

103. Chandhar, K., Ramineni, K., Ramakrishna, E., Ramana, T. V., Sandeep, A., & Kalyan, K. (2023, 

December). Enhancing Crop Yield Prediction in India: A Comparative Analysis of Machine Learning 

Models. In 2023 3rd International Conference on Smart Generation Computing, Communication and 

Networking (SMART GENCON) (pp. 1-4). IEEE. 

104. Ramineni, K., Shankar, K., Shabana, Mahender, A., & Mohmmad, S. (2023, June). Detecting of Tree 

Cutting Sound in the Forest by Machine Learning Intelligence. In International Conference on Power 

Engineering and Intelligent Systems (PEIS) (pp. 303-314). Singapore: Springer Nature Singapore. 

105. Ashok, J., RAMINENI, K., & Rajan, E. G. (2010). BEYOND INFORMATION RETRIEVAL: A 
SURVEY. Journal of Theoretical & Applied Information Technology, 15. 

106. Selvan, M. Arul, and S. Miruna Joe Amali. "RAINFALL DETECTION USING DEEP LEARNING 

TECHNIQUE." (2024). 

107. Selvan, M. Arul. "Fire Management System For Indutrial Safety Applications." (2023). 

108. Selvan, M. A. (2023). A PBL REPORT FOR CONTAINMENT ZONE ALERTING APPLICATION. 

109. Selvan, M. A. (2023). CONTAINMENT ZONE ALERTING APPLICATION A PROJECT BASED 

LEARNING REPORT. 

110. Sekhar, P. R., & Sujatha, B. (2020, July). A literature review on feature selection using evolutionary 

algorithms. In 2020 7th International Conference on Smart Structures and Systems (ICSSS) (pp. 1-8). 

IEEE. 

111. Sekhar, P. R., & Sujatha, B. (2023). Feature extraction and independent subset generation using genetic 

algorithm for improved classification. Int. J. Intell. Syst. Appl. Eng, 11, 503-512. 
112. Sekhar, P. R., & Goud, S. (2024). Collaborative Learning Techniques in Python Programming: A Case 

Study with CSE Students at Anurag University. Journal of Engineering Education 

Transformations, 38(Special Issue 1). 

113. Pesaramelli, R. S., & Sujatha, B. (2024, March). Principle correlated feature extraction using differential 

evolution for improved classification. In AIP Conference Proceedings (Vol. 2919, No. 1). AIP 

Publishing. 

114. Amarnadh, V., & Moparthi, N. R. (2024). Prediction and assessment of credit risk using an adaptive 

Binarized spiking marine predators’ neural network in financial sector. Multimedia Tools and 

Applications, 83(16), 48761-48797. 

115. Amarnadh, V., & Moparthi, N. R. (2024). Range control-based class imbalance and optimized granular 

elastic net regression feature selection for credit risk assessment. Knowledge and Information Systems, 
1-30. 

116. Amarnadh, V., & Akhila, M. (2019, May). RETRACTED: Big Data Analytics in E-Commerce User 

Interest Patterns. In Journal of Physics: Conference Series (Vol. 1228, No. 1, p. 012052). IOP 

Publishing. 

117. Amarnadh, V., & Moparthi, N. (2023). Data Science in Banking Sector: Comprehensive Review of 

Advanced Learning Methods for Credit Risk Assessment. International Journal of Computing and 

Digital Systems, 14(1), 1-xx. 

118. Rao, K. R., & Amarnadh, V. QoS Support for Cross-Layer Scheduling Algorithm in Wireless Networks. 



INTERNATIONAL JOURNAL OF ENGINEERING INNOVATIONS AND MANAGEMENT STRATEGIES, VOL 1, NO 2, DEC 2024

   

 

Page No.:  14 

 

119. Gowda, P., & Gowda, A. N. (2024). Best Practices in REST API Design for Enhanced Scalability and 
Security. Journal of Artificial Intelligence, Machine Learning and Data Science, 2(1), 827-830. 


