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Syed AbuMusab

LLMs belong in our social ontology as 
social agents

In this paper, I provide a framework under which Large Language
Models (LLM) implemented as chatbots (and other AI systems) are 

social agents (from here on out, I use chatbots and LLMs interchangeably 
unless otherwise stated).1 I argue that because chatbots have the capacity 
to converse, this capacity is sufficient to ground them as social agents 
that are part of our social ontology. Many people construe AI systems 
like autonomous cars, carebots, autonomous weapons, and other AI 
systems as agents and social agents. This is particularly common in the 
HRI (Human-Robot Interaction) literature (Jackson & Williams 2021). In 
the philosophical literature, several people have argued for agency as a 
matter of degree for AI systems, particularly moral agency (Mecacci et al., 
2023; Nyholm, 2018; Strasser, 2022b).2 However, much of the discussion 
often slips between arguing for AI agency and AI moral and social agency. 
In this paper,3 I do not argue for agency for AI systems (such as), as others 
have already articulated this position. I assume that AI systems, including 
LLMs, are agents and argue for their inclusion in our social ontology 
as social agents. They are, namely, social agents capable of engaging in 
human social activities, such as engaging in conversations.4

1 It is likely that not all chatbots belong in our social ontology. For example, primitive or 
what are sometimes referred to as menu or button-based chatbots (Church, 2023) and 
rule-based chatbots likely are not part of our social ontology. The former can take a pre-
defined set of inputs and output pre-programmed answers, like many customer service 
bots we encounter. The rule-based chatbots use if-then logic to provide answers and are 
slightly more sophisticated than menu-based. However, like the menu-based chatbots 
they too fail when faced with questions or scenarios that are not pre-programmed. 
These types of chatbots are unable to carry on conversations in any interesting way or an 
extended length of time. At most, these chatbots are nothing more than a verbal menu. 
By this I mean they are similar to using a mouse or a finger on a set of dependent drop-
down lists, where each selection narrows the set of following options. These chatbots  
provide the same functionality using verbal commands. The interaction is not a 
conversation. 

2 See Schwitzgebel & Shevlin (2023) for an alternative suggestion on how to get rid of 
borderline cases concerning sentience. In short, they argue to not create debatable 
sentience in the first place. 

3 In general, my approach is that, without first establishing agency for AI systems, any talk 
of social or moral agency stands on shaky grounds. 

4 I have also argued that they might be capable of forming human-AI companionship 
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For instance, merely being a minimal agent like a bacterium 
(Barandiaran et al., 2009; Burge, 2009) is insufficient for the level of 
sociality for which I argue. However, they might be social agents in 
a minimal sense. Under minimalist accounts of agency and, for that 
matter, cognition, even plants are considered minimal agents (Dretske, 
1999; Oborny, 2019) or to possess minimal cognition (Calvo et al., 2014; 
Sims & Yilmaz, 2023). However, being a minimal agent in that manner is 
insufficient to be a social agent capable of conversation.

The structure of the paper is as follows: Section one briefly describes the 
methodology I use to make my argument. In section two, by appealing to 
Dee Payton’s work on social property (Payton, 2023, forthcoming), I argue 
that the capacity to have conversations is a social property. Also, in section 
two, I argue that because chatbots have the capacity for conversations, 
they are social agents who belong in our social ontology. In section three, 
I respond to a potential rebuttal from what I have termed “threshold” 
accounts. This concerns, for example, the question of whether possessing 
a single social property is sufficient for social agency. In section four, I 
respond to the core concern of threshold accounts. I argue for a multi-
dimensional and gradated approach to social agency. Thus, I am refuting 
threshold approaches that posit having properties like intentions, beliefs, 
desires, and other higher-order mental capacities are necessary for social 
agency.

 1. Methodology of the paper

Before delving into the crux of the paper, I should note that I differentiate 
between agency, social agency, and moral agency. Often, scholars in 
writing on AI systems and their agential status when discussing the 
three notions seem to slip amongst the three kinds of agency. Though 
interrelated, the three types of agential status are not the same or 
equivalent. An entity might have agency, but that does not necessarily 
qualify it as a social or moral agent. Possessing agency is insufficient for 
the status of a social or moral agent.

Moreover, it is possible to be an agent and a social agent but not a 
moral agent. For example, we can defend artifacts like “manufacturing 
robot arms” as minimal agents under minimalist accounts of agency 
(Barandiaran et al., 2009; Burge, 2009; Van Hateren, 2015, 2022). However, 
they are not considered social agents capable of partaking in sociality like 
chatbots or nonhuman animals. 

(Symons & Abumusab, 2024).



5

I acknowledge that the distinction between social agency and agency 
is subtle. If one is an agent, one’s actions likely occur in some social 
context relative to the environment. However, what counts as a “social 
environment” is debatable. Microbiologists often speak of the behavior 
of microorganisms in terms of social behavior. For example, a virus, a 
bacterium, behaves socially (cooperative behavior) in the context of a 
bacteria colony (Crespi, 2001; Popat et al., 2008).5 In some ways, these 
behaviors seem social (contextually speaking), but whether they are 
social in a way that is akin to animal or human behaviors is debatable. 
Nonetheless, my gradated and multi-dimensional model accommodates 
vague cases like these.

The difference between agency (and social agency) and moral agency 
is far more apparent. Agents like infants, some mentally disabled 
individuals, and nonhuman animals fall under this category. These 
entities uncontroversially perform actions, but we do not normally hold 
them morally responsible for those actions. Thus, a moral agent is an entity 
that can be held morally responsible (within the realm of morality) for 
its actions. One way to think about this is how Timothy Nailer describes 
the relationship between conditions for moral responsibility and moral 
agency. He says, “Given that an account of moral responsibility specifies 
the conditions under which it is appropriate to hold agents morally 
responsible, these responsibility conditions can be recast as agential 
abilities” (Nailer, 2022, p. 7).6 In other words, “moral agents are those 
individuals with the ability to meet the relevant responsibility conditions” 
(ibid 7). What the conditions are depends on how stringent the account 
is.7 In the case of Nailer, he provides minimal conditions (he calls them 
basic criteria) necessary for an entity to be a moral agent. 

Furthermore, there are entities considered minimal agents or possessors 
of minimal cognition (Calvo et al., 2014), but they are not considered moral 
agents. In the case of plants and animals, we can argue that they might be 
moral patients but nothing more. In simpler words, agency is necessary 
for social and moral agency, but it is not sufficient, whereas being a social 
or moral agent is sufficient for agency. I highlight this to make apparent 

5 Also see Eric Schwitzgebel’s review of Carri Figdor’s book “Pieces of Mind” (Schwitzgebel, 
2020). Schwitzgebel highlights Figdor’s insight that people seem to continue to make the 
Cartesian mistake by assuming that the mental traits come in a tidy package with all 
the capacities. According to Schwitzgebel, Figdor suggests that this view of the 
mind is mistaken. 

6 Also see Eshleman (2001), particularly the introduction and section 1. 
7 See Parthemore & Whitby (2014) for a more stringent set of conditions for moral agency. 

For a well-known account that sets near impossible criteria for one to be morally 
responsible, see Strawson (1994). 
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the difference between agency and moral agency. Therefore, I begin 
with the presumption that AI systems, including chatbots, are agents 
and propose a framework to justify their classification as social agents. 
Of course, a standard response to whether AI systems like chatbots are 
social agents is the following: Artificial systems cannot be social agents 
because they lack beliefs, desires, mutual care, reflective thoughts, etc.; 
therefore, being an agent, let alone a social agent, is impossible without 
these properties. I have referred to these positions against AI-agency 
as “threshold” accounts (Symons & Abumusab, 2024) and do so here 
as well.8 The entire paper challenges threshold accounts in some ways, 
but I explicitly address this rebuttal in the last section. In short, most 
traits in organisms evolve gradually over time. For example, the current 
human brain is a product of millions of years of evolution. Similarly, 
social agency, agency, and moral agency likely developed gradually over 
thousands of years. It is unreasonable to hold social agency (and the other 
two) to the higher standards entailed by the threshold accounts. 

Social agency is not a binary condition, as if something has it or does 
not. Instead, as has been discussed for agency (Brey, 2014; Himma, 
2009; Nyholm, 2018, 2023; Strasser, 2018, 2022a; Véliz, 2021), social 
agency is also a matter of degree. Moreover, it is multi-dimensional.9 
Some entities have more and deeper social capacities than others. 
Notice I decouple the multidimensionality of social agency from its 
gradated nature. As far as we know, a neurotypical adult exhibits a 
broader range of social dimensions and higher degrees of social 
agency than any other agent within the multidimensional framework. 
Infants and some non-human animals likely occupy fewer social 
dimensions and lower degrees on those dimension(s). Unfortunately, it 
is difficult to visualize higher than 3-dimensional figures, if not 
impossible. An approachable way to think about this is by imagining a 
3D Cartesian coordinate system (x, y, z), except, instead of 3 axes, 
there are several axes. Each axis represents a different dimension of 
social agency. How many dimensions are there?

8 For intriguing alternative to the idea that LLMs lack beliefs (see, Schwitzgebel, 2023). As for myself, I want to agree with Schwitzgebel’s approach that maybe we create a 
new concept (he calls beliefs*) to capture or describe behavioral dispositions of LLMs’ 
outputs. In-line with the claims of this paper, it is plausible to suggest that the capacity to 
form beliefs is a matter of degree. With the proliferation and growth in the sophistication 
of AI systems like LLMs we will require new concepts, or as I do here, adjustments to 
existing philosophical concepts. 

9 John Hyman (2015) has developed a similar model for human agency. Hyman challenges 
the classic view which focuses on the will by modeling human agency into four 
dimensions – physical, psychological, intellectual, and ethical dimensions. Also, see 
Hornsby’s comments on Hyman’s model by postulating a fifth dimension - metaphysical 
and see Hyman’s response to Hornsby (Hornsby, 2018). 
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The number might vary depending on the granularity of social agency 
and capacities we choose to consider. For my argument to go forward, 
all that is required is that the reader understands social agency as multi-
dimensional and gradated.

In contrast, a full-fledged account of social agency likely requires that 
one is a social agent only if one occupies all the dimensions. For example, 
not only have humans the capacity to converse, but they also converse 
with second-order beliefs, mindreading (representational capacities, 
reasoning about, and responding to their interlocuter’s mental states), and 
future planning. They also possess qualia, emotional, and other higher-
order mental capacities. These demands are usually made by full-fledged 
agency defenders.10 I suspect the proponents of threshold approaches 
also demand the same of social agency. Full-fledged social agency 
accounts will also likely demand the agent possess a body. In short, take, 
for example, what Stoutland says, “discussion [for social agency] has 
centered on what individuals do, believe, or desire, and on the reasons 
each has for acting, the standard story being that actions consist of 
bodily movements that are rationalized and caused by the agent’s 
belief and desires” (Stoutland, 2008, p. 533).11 

The advent of LLMs and other highly sophisticated AI systems has 
mounted a serious challenge to this approach. For example, LLMs can 
converse but lack a body. Autonomous robots have a body but lack any 
capacity to converse (for now). The point is that these systems are, in a 
very real sense, disrupting and challenging the idea that to be a social 
agent (or agent), one must occupy all the dimensions of full-fledged social 
agency. 

I should note that I do not offer a full-fledged theory for sociality with 
necessary and sufficient conditions to judge what belongs and what does 
not. I am highly skeptical that it is even possible. The claim here is modest. 
I argue that chatbots belong as social agents in our social ontology because 
of their conversational capacities. 

By conversational capacity, I do not mean that chatbots have beliefs 
(in the robust sense or higher-order beliefs) and intentions about the 
sentences they output or take as inputs. As I show later in the paper, none 
of this is required to qualify LLMs as conversational social agents. An 
agent does not need to have higher-order beliefs, intentions, and desires 

10 For a classic example of this, see Davidson (2001). 
11 Stoutland is concerned with something slightly different. His concern is with the 

argument that social agency is individualistic and not groups, like corporations. He 
argues that some social actions performed by groups are not reducible to individual 
actions (Stoutland, 2008, p.538). 
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to be a conversationalist. An agent must be capable of engaging in a 
conversation with another agent (who is also capable of conversations) 
(C). Thus, to attribute C (as a property) to a chatbot, it should be able to 
do the following:

i. The interactions are such that the chatbot takes its interlocuter’s
inputs and outputs a response that is coherent and relevant in
relation to the input.

ii. It can carry on this interaction for a reasonably acceptable length
of time while correctly and appropriately responding to unforeseen
dialogue.

iii. All the while it is continuing to respond sensibly, coherently, and
relevantly at a reasonably acceptable success rate.12

Before the invention of chatbots (like Eliza) and now LLMs implemented 
as chatbots, only humans were capable of this. In the case of human 
interlocuters, the agents’ higher-order mental capacities and 
conversational capacities come as a package. However, with the invention 
of LLMs, the binary notion of all or nothing is under doubt.13 As argued 
here, it turns out that it is possible to have a conversational capacity 
but lack other higher-order mental states.14 Note that I am not claiming 
that current LLMs are capable of deep and nuanced human-level type 
of conversations. Instead, LLMs’ capacity to converse, albeit deficient 
compared to humans, is sufficient to ground them as social agents in our 
social ontology. 

For example, let us assume that LLMs lack all higher-order mental 
states. Yet, LLMs like ChatGPT4 can successfully navigate conversational 
idiosyncrasies like implications close to the level of neurotypical human 
adults. By implication, I mean the Gricean idea of implicatures – this is 
where an agent says A, but the true meaning is something different from 
what A literally means, given the context of the conversation. For example: 

12 The success rate for coherence, sensible, relevance and correctly must be higher than 50%, 
but it need not be 100% (even humans cannot achieve this in every conversation). I suspect 
that somewhere around 70% or higher is acceptable. The limits of LLMs like ChatGPT to 
recall previous conversations is one limitation of these systems. As far as I understand, 
GPT4 seems to break down at around ten thousand or so words (32,000 tokens)(GPT5 
2023). However, even with the current limit (without any memory extensions and 
workarounds is still impressive and sufficient to deem them as conversationalists). I 
should also say that I avoid asserting definitive philosophical claims (in favor or against) 
about the cognitive capacities of LLMs. There is evidence for both sides of the debate.

13 Others have challenged this notion (see, Schwitzgebel, 2020). 
14 The claim is not that LLMs do not or cannot possess these higher order mental capacities. 

Instead, that even if the critics of these systems are correct, and LLMs lack these mental 
capacities, their capacity to converse is unhindered. 
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John: Are you coming to the party tomorrow?
Jane: I have to babysit. 

In this conversation, Jane does not directly answer John’s question. 
However, given the context of the conversation, she implies that she 
cannot attend the party because she has other commitments, namely 
babysitting. Grice termed these cases implicatures (Grice, 1975). Some 
LLMs like GPT4 correctly identify (and respond) to implicatures without 
any higher-order mental states. Note that not all LLM-chatbots succeed in 
picking up on the implication in Jane’s response at the same success rate. 
GPT4 demonstrates near-human level performance (84%) in deciphering 
when a dialogue contains an implicature compared to other LLMs (Ruis 
et al., 2023). According to Ruis et al., most other types of LLMs are “close 
to random” (40% - 68%) compared to humans (86.2% - 92% accuracy) in 
detecting implicatures. 

Thus, we can justifiably claim LLMs like GPT4 succeed at partaking 
in complicated conversations while lacking higher-order mental states 
about Jane or her response. Whether or not LLMs have beliefs (including 
higher-order beliefs), intentions, desires, and so on is part of growing 
research (Sartori & Orrù 2023). According to Sartori and Orrù, LLMs seem 
to surpass neurotypical humans at many cognitive tasks but also fail in 
others (causal reasoning and planning). I continue to remain agnostic on 
this matter. 

For some philosophers it is precisely these cognitive and mental 
capacities that LLMs and other AI systems must possess prior to 
considering them as agents. For example, although unconcerned with 
social agency, both Brey (2014) and Véliz (2021) argue that artifacts cannot 
be moral agents because they lack consciousness or higher-order mental 
states like intentions, beliefs, desires, the ability to plan, and so on. Of 
course, I am not worried about moral agency here, but the claims against 
social agency for LLMs might be similarly motivated. One of the strictest 
requirements comes from Himma, who demands that consciousness is 
necessary for agency (never mind social and moral agency) (Himma, 
2009, p. 27). However, if we take the findings of Ruis et al. seriously, these 
mental states are unnecessary to attribute conversational capacities to 
LLM-agents.

Keep in mind that sociality is exceptionally complicated, with 
entities and agents expressing it in diverse ways. Consequently, the 
paper’s ambitious component proposes a liberal framework designed 
to encompass social agency across multiple and gradated dimensions. I 
devise a framework equipped to integrate emerging social facts involving 
social AI systems – for example, facts like the growing use of sexbots 
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(Adashade, 2017; Fan & Cherry, 2021; Jecker, 2021) and other facts 
involving human-AI system relationships (Jozuka et al., 2018; Weber-
Guskar, 2021; Yang, 2020).15 

As such, in one way, I develop a theoretical framework for chatbots’ 
social agential status. At the same time, the framework also specifies the 
conditions a chatbot (or mutatis mutandis for other AI systems) should 
satisfy to be considered a proper implementation as a social agent. This 
means that I begin with the social phenomenon in the world—chatbots 
and their use in social settings. Then, I apply existing social theories to 
make sense of what is happening and to determine whether chatbots 
rightfully belong in our social ontology as social agents. When the relevant 
theories cannot account for chatbots, I tweak them. The tweaking allows 
us to account for these new facts concerning human-robot interactions 
(HRIs). When engineers, designers, and programmers decide to build 
something, they use an opposite strategy to the one commonly used to 
develop theories. Raymond Turner calls this the “intentional shift.” The 
goals of engineers, as opposed to theoreticians, shift from explanation 
to specification (Turner, 2020). While developing a theory, if there is a 
mismatch between the theory and a phenomenon or some preexisting 
artifact, we change the theory or explanation, not the phenomenon or 
artifact (e.g., the theory of evolution). In the development of an artifact, 
if there is a mismatch between the artifact and specification, we alter the 
artifact to fit the specification; we don’t change the specification to align 
with the artifact’s traits. I partake in something of a hybrid approach here. 
The phenomenon of social chatbots needs an explanation, but as said 
above, many theories of social ontology already exist. 

For instance, according to threshold approaches, AI systems like 
chatbots do not count as social agents (with many denying them agency). 
This is where the intentional shift is relevant. People are and will continue 
to create social relationships with AI systems, like chatbots, holograms, 
robots, and digital avatars. For instance, consider Replika and other 
chatbots marketed as friend bots or therapists (Sedlakova & Trachsel, 
2023). Another example of people creating social relationships with bots 
is the Snapchat influencer Caryn Marjorie. She created an AI-generated 
avatar of herself, called CarynAI (Sternlicht, 2023). It is marketed as a 
virtual girlfriend, which users can pay to interact with romantically 
(virtually).

Thus, new approaches are required to account for these trends while 
staying sensitive to existing tools. We can use the theories available to 

15 However, I suspect the model, if successful, is useful for other scenarios too. 
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explain the social phenomenon of human-robot relations and the social 
agential status of chatbots. Next, with the help of the intentional shift, my 
model creates a quasi-specification for the future development of social 
AI systems. That is a set of criteria a system must meet to be considered a 
social agent. 

The pre-theoretical boundaries of our social ontology have already 
expanded to include AI systems like Replika, Xiaoice, and sexbots. 
As philosophers, we have two options: (1) Deny LLMs membership in 
our social ontology based on theoretical grounds – this often involves 
claims that only organic or X-type creatures belong in our social world 
as social agents (threshold accounts)16 – or (2) expand ontological 
boundaries concerning social agency. Humans have a history of closing 
our conceptual borders to adhere to dogmatic theories. Evidence of this 
appears in some approaches to issues such as gender identity, interracial 
marriages, and advocating for proper animal rights. 

That said, the first option is the least appealing. It is to draw a strict 
line and deny them social agential status. I take the second option, 
developing an updated and pluralistic theory by assessing the current 
literature and modifying some concepts. Next, utilizing the intentional 
shift notion, the new theory will become the social theoretical 
specification for what properties an artificial agent should possess to be 
considered a conversational social agent. The first step in building my 
model is establishing the chatbot’s capacity to have conversations (C) as 
a social property. To do so, I rely on Payton’s approach (Payton, 2023, 
forthcoming).

2. What makes a property social?

C is a property expressed by the predicate “conversationalist,” and C is 
a constitutively constructed property.17 Payton agrees with Haslanger 
that a property is constitutively constructed “just in case social factors are 
‘in’ the real definition of that property” (Payton, 2023, p. 6).18 She goes on 

16 To insist on going this route is to be guilty of what Dennett calls the “Cartesian trap” (see 
Dennett, in this volume). That is, something more than a mechanical process is required 
for consciousness, emotions, and so on. In this case, is to insist that something above 
algorithmic process is required for an entity to be a social agent capable of partaking in 
social acts like friendship. 

17 This formulation is exactly taken from Payton (2023, p. 6). I have just substituted the 
‘conversationalist’ for ‘cool’. She makes use of the concept cool articulated by Haslanger 
(see, Haslanger, 2012, ch. 2).

18 Payton characterizes these approaches as essence accounts (Payton forthcoming). 
Payton says that essence accounts say “that a property is social just in case it has an 
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to appeal to Kit Fine’s notion of constitutive essence to establish what it 
takes for a property to be socially constructed. According to Payton, the 
essence of an entity is composed of a set of propositions. A subset of the 
set essence is social factors ({{social factors}…}), and how others treat the 
agent is one of those social factors. To channel Payton, “[chatbot] is a C 
iff [chatbot] is treated in certain ways by other people” (ibid). It is a social 
fact that people participate in conversations with LLM-chatbots. In the 
future, it will likely be more common. As mentioned above, people have 
already formed social bonds and relationships with chatbots and other 
social robots. In other words, C is constitutively constructed “just in case 
its real definition makes reference to social factors” (ibid). Remember, like 
Payton, I am concerned with establishing C as a social property. Whether 
C is sufficient for social agency is defended in the next section. As I will 
show, both how individuals treat an agent and the agent’s actual capacity 
to carry on a conversation are required for social agency (at least as a 
conversationalist). The fact of how people treat entities with C property 
is part of what grounds entities with C property as conversationalists.19 
For example, Payton says, “say that in order to have the property of being 
charismatic [social property], you have to be funny. For simplicity, let’s 
say that an individual S is charismatic iff S is funny.” She goes on to say, 
“[S is charismatic iff S is funny] is a member of the set of propositions 
which together define what it is to be charismatic” (Payton, 2023, p. 6). 
So, to be charismatic, one must be funny and capable of making others 
laugh. Moreover, others treat them as someone funny. In other words, 
being funny is a necessary and sufficient condition for being charismatic. 

Similarly, to be a conversationalist, the agent should have the capacity 
to converse as described above(via speech, text, sign, or what have 
you). Also, part of what makes being charismatic a socially constructed 
property is to be treated in certain ways by others. In the case of chatbots, 
people converse with them and treat them like an agent with the capacity 
to converse. In sum, an agent is funny if people laugh at their jokes and 
quips; similarly, an agent is a conversationalist if people converse with 
them. It is not enough to merely treat an entity like a conversationalist 
to deem it as possessing C. For example, talking to a chair or an average 
stuffed toy does not attribute C to it. This type of interaction is what 

essence which includes social factors.” Payton (2023) also defends this view. See Payton 
(forthcoming) for a detailed account of the various approaches on offer for what makes a 
social property. 

19 Payton draws attention to a much deeper connection between language use and social 
properties. This relation is what sets apart social properties from non-social properties, 
which she calls the mark of the social. 
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Strasser and Schwitzgebel in this volume refer to as one-sided, or the 
social interaction from the human’s perspective is “thrown into the void” 
(see Strasser & Schwitzgebel in this volume). As mentioned above, there 
must be some reciprocity and responsiveness from the social agent. So, 
entities like simple teddy bears do not count. Other examples of entities 
that do not count are gods, angels, and imaginary friends because, again, 
the conversation is one-sided, or the speech-acts of the human “go into 
the void.”20 However, a teddy bear embedded with a sophisticated LLM 
designed to have conversations does count.21 

Nonetheless, social acceptance is necessary. For example, suppose 
nobody accepted verbal exchanges between human agents and chatbots 
(even in a minimal sense) as the occurrence of conversations.22 Instead, the 
human-robot interface is nothing more than an intuitive way to conduct 
browser searches, like “to google” something. The verbal, auditory, and 
so on exchanges of words with Replika, Xiaoice, ChatGpt, and CarynAI 
are Google searches. The program merely provides one “search result” 
that the program calculated as the most relevant to the user relative to 
the input. The program just happens to present these search results in 
a more approachable and accessible way to its users. In this case, we do 
not accept or treat chatbots as agents with the capacity for conversations. 
Instead, they are nothing more than search engines. Thus, simply having 
the capacity to converse without the social factors is not enough for the 
agent with C to be considered a conversationalist. In the next section, I 
describe why both these conditions are necessary to justify social agency 
for LLMs in detail.

Notice that the considered property to establish AI agents as social 
agents cannot be any social property. For example, being popular is a social 
property, and the Google search engine is popular. I am not talking about 
Google, the company, but the search engine and the act of “googling” for 
information.

Does this entail that the Google search engine is a social agent? No, it is 
not. First, the Google search engine is not an agent, even in the minimalist 
sense.23 Second, the property of being popular, though a social property, 

20 Of course, people who believe in gods and angels will disagree. 
21 Take another example from science fiction which counts. The TransAm called Kit from 

the 1980’s show Knight Rider. 
22 Remember Bender’s proposal that chatbots are nothing more than stochastic parrots 

(Bender et al., 2021). 
23 I do not defend this assertion here. As mentioned, others have provided criteria for 

what is required for minimal agency. For example, take Barandarian et al.’s account for 
minimal agency (Barandiaran et al., 2009). According to them, an entity must satisfy 
three conditions – 1) Individuation, 2) interactional asymmetry, and 3) normativity. To 
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is the wrong kind of social property for social agency. The attribute or 
property should provide the agent with the capacity to perform actions 
deemed social, and being popular is not such a property.24 

In contrast, C is a social property. In addition, users of Google do not 
treat, behave, or carry attitudes towards Google in ways that demonstrate 
the consideration of Google as a social agent. In the next section, I build on 
this notion and, using Epstein’s framework, demonstrate that possessing 
C is sufficient to ground and anchor chatbots as social agents.

 2.1 The grounding and anchoring of chatbots as social agents

I think that Epstein’s framework can help clarify the way in which 
someone’s being a social agent is grounded in the capacity to carry on a 
conversation and, further, anchored in our collective acceptance that these 
are grounds for being a social agent. However, it is important to clarify 
that I am neither concerned with nor attempting to defend Epstein’s 
system of anchoring and grounding. It is not without controversy 
(Di Iorio & Herfeld, 2018; Epstein, 2019c, 2019b, 2019a; Hawley, 2019; 
Hindriks, 2019; Mikkola, 2019; Schaffer, 2019), also see: (Khalidi, 2015). 
Much of the criticism of Epstein’s system focuses on whether anchoring 
is a helpful concept. Some argue that the grounding tool can do the same 

provide a brief overview, an entity unable to differentiate itself from its environment fails 
to meet (1). Relatedly, to satisfy (2) it ought to be able to affect or modulate its relationship 
with the external environment and is not entirely dependent on environmental forces. 
(3) Normativity asks that the interaction with the environment must occur according 
to some norm(s). That is, “goals or norms according to which they [agents] are acting, 
providing some sort of reference condition so that that interactive modulation is carried 
out in relation to this condition” (ibid, p. 373). Burge also formulates similar conditions 
for minimal agency (Burge, 2009). For example, a bird gliding through the air meets all 
three, but a cloud floating through the air does not. The google search engine clearly fails 
to satisfy all three conditions, but a full defense of this claim is unfeasible.

24 One response here is that what if a child’s teddy bear says “hi” when its paw is 
squeezed or as a response to the child saying “hi.” Is this sufficient for social agency? 
Let me respond to this in parts. Is the interaction a social interaction, yes, it is, though 
an extremely minimal social interaction. Suppose we could quantify the level a social 
action is social. This minimal case would be some near non-zero number. However, is it a 
conversation? No. As stated, the teddy bear in this case cannot carry on the conversation 
beyond the simple greeting or navigate any unforeseen dialogue. Lastly, is it a social 
agent? Here, the answer might be unsatisfactory to some. Firstly, if one accepts that 
possessing social property C is necessary to be a social agent as a conversationalist, then 
no. Perhaps it is possible to construe it as a social agent by focusing on a different social 
property. However, besides saying ‘hi,’ the teddy bear cannot perform any other actions. 
Thus, the only social action it is capable of is saying ‘hi,’ but this is insufficient for C. 
Thus, provided it has no other appropriate social property, it is not a social agent. For 
example, under Strasser & Schwitzgebel’s approach in this volume, all the social deposit 
by the child beyond the initial ‘hi’ goes into the void. 
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work as Epstein’s anchoring is supposed to do. Overall, I do not think 
my argument hinges on whether Epstein’s system works. The ‘grounding 
only’ framework will work just as well with the proper adjustments. 

I settle on Epstein’s framework because I find it intuitively appealing. 
He differentiates between two notions. First, the frame principle 
describes the conditions for the grounding facts. Second is the set of facts 
(anchoring) that put the frame principle in place. Thus, for me, Epstein’s 
approach is more accessible to track than grounding only theories.

A frame principle tells us what grounds what. For example, take a dollar 
bill; he says, “It [frame principle] provides the metaphysical reasons that 
something is a dollar” (Epstein, 2015, p. 76). It is important to note that 
the frame principle is itself not part of the conditions on what grounds 
the fact; “instead, it describes how the social fact is grounded” (ibid, 77). 
In other words, it is a general principle that describes the grounding 
condition across many situations. In the case of an American dollar bill, 
the frame principle, according to Epstein, is:

 Principle D: For all z, the fact z is a bill printed by the Bureau of 
Printing and Engraving grounds the fact that z is a dollar. 

Principle D provides the grounding condition: “Billy is a bill printed by 
the Bureau of Printing and Engraving.” This grounding fact grounds 
the social fact that “Billy is a dollar bill.” Epstein states, “When we set up 
conditions for some social fact to obtain, we set up the grounding conditions 
for that universe” (Epstein, 2015, p. 77).

The next part of the framework is anchoring. According to Epstein, 
anchoring provides the “glue” that holds social kinds together. Anchoring 
facts set up the conditions for frame principles to provide the grounding 
conditions for the grounding facts. In simpler words, anchor(s) put frame 
principles and the grounding facts in place. There are several anchoring 
theories, but all serve a similar purpose. As stated by Epstein, “they are 
theories about the “putting in place” relation that holds between a set of 
facts and the grounding conditions for a kind – in other words, between a 
set of facts and frame principle” (ibid, 81).25 

25 Epstein provides an example of this in law. He says, “Massachusetts law (L) contains 
specific conditions for having the property being a first-degree murder (81). This is 
anchored by “Judicial decisions, jury instructions, and trial results pertaining L. The 
legislature enacted and the governor signed a bill pertaining to L” (94). Similarly, though 
not legally encoded, Frame Principle Alpha can be anchored not by law, but by social 
recognition, affirming attitudes and so on towards alpha.
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Figure 1. The grounding and anchoring of chatbots within my model of social ontology. 

With Epstein’s machinery in place, the rest is relatively straightforward. 
Let us take a chatbot called R. Figure 1 describes how a chatbot R is 
grounded and anchored as a social agent. Thus, we end up with the social 
fact – R belongs in our social ontology as a social agent. This is grounded 
by the grounding fact that R is capable of C (conversations) as described 
earlier. The grounding fact is supported by the frame principle alpha, 
which describes the conditions for any chatbot to satisfy. For any chatbot 
that satisfies the condition(s) described by alpha, then that chatbot is 
capable of conversations. Of course, the grounding and anchoring model 
takes for granted what it is for an agent to be attributed C. Some might 
disagree that C, as described in section two, is sufficient for being a 
conversationalist. Something more or different is required. In this case, 
the disagreement is with my formulation of what it takes to attribute C 
to an agent but not alpha itself. Alpha describes or specifies what it takes 
for an agent to be a social agent on the conversational dimension of social 
agency. It demands that an agent satisfy certain conditions (conversational 
capacities), whatever they may be. It does not describe what it takes to be 
a conversationalist. That is achieved by C, as described above. For me, if 
an agent satisfies C-conditions, then the agent is a conversationalist. 

Lastly, what puts in place alpha as the description of the conditions 
that an agent must satisfy to be a social agent? The anchors. In the case of 
anchoring theories, Epstein finds Searle’s (community members accept 
the frame principle) and Hume’s (beliefs and practices towards alpha) 
approaches mistaken (Epstein, 2016). This is where the tweaking plays 
a role. In my model, users can employ any or all available theories as 
anchoring theories. This means that pro-attitudes, beliefs, behaviors, and 
acceptance of alpha can all serve as anchors. 

However, someone who adheres to the threshold account might 
disagree with alpha, find issues with the anchoring facts, or possibly 
both. The latter might worry about the level of consensus required. What 
proportion of a community should recognize the conditions set out by 
alpha? I think this is likely a morally complicated question. For example, 
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should it be a majority of the people, should there be a referendum, or 
should our elected officials decide? For myself, I think, like other issues, 
gender, transgenderism, homosexuality, abortion, and so on, leaving it to 
majority rules can have dire consequences. Although these are important 
questions related to the motivation of this paper, they are not the focus of 
this paper. Thus, I leave them unanswered here.26 

The other aspect of Figure 1 where a threshold proponent might 
disagree is the frame principle. The claim might go something like this: 
to be an agent, let alone a social agent, far more is required than simply 
having property C. In other words, for social agency, the agent must have 
beliefs, desires, self-reflective thoughts, mental states, emotions, and other 
properties and traits. These traits are usually associated with humans and 
some animals like the great apes, dolphins, and killer whales. The concern 
is understandable. 

As I explained, sociality is a vast network of interrelated dimensions, 
and not all agents instantiate all the social properties. Where in our social 
ontology do chatbots belong, if they do at all? Contrary to the threshold 
approach, I argue why possessing property C is sufficient for social 
agency in the next section. I also explain where in the sociality network 
chatbots might exist.

 3. Possessing a single social property is sufficient 
for social agency

Is a single social property (even if it is the right type) sufficient for social 
agency? Yes, it is. Let me explain. When we understand social agency as 
multi-dimensional and gradated, it allows us to include agents unable 
to satisfy threshold accounts. The multi-dimensional approach divides 
social agency into several dimensions. One of those dimensions is the 
conversational (or linguistic) dimension. To qualify for this dimension, 
an agent must satisfy C.27 The idea is that once an agent meets certain 
conditions, in this case, possessing the single property C, the agent 
qualifies for social agency as a conversationalist. To quote Andrew Lee, 
“Mass comes in degree, but it is never a matter of degree whether x has 
mass” (Lee, 2023). The difference between my approach and threshold 
accounts is that what is required for social agency is far less restrictive. 
Yet, there are some minimal conditions. As Ruben says, “social entities, if 

26 This is likely unsatisfactory to many, but to properly provide an answer is more of a 
distraction to the crux of this paper, than helpful. 

27 It is possible that other more liberal and inclusive accounts might develop less restrictive 
conditions. 
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such there be, are entities such that they have at least one social property 
essentially” (Ruben, 2001, p. 14394). In the case of social agency, the 
social property should enable the agent to perform social actions (i.e., 
conversations). In short, under my model, C (or other relevant property) 
is sufficient, but for threshold models it is not. However, threshold 
models also cannot account for a variety of agents either, like animals, 
infants, toddlers, cognitively disabled, and so on. A pluralistic model is 
more appealing than a restrictive one. 

 The level of sophistication the agent possesses on any dimension(s) 
varies from agent to agent. Silver et al. also recognize that social agency, 
like agency, is better modeled multi-dimensionally. They separate three 
dimensions, “effect,” “joint,” and “context” (Silver et al., 2021, p. 436). 
In short, effect-dimension is where an action causes an effect produced 
by another agent. The joint dimension encompasses acts of two or more 
agents, “forming a joint identity. For example, when two or more people 
reposition a sofa” (ibid, p. 436). Lastly, the context dimension. This is a 
bit unintuitive. It is where social agency is produced when acting in some 
social context, like “being in the presence of another independent agent” 
(ibid, p. 436). For example, Silver et al. say, “completing the crossword of a 
newspaper with someone glancing over your shoulder at your progress.” 
In this case, the action produces no effect in another (effect), nor is it done 
jointly (joint), but the presence of this other agent (context) influences 
your sense of agency. (ibid, p. 436). 

Although their social agency spectrum tracks cooperation, they say, 
“there are many interaction dimensions critically under-researched in 
relation to Social Agency, and while this [their rendition] continuum is 
centered around the degree of cooperation in an interaction, as Social 
Agency grows as a field, it is hoped that more key elements will be 
incorporated into this model” (ibid, p. 442). 

Along the same lines as Silver et al., Figure 2 provides a way to visualize 
the conversational dimension. A straightforward way to plot chatbots on 
this dimension is by focusing on the sophistication of their conversational 
capabilities. Another way is by only focusing on how much social agency 
users attribute.28 In short, this approach only takes users’ attitudes towards 
LLMs as the relevant factors to determine the level of social agency while 
ignoring the actual capacities. The better approach is to take into account 
both approaches (see section 2.1).

To reiterate, the sophistication of a chatbot’s capacity is of little 
consequence if people lack beliefs or attitudes and do not accept the frame 

28 Strasser & Schwitzgebel, in this volume, discuss this aspect. 
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principle as grounding conditions for the grounding fact. Under these 
circumstances, it becomes increasingly challenging to establish chatbots 
as social agents. Alas, that is not the case. Therefore, plotting the chatbots 
accurately requires both the sophistication of the conversational skills 
and the strength of the anchors. 

On one end of the scale, we have minimal linguistic agency; maybe 
chimpanzees who have learned sign language, rudimentary customer 
service chatbots, and dolphins who apparently have a localized primitive 
quasi-language capacity (King et al., 2013) fit those criteria. On the other 
end (ignoring AGI+), there are neurotypical human adults. To take an 
example from science fiction, the Navi people from the movie Avatar 
might be higher on this dimension (and others) than humans. As the 
movie portrays them, they can “talk” to not just each other but also other 
animals and the planet. Nonetheless, as far as we know, human adults 
seem to exhibit the most sophisticated level of linguistic agency on the 
conversational dimension.29 

Anna Strasser and Eric Schwitzgebel also highlighted this point in this 
volume. As they and others have argued elsewhere, the point is that we must 
diverge away from threshold notions of agency, social agency, and likely 
even moral agency (Floridi & Sanders, 2004; Smids et al., 2020; Strasser, 

29 There is an issue here on how exactly we quantify sociality. For instance, the coordinated 
actions of army ants or bees seem to be highly sophisticated and social. Does this make 
army ants more social than humans? Questions like these are misdirected. They operate 
on the assumption that sociality exists on a single dimension, that is not the case. As 
I have been arguing that social agency is multidimensional and different social agents 
occupy various dimensions and in different degrees. So, army ants might occupy higher 
degrees of coordination in Y-types tasks than humans, but when viewed overall and 
with a number of dimensions occupied by humans, humans likely possess far more 
social agency than army ants. 

Figure 2. This scale only represents the gradated aspect of the conversational dimensions 
of social agency. Notice that although bacteria are considered minimal agents on some 
accounts, they cannot be plotted on the conversational dimension because they lack C. They 
might be considered social agents (likely still minimally) on a different dimension (i.e., 
cooperative behavior).
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2022a).30 However, in the next section, I further underscore why we should 
and how to diverge from threshold notions using an effective epistemic tool 
called Levels of Abstraction (LoA) (Floridi, 2008; Primiero, 2020).31 

4. Concerns: Intentions, beliefs, and desires are necessary
for social agency

The idea of levels of explanations has been around for a long time, but here, 
I use the concept of LoA as defined by Floridi (2008) and Primiero (2020). 
Abstraction helps clarify a particular phenomenon or artifact of inquiry 
by focusing on a set(s) of properties or details over another set(s). Usually, 
one set is an abstraction from some other aspect of the whole target of 
inquiry. Note that it does not allow one to be vague. Instead, focusing on a 
particular aspect of the inquiry at hand allows one to be more precise. An 
example from Floridi might help with the concept. He says, 

Consider the wine example. Different LoAs may be appropriate for 
different purposes. To evaluate a wine, the “tasting LoA,” consisting 
of observables like those mentioned in the previous section, would 
be relevant. For the purpose of ordering wine, a “purchasing LoA” 
containing observables like maker, region, vintage, supplier, quantity, price 
and so on would be appropriate; but here the “tasting LoA” would be 
irrelevant (Floridi 2008, 309). 

In this case, I divide the domain of inquiry – exercise of social agency 
– into two LoAs. The less abstract LoA is the macro physical world –
embodied people, animals, trees, etc. In short, the physical world as we
usually experience it. The second and higher LoA (more abstract) is the
social, purely linguistic, or conceptual world. This is the level of language, 
conversations between two entities, the socio-linguistic world. In short,
the way we experience the world conversationally, through language or
concepts, but not physically.

LoA World Example
1 more abstract conversational talking, chating etc.
2 less abstract/real world The world as we usu-

ally experience it. It 
contains all dimensi-
ons of sociality

Going to dinners, 
movies etc. (can also 
include LoA1)

30 Brey also makes a distinction between moral agency and agency (Brey, 2014). 
31 LoA is similar to the idea of levels of explanation: see Floridi (2008) for an overview. 

Figure 3. LoA table for social agency
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Any debate on whether chatbots or AI systems have social agential status 
ought to consider the relevant LoA for the system under scrutiny. For 
chatbots, the relevant LoA is the conversational/socio-linguistic level. 
Their actions take place at this level. The effect of the chatbot’s actions 
instantiates at the LoA-conversations. For example, recall Silver et 
al.’s three-dimensional framework for social agency, particularly the 
dimension “effect.” They focus on physical joint-agency and claim that 
joint agency between humans and robots seems questionable (though 
not impossible in principle). According to Silver et al., several studies 
have found that a joint sense of agency is not obtained with human-
robot interactions, “when interacting with nonhuman agents (or robots), 
it has been found that implicit Social Agency enhancement disappears” 
(Grynszpan et al., 2019; Obhi & Hall, 2011; Sahaï et al., 2019).

In Grynszpan’s study, the participants were unaware that they were 
interacting with a robot, but the diminished sense of agency occurred, 
nonetheless (Grynszpan et al., 2019).32 That is not the case for Social 
Agency-effect. For example, when someone laughs at your joke, this is 
a social effect of your action (Silver et al., 2021, p. 436). Similarly, when 
we converse with a chatbot, the actions of the chatbot have social effects. 
Furthermore, Brandi et al. (2019) suggest that contrary to Grynszpan’s 
conclusion that joint-agency “is human-centric,” it might be possible 
with chatbots. In Grynszpan et al.’s study, the action in question was one 
of turning a knob with a partner. Two participants were sitting next to 
each other, separated by a curtain. Both humans were asked to turn their 
knobs, but both devices were connected to and effected by each other’s 
physical state. How much resistance or force they felt when turning their 
knob was affected by their partner and the action and direction he or she 
turned his or her knob.

Moreover, sometimes the knob was turned by a robot unbeknownst 
to the participants. Grynszpan et al. found that “despite being unaware 
that their partner had changed, participants judged their contribution 
to the action-effect as higher when they were paired with the robot, 
while IB (intentional binding) occurred only with the human partner 
and not the robot” (Grynszpan et al., 2019, p. 7). Participants attributed 
to robots a lesser sense of agency than human partners, merely from the 
difference in the feedback. This is an interesting result for physical joint 

32 Note that there was a difference in the feedback when a robot was their counterpart 
versus a human; they had haptic feedback, but the participant did not know which was 
which. They were told the whole time that it was a human on the other end. Furthermore, 
“diminishing Social Agency effects from interacting with robots mirror those found in 
human interaction” (Silver et al., 2021, p. 449). 
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action. However, it tells us very little about conversational joint action. 
It is possible that highly sophisticated chatbots, particularly those with 
response times more attuned to human response times, might lead to a 
different outcome. For example, chatbots that initiate conversations rather 
than merely respond to human commands might yield results contrary 
to those found by Grynszpan et al. My takeaway from this analysis of 
the psychology of how we provide agency to others, including robots, 
and how we measure it tells us that social agency, understood as multi-
dimensional and gradated, can incorporate chatbots. 

Moreover, chatbots also count under Brandi et al.’s notion of social 
agency, which states, “the sense of self that is gained through the 
perceived control one exerts over the social world. In this account, agency 
is not limited to one’s own motor actions, but it is also implicated in social 
interactions and in receiving feedback from individuals” (Brandi et al., 
2019, p. 18). Although chatbots lack a sense of self, they partake in social 
acts that exert control over the external world. They provide feedback to 
humans with varying types and complexity of verbal responses. Thus, 
chatbots affect us and our social world. Lastly, the results of Grynszpan et 
al. do not necessarily undermine my suggestion. They suggest that their 
experiment might track intentionality more so than agency (ibid, p. 9). 
This is consistent with my proposal. I do not propose that chatbots have 
full-fledged social agency (intentions, beliefs, etc.). Instead, to be a social 
agent requires far less than meeting these threshold notions. 

Still, individuals like Brey, Veliz, Himma, Davidson, Anscombe, and 
others might insist on higher-order mental and psychological states as 
necessary. To that, let us briefly examine how sociality (amongst other 
human traits) developed in humans. This will show that our ancestors 
likely did not possess all the higher-order mental states but developed 
them over time. 

Some theories suggest that it was not the bigger prefrontal cortex (PFC) 
that pushed us to be more social. Instead, it was the selective pressures 
forcing humans into groups for adaptive reasons that were selected for the 
larger PFC. PFC is largely responsible for our social capacities, including 
language (Preuss & Wise, 2022; Smaers et al., 2011). Thus, this supports 
two aspects of my argument. Firstly, and unsurprisingly, the capacity to 
be social evolved over a long time, coinciding with the development of 
the PFC and certain higher-order mental capacities (Smaers et al., 2011, p. 
67). Thus, it developed in humans as a matter of degree. In other words, 
humans acquired dimensions of sociality via natural selection over 
hundreds of thousands, if not millions of years. Similar arguments are 
put forth for degrees of consciousness (Lee, 2023). To suggest that one is a 
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social agent only if one possesses these sets of higher-order mental states 
seems to suggest that human ancestors were not social agents, at least 
not until they acquired all the higher-order mental states. For example, 
chimpanzees and other great apes are social but are deficient in higher 
mental capacities. Do we want to deny them social agency? This is clearly 
mistaken. If cognitive evolution is any indication, then threshold notions 
purporting that one is not a social agent unless one possesses all the 
highly sophisticated mental properties are unnecessarily demanding and 
mistaken. For example, what if we made the same argument about other 
traits like flying. We consider the flight capacity of insects (that can fly) 
and most birds as flying. However, both of them achieve this by having 
very different anatomies. Interspecies and intraspecies abilities of how 
long, how high, and speed for both vary drastically. Suppose, as threshold 
proponents, we were to demand that a creature is considered capable of 
flight only when it possesses an x-size wingspan, hollow bones, and stays 
in the air for a y-length of time (maybe add speed and other traits to render 
it even more restrictive). All insects are out in this case, and depending on 
the values of x and y, many birds might be out, too. Framing the capacity 
to fly as such is obviously wrong. The idea is when we do not place high 
demands as such on other capacities, then why do so for social 
agency (and non-social agency, for that matter)? 

Secondly, the various social capacities or properties humans possess 
today also developed over time for various adaptive reasons. Among those 
properties are language and the capacity to converse using said language 
(Boyd & Richerson, 2009). The capacity to converse sets us apart from other 
animals, including primates, in many ways. It has propelled us far ahead 
as social creatures, “[it] allows low-cost, generally honest communication 
of virtually unlimited complexity” (Boyd & Richerson 2009, p. 1). 
Therefore, with this powerful capacity (and others), our agential, social 
agential, and moral agential capacities have grown tremendously. This 
is challenging the all-or-nothing threshold approaches. The development 
of linguistic capacities over time, along with other cognitive capacities, 
suggests that socio-linguistic capacities did not emerge suddenly as a 
single, convenient mental package. It justifies unpacking the mental 
package notion and understanding sociality in a similar manner. That is, 
it is multi-dimensional, and it is a matter of degree. Different organisms 
exist on different dimensions and, given their cognitive capacities, enjoy 
varying levels of sophistication. 

The advent of LLMs and other AI systems demonstrates that an agent 
can possess one of the properties and lack others. Nonetheless, it exists in 
this pluralistic social framework. This provides evidential and theoretical 
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grounds to justify social agency as multi-dimensional and gradated. It 
further underscores the framework provided here. The framework allows 
us to include AI systems like LLMs in our social ontology as social agents. 
Therefore, including LLMs in our ontology as social agents, even if they 
lack higher mental capacities, is entirely justified. 

5. Conclusion

In this paper, I argued that LLMs implemented as chatbots belong in 
our social ontology as social agents. According to Payton’s theories on 
what makes an entity social, I demonstrated that C (capacity to converse) 
is a social capacity. Next, I argued that because chatbots possess C, we 
can ground and anchor chatbots as social agents belonging in our social 
ontology using Epstein’s framework of grounding and anchoring. 

In response to potential rebuttals by threshold approaches, I also 
demonstrated that possessing a single social property is sufficient for 
social agency by arguing that social agency is multi-dimensional and 
a matter of degree. As a result of this analysis, the paper provided a 
specification for the future development of social AI systems. For a system 
to be considered a social agent, it must first be an agent. Second, it must 
possess at least one social property, allowing it to partake in sociality, 
like taking social actions. Not all social properties, like being popular, are 
sufficient for social agency. 

Overall, the paper argues for a pluralistic framework for social agency. 
My model is sufficiently flexible to incorporate the growing number 
of social AI systems. The threshold accounts’ restrictive approach is 
untenable for future human-robot relations. If we are to stick to these 
approaches, we risk alienating and stigmatizing people partaking in 
human-robot relations.
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