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Introduction
	We argue that the interaction of biased media coverage and widespread employment of the recognition heuristic can produce epistemic injustices. First, we explain the recognition heuristic as studied by Gerd Gigerenzer and colleagues, highlighting how some of its components are largely external to, and outside the control of, the cognitive agent. We then connect the recognition heuristic with recent work on the hypotheses of embedded, extended, and scaffolded cognition, arguing that the recognition heuristic is best understood as an instance of scaffolded cognition. In section three, we consider the double-edged sword of cognitive scaffolding. On the one hand, scaffolds can reduce the internal processing demands on cognitive agents while increasing their access to information. On the other hand, the use of scaffolding leaves cognitive agents increasingly vulnerable to forming false beliefs or failing to form beliefs at all about particular topics. With respect to the recognition heuristic, agents rely on third parties (such as the media) to report not just what’s true but also what’s important or valuable. This makes cognitive agents relying on these third parties vulnerable to two erroneous influences: 1) because they don’t recognize something, it isn’t important or valuable, and 2) because they do recognize something, it is important or valuable. Call the latter the Kardashian Inference and the former the Darfur Inference. In section four, we use Fricker’s (2007) concept of epistemic injustice to characterize the nature and harm of these false inferences, with special emphasis on the Darfur Inference. In section five, we use data-mining and an empirical study to show how Gigerenzer’s population estimation task is liable to produce Darfur Inferences. We conclude with some speculative remarks on more important Darfur Inferences, and how to avoid them by scaffolding better. One primary way to accomplish this it to shift the burden of embodying the virtue of epistemic justice from the hearer or consumer of media to the media themselves.
1. The Recognition Heuristic
What is the recognition heuristic?  Goldstein & Gigerenzer (2002, p. 76) define it thus: “If one of two objects is recognized and the other is not, then infer that the recognized object has the higher value with respect to the criterion.”  This requires some unpacking.  Recognition memory is distinct from richer sorts of memory.  It’s the thinnest kind of memory, and gives merely a thumbs-up or thumbs-down answer to the question, “Have I ever encountered this before?”  Recognition memory can be astonishingly reliable.  Standing (1973), for instance, conducted a study in which participants looked at 10,000 photographs for five seconds each.  A few days later, participants returned to the lab and were presented with pairs of photos – one that they’d seen previously, another that they hadn’t.  On average, they correctly identified the photo they’d seen before in 83% of the pairs.[footnoteRef:1]  Standing also showed that recognition is even more reliable when the number of items to learn is decreased, the viewing time is increased, and especially vivid images are used. [1:  Results like this are what keep us from joining Olin & Doris (2014) in questioning the reliability of basic faculties like recognition memory.] 

  Next, the criterion is any variable of interest.  For instance, it could be the size of a university’s endowment, the population of a city, the number of publications of a scholar, the record sales of a band, or the prospects of a publicly traded company.  
The idea behind the recognition heuristic is that, given how human cognition works and how society is structured, we’re more likely to encounter “big” things (on whatever criterion dimension) than “little” things.  If you’ve heard of a university, that’s because the university gets talked about by your friends or in the media you consume.  And your friends and the media talk about it because its faculty is accomplished, its alumni are powerful and successful, etc.  
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Figure 2: The recognition heuristic
Your friends and the media mediate your relation to the criterion.  The recognition heuristic derives its power from the correlations between the criterion and the mediator (the “ecological correlation”), and between the mediator and your capacity to recognize (the “surrogate correlation”).  Generally speaking, the higher these are, the more accurate will be your use of the recognition heuristic.
Research on the recognition heuristic is surprising and impressive.  In one rightly famous study, Goldstein & Gigerenzer (2002, p. 76) showed that Germans were better than Americans at judging which of two large American cities was more populous. The reason for this has little to do with American anti-intellectualism and much to do with people’s capacity to make inferences based on their own ignorance: Americans recognized the names of many more American cities, and so were unable to use the recognition heuristic as often as the more ignorant Germans. This becomes clear when one learns that Americans tend to be better than Germans at saying which of two German cities is more populous.  Forced to shift for themselves, the locals are less accurate.  This “less-is-more” effect has been replicated many times for a variety of criteria: if the ecological and surrogate correlations are sufficiently high, recognition validity tends to be more accurate than imperfect knowledge.  Our use of the recognition heuristic is an example of the “ecological rationality” or “frugal virtue” that Fairweather & Montemayor (forthcoming) suggest could save reliabilism from the challenge of epistemic situationism.
A moment’s reflection suggests some important but easily-overlooked points about the recognition heuristic.  First, it can only be recruited at all in special circumstances.  If you recognize both or neither of the objects in a pairwise comparison, then you can’t use this heuristic.  For present purposes, we can ignore the case where you recognize neither object, since no epistemologist would want to say that you have knowledge in that case.  And there are other heuristics you could use when you recognize both, such as the availability and representativeness heuristics. 
Second, as Goldstein & Gigerenzer (2002) define it, the criterion can be any gradable variable.  Instead of being the endowment of a university, for instance, it could be the multiplicative inverse of the endowment of the university.  Or it could be number of redheads at the university.  Or it could be the proportion of Mormons at the university.  Clearly, then, the choice of the criterion will partially determine the robustness of the heuristic.  In Goldstein & Gigerenzer’s words, recognition validity is “domain specific” (2002, p. 78).
Third, speaking of the mediator papers over the complexity of the situation.  In Goldstein & Gigerenzer’s (2002) model, the mediator is the number of times the university is mentioned in The Chicago Tribune (for German cities) or Die Zeit (for American cities).  They realize, of course, that this is only one of many mediators.  Lots of Americans do not read newspapers but have heard of Berlin.  There are multiple mediators, as illustrated in Figure 3. 
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Figure 3: Multiply mediated recognition heuristic 
But this model still drastically underestimates the complexity of the situation. What your friends talk about is influenced by what is talked about in newspapers and on TV.  And what’s mentioned on TV depends on what people talk about with their friends.  There are feedback loops connecting each of the mediators with each of the other mediators.[footnoteRef:2] [2:  We should note that the arrows in these diagrams represent causal pathways, which are directional, rather than correlations, which are not.  Similar diagrams used by Gigerenzer and others typically represent only correlations.] 
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Figure 4: Multiply mediated recognition heuristic with feedback among mediators
Even this model underestimates the complexity of the situation.  There are also feedback mechanisms running back from recognition to at least some of the mediators.  What you recognize largely determines what you talk about with your friends and family.  What people recognize largely determines what gets mentioned on TV and in newspapers.  Moreover, recognition also influences the criterion via a host of further mediators.  Few people make donations to charitable causes they’ve never heard of.  Few students send applications (and eventually tuition) to schools that they (or their parents, or their friends) have never heard of.
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Figure 5: Multiply mediated recognition heuristic with feedback among criterion, mediators, and recognition
None of this is meant as a criticism of Goldstein & Gigerenzer (2002); as we said, this is all obvious once you think about it for a minute or two.  When we interpret their work, however, we need to be mindful of these complications.
The recognition heuristic is a candidate for being a “frugal virtue” in Fairweather & Montemayor’s (forthcoming) sense because such reasoning “implements threshold evaluations for selected criteria that exploit reliable features of task environments” (emphasis theirs) and so can be a source of knowledge “when properly selected in the right environments.”  Now that we’ve seen how complex are the relations among criteria, mediators, and recognitional capacities, achieving this goal may not seem so straightforward.
Consider an epistemic agent making an inference.  She could consciously select a criterion about which to make a heuristic inference, and certainly sometimes people do so.  This would enable her to choose a criterion that is suitably connected via environmental and social mediators to her recognitional capacities.  She might even investigate the ecological and surrogate correlations associated with the criterion to guide her choice.   More often than not, though, people don’t consciously select the criterion.  Indeed, one of the cornerstones of research in this field is that people tend to use heuristics automatically, not consciously.  This raises the possibility that heuristics will be used on criteria to which they are not adapted.  
Next, our epistemic agent needs to select a heuristic to apply.  There are many in the heuristic toolbox.  As with the criterion, this selection can be conscious and intentional.  Gigerenzer has a lucrative consulting practice through which he designs carefully tested heuristics for decision-makers in hospitals and businesses.  By and large, however, this second selection will also be an automatic process.[footnoteRef:3]  Thus, even if someone selects a suitable criterion, she may end up applying the wrong heuristic to it.   [3:  Adam Morton (2000) explores the possibility of a meta-heuristic that automatically selects which first-order heuristic to apply.] 

There is also the possibility that some of the feedback loops from recognition to the criterion or the mediators may impair the accuracy or reliability of the heuristic inference.   Presumably, this is part of the explanation of the sometimes swift and unexpected changes in fashion.  As the band Tower of Power puts it, “What’s hip today, might become passé” – in part because it is hip (and recognized) today.
To the extent that these stumbling blocks can be circumnavigated, the frugal virtues approach is promising.  In some instances, I’m sure they can.  Hospitals that shell out large sums to have Gigerenzer’s team design a heuristic for them are likely have a well-selected criterion, to use the heuristic they paid for rather than one that they had been using (perhaps unconsciously) before, and to see to it that their use of the heuristic does not ricochet back on the mediators or the criterion.  But what about ordinary people making ordinary inferences?  Here the news is not so good. Goldstein & Gigerenzer (2002, p. 81-3) report a pair of studies in which participants could use the recognition heuristic to make inferences about the size of various German cities.  They did so 90% of the time when the heuristic was well-suited to the inference, and 92% of the time when it was ill-suited to the inference.  In other words, at least for one criterion, people were insensitive to evidence against the trustworthiness of the recognition heuristic.
2. The Place of the Recognition Heuristic in the Embedded/Scaffolded/Extended Spectrum
In this section, we connect research on the recognition heuristic and the hypotheses of embedded/scaffolded/extended cognition. We begin by sketching the distinctions between embedded, scaffolded, and extended cognition. Next, we examine how the recognition heuristic fits in the embedded/scaffolded/extended framework, arguing that the use of the recognition heuristic is best understood as an instance of scaffolded cognition.
In a seminal paper, Clark and Chalmers (1998) argue that “if, as we confront some task, a part of the world functions as a process which, were it done in the head, we would have no hesitation in recognizing as part of the cognitive process, then that part of the world is (so we claim) part of the cognitive process” (p. 8). This claim has spawned more lines of inquiry in more fields and sub-fields than could possibly be accounted for here. Our concern will be with the place of the recognition heuristic in this body of research that does not confine cognitive processes to operations within the skull and skin. 
One important line of inquiry that has come out of the extended cognition debates is the distinction between embedding and extension. Proponents of the former are committed to a stronger claim, namely that sometimes, cognition is constituted by structures and processes beyond the confines of the agent’s skull and skin. This constitution claim is typically articulated in terms of reliable feedback loops or signals between the agent and the environment (Palermos 2014) or continuous reciprocal causation (Clark 1997). Proponents of the latter are committed to a weaker claim, namely that sometimes, cognition depends on but is not constituted by structures and processes beyond the confines of the agent’s skull and skin. This weaker dependence claim is typically articulated in terms of one-way loops or signals that affect only the agent, not the environment.
Arnau, Ayala, and Sturm (2014), however, introduce an intermediate position, which is particularly helpful in the present context. Drawing on Sterelny (2010), they posit the notion of scaffolding:
the scaffolded mind hypothesis proposes that human cognitive capacities both depend on and have been transformed by environmental resources. Often these resources have been preserved, built or modified precisely because they enhance cognitive capacity. (Sterelny 2010, p. 472).[footnoteRef:4]  [4:  Cf. Arnau, Ayala, and Strum (2014):  Scaffolded cognition is the idea that (at least some of) our cognitive capacities both depend on and have been transformed by our manipulation of environmental resources. The claim here is not about mere causal dependence but about integrative coupling between internal and external elements. Accordingly, cognitive science should study processes that are distributed across organism and environment, instead of isolating the internal (p. 56).] 

In the embedded cognition paradigm, the environment is exogenously determined. Cognitive agents learn to exploit reliable connections in the local or global environments, but they do not modify those environments in important or systematic ways. By contrast, in the scaffolded cognition paradigm, the environment is partly endogenously determined: it is a partially built environment. Think of the difference between naturally-occurring caves that can be used for shelter and constructed buildings, or the difference between naturally arable farmland and The Netherlands.
In Anrau, Ayala, and Strum’s taxonomy, the relevant distinction is between theories of embedding on the internalist side, and theories of scaffolding and extension on the externalist side. While our purposes here are different, we believe that the notion of scaffolding they introduce sets up a useful spectrum of options. On the one hand, Sterelny’s view is that human cognitive capabilities depend on environmental resources, but on the other hand, he recognizes how human cognitive capacities emerge as a result of “the fact that humans engineer their environment to support their activities” (p. 466). With this notion of scaffolding, we are able to account for the fact that human cognitive capacities depend on environmental resources to varying degrees, while also accounting for the fact that humans can construct and tweak these environmental resources in non-trivial ways, though perhaps only with great effort, ingenuity, and cooperation. 
To sum up: the debate over extended cognition has created a tripartite distinction between embedding, scaffolding, and extension. In cases of embedding, feedback to the environment from the cognitive agent is non-existent or spotty at best. In cases of scaffolding, feedback to the environment from the agent occurs, but efforts to rebuild or remold the environment require great effort, cleverness, and cooperation. In cases of outright extension, feedback between the environment and the agent is reliable in both directions. 
So what does any of this have to do with the recognition heuristic? For one, Gigerenzer’s (2008) remark that “thinking does not happen simply in the mind, but in interaction between the mind and its environment” (p. 17) is clearly amenable to the claim that “cognitive processes ain’t all in the head.” Second, as Alfano (forthcoming) notes, “most of the factors that make the recognition reliable, to the extent that it is reliable, are beyond the ken and control of the cognitive agent.” 
Given that integral components of the recognition heuristic are beyond the skull and skin of the agent, we are left with the pressing question: what is the nature of the coupling between the agent and these external components (e.g. the media)? Put another way, when a cognitive agent employs the recognition heuristic, is her relationship to the media best described as dependent, constitutive, or somewhere in between? To answer this question, we will run the recognition heuristic through the model outlined in this section. 
To make the case that use of the recognition heuristic is an instance of embedded cognition would require that the cognitive agent and the media form a coupled system where the environment is unresponsive to the cognitive agent, but the agent is responsive to the environment. That is, the media would go about their own way mentioning (or not) some cities, people, universities, and issues more frequently than others, regardless of what cognitive agents were or were not doing. Certain cognitive capabilities of the agent may be said to depend on the media and what they mention (or don’t), but the direction of influence would run solely from the media-environment to the cognitive agent, and not the other way around. While it is certainly true that many cognitive agents may relate to various media outlets in this way (i.e. passively receiving content), this framework doesn’t seem able to fully capture a cognitive agent’s relationship to various news media outlets. For example, people sometimes do things, ranging from silly stunts to ISIS’s beheadings and destruction of historical treasures, specifically to get media coverage. They don’t always succeed, but clearly sometimes they do.
At the other extreme, to make the case that use of the recognition heuristic is an instance of extended cognition would require that the cognitive agent and the media form a coupled system where feedback runs in both directions. That is, the media would depend on cognitive agents to the same degree that the cognitive agents depend on the media. To show that this isn’t the case, we only need to note that despite protests both on the streets and on social media, major news outlets continue to neglect the disproportionate use of lethal force by police against people of color in the United States. In other words, cognitive agents do not exert the same degree or kind of influence over the media as the media often exerts over them, and as such, their relationship cannot accurately be described as constitutive.
Lastly, to make the case that the use of the recognition heuristic is an instance of scaffolded cognition would require that the cognitive agent and the media form a coupled system, where the states of the media-environment are somewhat reliably affected by the states of cognitive agents, and where this reliability is largely the result of the fact that cognitive agents constructed or engineered the media-environment for their own purposes. Feedback from the media-environment to the cognitive agent is near-constant and largely consistent, whereas feedback from cognitive agents to the media-environment exists but is highly unreliable. That is, the media depends on cognitive agents and cognitive agents depend on the media, but the media send a much more reliable signal to the cognitive agent than the cognitive agent sends to the media. We believe this framework most accurately captures a cognitive agent’s relationship to the media. It is able to account for the fact that agents rely or depend on the media in various ways, while also leaving room for the possibility that cognitive agents can in some cases exert non-trivial influences on the media, too.
When we consider the mechanisms of the recognition heuristic, it is clear that the media play a crucial role in determining recognitional capacities. To say that the capacities of the cognitive agent deploying the recognition heuristic depend on the output of media outlets in this way is true, but doesn’t go far enough. Nevertheless, it would be an exaggeration to say that the capacities of the cognitive agent deploying the recognition heuristic are literally made up of, or constituted by, the output of media outlets. We believe that when a cognitive agent deploys the recognition heuristic, they of course depend on the output of the media, but not in a way that makes the media a monolith. As we pointed above with the terrorism example, agents do exercise some influence over the media, however small or short-lived it may be. Insofar as the concept of scaffolding is capable of accommodating dependence claims and recognizing bi-directional, if unreliable feedback signals, and can do so without necessarily entailing constitution claims, then we believe that a cognitive agent’s use of the recognition heuristic is an instance of scaffolded cognition. Not to put too fine a point on it, we built the media, but it’s a big and complex enough system that it has a lot of inertia. If this is on the right track, then the recognition heuristic represents a limited form of active externalism in virtue epistemology (Pritchard forthcoming; Carter et al. forthcoming).
3. Scaffolding, Vulnerability, and Epistemic Injustice
We argued in the previous section that use of the recognition heuristic is best understood as an instance of scaffolded cognition. In this section, we explore some implications of thinking of cognitive processes as scaffolded in this way. 
	One of the defining features of scaffolded cognition is that cognitive scaffolds are engineered and constructed by agents to serve some end. That end might be the engineer’s own values, the general good, the interests of some elite group, etc. In this section, we argue that engineering our cognitive environments to scaffold our cognitive capacities is a double-edged sword, and that with increased capabilities come increased vulnerabilities. After describing some of these vulnerabilities, we connect them with Miranda Fricker’s work on epistemic injustice.

3.1. Epistemic Vulnerability
There are obvious benefits to spreading the cognitive load into the world: storing contact information in smart phones, using cross-platform calendars for scheduling and reminders, and communicating in searchable e-mail and text messages all serve to decrease internal processing demands while increasing access to information. It is not just artifacts that can play this role, as we also regularly rely on the reports of others about states of affairs in the world to decrease our own cognitive processing load while increasing our access to information.
Cognitively speaking, however, there are no free lunches. Decreased cognitive demands and increased access come at a cost, which we think is best described in terms of vulnerabilities. The tritest example by now is a smartphone being stolen, damaged, hacked, or malfunctioning: if the data are not backed up in some way, one will lose all the contact information, calendars, conversations, etc. stored therein. Our environmentally-offloaded memory in this sense is therefore vulnerable in novel ways to malice, accident, incompetence, or glitches – some of which are largely out of the agent’s control. 
Our reliance on the reports of others is similarly vulnerable. If I rely on you for information about the appropriate attire for a party, I’m vulnerable to being underdressed or overdressed if your report is (intentionally or unintentionally) misleading. In the previous section we showed how the recognition heuristic is also a form of reliance on the reports of others, and so in this section, we will describe some of the vulnerabilities that accompany the recognition heuristic. Recall that when the recognition heuristic works well, it is in part because there is a high correlation between the criterion (e.g., population size) and coverage (e.g., number of mentions in the newspaper). But in some cases, there may only be a weak correlation (or no correlation) between the criterion and its coverage. 
For example, during the 2016 Republican presidential primary, real estate and media mogul Donald Trump has received more coverage than all of the other Republican presidential candidates combined. If one were to use the recognition heuristic (or something like it) to infer that because Trump has been mentioned more often, he is therefore more likely to win the nomination, then one would, in all likelihood, arrive at a false belief.[footnoteRef:5] Somewhat more terrifyingly, a recent study showed that Americans who were less capable of recognizing the country of Ukraine on a map of the world were more inclined to prefer military intervention by the USA to overturn the Russian annexation of Crimea in 2014.[footnoteRef:6] [5:  We use this example in hope and trepidation, as Trump seems to be holding steady in the polls, but expert pollsters and interpreters of polls such as Nate Silver have argued that there is very little chance of Trump receiving the GOP nomination. http://fivethirtyeight.com/datalab/candidates-in-donald-trumps-position-have-a-terrible-track-record/]  [6:  http://www.washingtonpost.com/blogs/monkey-cage/wp/2014/04/07/the-less-americans-know-about-ukraines-location-the-more-they-want-u-s-to-intervene/] 

In relying on the reports of others, we vastly expand the information streams to which we have access, but we also become vulnerable to being misled (intentionally or unintentionally), and we may also be susceptible to the biases (explicit or implicit) of the reporters (and their editors) we rely on. While relying on others can decrease internal cognitive demands and increase access to information, it comes at the cost of vulnerability. In the context of the recognition heuristic, we are particularly vulnerable to being led to infer that unimportant things are important because they mentioned frequently (the Kardashian Inference), and that important things are unimportant because they are mentioned infrequently or not at all (the Darfur Inference). 
Indeed, we believe this result is sufficiently common to merit further scrutiny. To our knowledge, the only philosopher to have discussed these issues at any length is Sandy Goldberg.[footnoteRef:7] Here is a representative quotation: [7:  These issues are, however, examined more extensively in the communications literature. See, for example, Arendt & Northup (2015) and Bjornstrom et al. (2010) for analyses of the relationship between crime, television news coverage of crime, and viewer attitudes. While our discussion below will focus on the vulnerabilities of the recognition heuristic in the context of the population estimation task, we want to emphasize here that our arguments apply to any case where recognition (and subsequent inference) is largely determined by media coverage. The disproportionately high number of mentions of violent crime perpetrated by minorities (relative the overall violent crime rate) and viewer attitudes toward minority groups is one such example, though others could be easily multiplied. ] 

The sorts of news-generating and -publicizing practices and institutions that are prevalent in one’s community constitute a core part of one’s ‘social’ environment. To a large extent, epistemic subjects are at the mercy of such an environment: a subject who lives in a community with few or not channels for the communication of news, or where such channels as exist are highly unreliable in their reports, will be a subject who is seriously epistemically impoverished. In the former case she will miss out on lots of truths, some of which may be of great interest to her; in the latter case, she will run an increased risk of acquiring false beliefs…in such a news-diminished community, the epistemic significance of silence will be affected as well. After all, the silence of one’s sources in a community whose sources rarely report anything interesting may not tell us very much; whereas the silence of one’s otherwise coverage-reliable sources can tell one a great deal (2012, pp. 178-9).
In the next section, we employ Miranda Fricker’s concept of epistemic injustice to describe these vulnerabilities associated with the recognition heuristic in more detail.
 
3.2. Fricker on Epistemic Injustice
There are many ways that relying on the reports of others to transmit knowledge can break down. Fricker (2007) points out that in a testimonial exchange, the hearer’s biases and prejudices can “tend surreptitiously to inflate or deflate the credibility afforded the speaker, and sometimes this will be sufficient to cross the threshold for belief or acceptance so that the hearer’s prejudice causes him to miss out on a piece of knowledge” (p. 17). These instances where a speaker’s credibility is unfairly undermined by a hearer’s prejudices constitutes one variety of “a distinctively epistemic kind of injustice…a wrong done to someone specifically in their capacity as a knower” (p.1). The primary injustice in these kinds of cases is that the speaker is undermined as a potential giver of knowledge, which she terms “testimonial injustice.” 
We think that Fricker’s insights about prejudice in the testimonial exchange can be extended beyond their original scope to explore the ways in which the recognition heuristic might also produce epistemic injustices. In the first place, this will require moving beyond what we think is a kind of hearer-centrism in Fricker’s account. When things go wrong in a testimonial exchange, Fricker naturally does not want to blame the victim of prejudice (the speaker), but her implicit model only includes one other person: the hearer. We believe a more holistic picture is needed – one that can account for the ways in which our cognitive scaffolds filter or moderate the testimony of others. We do not wish to deny that many epistemic injustices occur through prejudiced credibility judgements by hearers in one-on-one testimonial exchanges; they surely do. Rather, we want to extend the notion of epistemic injustice to also include the ways in which testimony is moderated through institutions like the media. Reliance on these institutions, we suggest, can lead to a more pervasive kind of epistemic injustice: something more like outright silencing than a flawed credibility judgment.
To be fair, Fricker does mention in passing something like the phenomenon we’re interested in here. She notes that the same prejudices in the hearer that lead to testimonial injustice can be so deep-rooted and systematic that they lead to a “tendency for some groups simply not to be asked for information in the first place.” This “pre-emptive testimonial injustice,” serves to effectively silence certain groups, and eliminate them as potential knowledge-givers” (p. 130). The more holistic picture we have in mind, however, does not construe this kind of epistemic injustice as a failure on the part of the hearer or her credibility judgments. Instead, our account demands that we introduce and take seriously the ways in which testimony is moderated or filtered by a third party such as the media, even when the consumer of news media is conscientiously trying to learn and to avoid committing acts of epistemic injustice. The version of epistemic injustice we have in mind takes account of the fact that people often use the recognition heuristic, among other things, to make inferences about importance or value, and that recognition is largely determined by third parties like the media. 
Here’s the version of epistemic injustice we have in mind: Imagine a group G that has important or valuable things to say, but for various reasons, is not covered by media outlet O when they say these important or valuable things. As a result, G is largely unrecognized by the group of people, P, who largely rely on O for learning about important or valuable things outside their local community. Members of P may then tend to infer that because they don’t recognize G, that G has nothing valuable or important to say. Our claim is that in cases like this, G is done an epistemic injustice – a wrong done specifically in their capacities as knowledge-givers. Because they do not appear to the epistemic community as potential interlocutors or givers of knowledge, they are effectively silenced and rendered incapable of participation in the epistemic community.[footnoteRef:8] The injustice, however is not so much the result of a flawed credibility judgment by members of P as it is the result of the effective silencing of G by O.  [8:  Of course, the members of P are also wronged – in their capacity as receivers of knowledge. This is a kind of epistemic injustice that Fricker notes but finds uninteresting because it does not seem to have an essential connection with epistemology.] 

Now, if the members of P have chosen to follow O because O embodies the same biases that P themselves endorse, they are clearly not off the hook. But if they are making conscientious efforts to negate or even counteract their own biases but nevertheless end up with biased reportage, it seems that the fault lies with the media themselves. If this is on the right track, it adds further fuel to Sherman’s (2015) argument that trying to embody epistemic justice as an individual hearer is likely, if not guaranteed, to fail. To the extent that we rely on media to enhance our knowledge of important events, people, institutions, and issues in the world beyond our local communities, we are vulnerable to difficult-to-detect epistemic injustices committed by the media even when we make efforts to counteract our own biases. 
Arguably, this kind of vulnerability is a example of the sort of epistemic luck that Pritchard (2012) emphasizes is an independent dimension of epistemic evaluation. However, unlike cases of bad epistemic luck where the epistemic environment is a merely natural environment, in these cases, the environment is built or scaffolded. Not only that, but the media environment, presumably, aims at facilitating the transfer of important and valuable knowledge. This means that, when a cognitive agent experiences bad epistemic luck in a media environment, the built environment contains an immanent contradiction, that it is undermining its own raison d’etre.[footnoteRef:9] [9:  An alternative interpretation, which would be attractive to Marxists and old-fashioned structuralists, is that the media is only allegedly designed to facilitate the transfer of important and valuable knowledge, but that its actual function is to generate the illusion of knowledge amidst ignorance that benefits certain elites. This could be true regardless of whether one is inclined to identify a puppet-master or other nefarious individual malefactor.] 

To sum up: cognitive scaffolds often serve to reduce the internal processing demands of cognitive agents while increasing their access to information. Such scaffolding, however, can stretch cognitive agents thin, leaving them vulnerable to being intentionally or unintentionally misled in a number of ways. The recognition heuristic, as a form of scaffolded cognition, is subject to these kinds of vulnerabilities, and specifically to the Darfur Inference that because something is not recognized, it is not important or valuable. We introduced the concept of epistemic injustice to describe the nature and harm of this faulty inference, which is more akin to outright silencing than a flawed credibility judgment. In the next section, we return to Gigerenzer and colleagues’ research to show how precisely the kind of epistemic injustice described in this section can be produced by the recognition heuristic.
4. An Empirical Investigation of the Vulnerabilities of the Recognition Heuristic
Recall the point from the end of section 1 above that people seem equally inclined to use the recognition heuristic when it is reliable and when it is unreliable. If this sort of result holds generally – if people tend to use heuristics willy nilly – then, even though heuristics can be a source of knowledge when properly selected in the right environments, they are not reliable sources of knowledge for creatures like us.  It’s hard to get a read on this.  Life is not a controlled experiment.  But there is some relevant evidence.  For instance, Borges et al. (1999) famously found that, when the criterion was not a city’s population but the prospects of a publicly-traded company’s stock, a portfolio based on the recognition heuristic performed surprisingly well.  Over a six-month period, a portfolio based on the best-recognized stocks outperformed portfolios based on the least-recognized stocks and the market as a whole.  But don’t call your broker just yet.  Other researchers have attempted in vain to replicate this effect.  Andersson & Rakow (2007) ran four studies with seven sets of participants from all around the world, yet failed to find any support for a recognition-based portfolio’s success.  They conclude that “recognition is, on average, simply a near random method of selecting stocks with respect to their profitability” (p. 36).  Likewise, Boyd (2001) attempted to replicate the effect to no avail.  This might seem unsurprising.  After all, one reason we hear about companies is that they are innovative, powerful, and profitable, but another is that they are the exact opposite. 
Perhaps stocks aren’t the best place to use the recognition heuristic.  Gigerenzer & Goldstein (1996, p. 651) refer to the cities task as their “drosophila,” so if the recognition heuristic works anywhere, it should work here.  Despite their impressive results, however, there is cause for concern about the fruit fly’s health.  As Kelman (2011) points out, the recognition heuristic may not work as well when the cities are not in North America or Western Europe.  Goldstein & Gigerenzer (2002, p. 86) somewhat heroically claim that the fact that they’ve replicated their results for cities in the USA and Germany means that the results “stand up” in “different culture[s].”  
4.1. Study 1: International replication
In an attempt to see whether this is actually the case, we replicated some of the basic research on the recognition heuristic in a genuinely international way and with more careful attention to potential problems with the data.  In particular, we generated a dataset from which both ecological and surrogate correlations could be calculated.  Ideally, this would be done for every country in the world, but life is short, so we selected a representative country from each of 5 regions: Germany (Europe), Turkey (the Middle East), Thailand (East Asia), Nigeria (sub-Saharan Africa), and Argentina (South America).
Participants
Participants were 73 workers on Amazon Mechanical Turk (37 female, mean age 32 years, modal education “some college”) with IP addresses in the United States.  They were paid $.05 to complete the task.
Materials and Methods
We first created a list of every city in Germany, Turkey, Argentina, Thailand, and Nigeria with a population of at least 100,000 during an official census in the first decade of the 21st century (the same cutoff Gigerenzer uses). There were 81 such cities in Germany, 67 in Turkey, 42 in Argentina, 11 in Thailand, and 73 in Nigeria.
Ecological correlations were determined non-experimentally by correlating the criterion variable (city population) with the mediator variable (newspaper coverage). We operationalized the mediator variable as the number of New York Times articles (excluding classified ads) that mentioned both the city and the country during the first decade of the 21st century.[footnoteRef:10]  Thus, an article that mentions the same city multiple times only counts once towards that city’s tally, and an article that mentions multiple cities counts once towards each of them. [10:  Goldstein & Gigerenzer (2002) somewhat inexplicably used the Chicago Tribune rather than the New York Times.  We decided to go with the Times because it is the paper of record in the United States, because it has more extensive international coverage, and because it has a more searchable website.] 

Surrogate correlations were determined experimentally by correlating the mediator variable (newspaper coverage, as described above) with the proportion of participants who recognized the city.  Participants were briefly introduced to the task, then presented with the list of cities.  For each city, participants saw both the city name and the country in which it was located (e.g., “Bangkok, Thailand”).  They were asked to respond to a binary question: “Do you recognize this city?”  Answers were simply “Yes” and “No.”  
Results
To provide some context, bear in mind that ecological correlations reported by Goldstein & Gigerenzer (2002) were .72 for Die Zeit’s mentions of American cities and .70 for the Chicago Tribune’s mentions of German cities.  For social science, such correlations are terrifically high, allegedly explaining half the variance in the data.  With that in mind, here are the ecological and surrogate correlations.
	[bookmark: OLE_LINK1]Country
	# of cities
	Ecological correlation
	Surrogate correlation

	Germany
	81
	.83
	.50

	Turkey
	67
	.41
	.99

	Argentina
	42
	.77
	.45

	Thailand
	11
	.98
	.87

	Nigeria
	73
	.86
	.89

	World
	280
	.19
	.40


Table 1: Worldwide ecological and surrogate correlations (all significant at the .05 level)
On the one hand, this is the first truly international replication of Goldstein & Gigerenzer’s (2002) research on ecological and surrogate correlations for the cities task.  It includes cities not only in Germany but also in Turkey, Argentina, Thailand, and Nigeria.  Moreover, many of the correlations reported here are similar in size to ones they found.  On the other hand, there are at least two causes for concern.  One is that, while intra-national correlations are high, international correlations are much lower.  The ecological correlation, in particular, remains positive when all cities are binned together but is reduced to .19.  This suggests that the recognition heuristic may be reliable (at best) only for intra-national comparisons.  Thus, the first concern has to do with correlations that may be too low.  The second has to do with correlations that are implausibly high.  Consider Thailand, for example: despite there being only 11 cities with a population greater than 100,000, the ecological correlation there is .98 and the surrogate correlation is .99.
These anomalies indicated that the data need to be explored more carefully, so we embarked on an exploratory graphical data analysis in the spirit of Francis Anscombe’s (1973) infamous “quartet” – four datasets with the same means and variance for both the independent and dependent variables, the same correlation between independent and dependent variables, and the same regression lines.  Anscombe set out to demonstrate that simply looking at these summary statistics could easily mask important differences between datasets.  To see how, just look at the following scatterplots, which graph the four data sets, along with their linear regressions and 95% confidence intervals:
[image: Anscombe1.pdf][image: Anscombe2.pdf]
[image: Anscombe3.pdf][image: Anscombe4.pdf]
Figure 6: Anscombe’s quartet
There is a straightforward linear relationship between the two variables in dataset 1 (top left).  By contrast, in the remaining datasets, the relationship is rather different.  In dataset 2 (top right), we are looking at a quadratic relationship.  In dataset 3 (bottom left), we have a linear relationship that is noticeably distorted by a single outlier.  And in dataset 4 (bottom right), there is no systematic relationship between the variables, but a single outlier makes it look like there is.  Could it be that the ecological and surrogate correlations for the cities task resemble datasets 2, 3, or (worst of all) 4 more than dataset 1?  One idea that immediately suggested itself was that much of the strength of these correlations is due to the top few cities’ receiving the lion’s share of media attention.  Turkish cities received 13,634 mentions, of which 3090 went to Istanbul.  Thai cities received 1973 mentions, of which 1510 went to Bangkok.  Nigerian cities received 2657 mentions, of which 1150 went to Lagos.  Argentine cities received 5695 mentions, of which 3320 went to Buenos Aires.  German cities received 172,488 mentions, of which 135,000 went to Berlin. Could it be that these big cities carried most of the weight of the correlation?
To test this hypothesis, we generated scatterplots for both the ecological and the surrogate data.  Here are the plots for the ecological correlations:
[image: g.pop-nyt.pdf] [image: tu.pop-nyt.pdf]
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Figure 7: Ecological correlations
And here are the plots for the surrogate correlations:
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Figure 8: Surrogate correlations
Some of these plots are not all that worrisome.  For instance, the plot for Argentina’s ecological correlation looks like Anscombe’s dataset 3, with a single outlier (Buenos Aires) pushing the correlation up a bit.  Most are extremely worrisome, however, resembling Anscombe’s dataset 4 in a striking way.  Furthermore, it appears that the same outliers that artificially inflate the intra-national correlations wreak havoc with the international correlations.  
Discussion
One thing that should now be evident is how very sensitive Gigerenzer’s drosophila is to slight perturbations.  Is the recognition heuristic a reliable guide to which of two cities is larger?  At best, the answer is that it depends. It depends on whether the cities are in the same country.  It depends on whether the cities are in Western Europe, on the one hand, or the rest of the world on the other.  It depends on whether one of the cities is the most populous in the entire country.  But if Goldstein & Gigerenzer (2002) are right that people tend to use the recognition heuristic willy nilly, people do not take these caveats into account when applying it.  These results suggest that even the New York Times, the American paper of record, is liable to silence huge swaths of the globe and induce readers who conscientiously work through the paper every day to commit a host of Darfur Inferences.
4.2. Study 2: Salvaging the recognition heuristic
Exploratory graphical analysis revealed that the high ecological and surrogate correlations associated with the recognition heuristic were largely driven by a few outliers – typically just the most populous country in each country. There are various ways of accounting for outliers. One can just chuck them and see what happens with the remaining data, but that only makes sense when the outlier is noise. It’s not at all clear that Berlin’s extensive coverage in the New York Times is noise. The same could be said for Bangkok, Buenos Aires, etc. 
Alternatively, one can transform the data in some way. Two methods immediately suggest themselves in this case. First, we could log-transform the population variables. This is an attractive option because population within a country is known to conform to Zipf’s Law, which states that, for most countries, the population distribution closely fits a power law: the number of cities with a population greater than N is proportion to 1/N (Gabaix 1999). Since population does not have normal distribution but instead tightly fits a power law, it is inappropriate to run linear correlations on population data, as Gigerenzer has always done. This, however, leaves open the question of how, if at all, to transform the mediator variable and the recognition variable. Recall that the mediator is a count variable that measures the number of articles in a one-decade period that mentioned each city, whereas the recognition variable is a count variable that tallies the number of participants who claimed to have recognized each city. Should these also be log-transformed? Why or why not?
To get around this problem, we went with a second option: transforming all three variables (population, mediator, recognition) into ordinal scales. This seemed appropriate for several reasons. First, the question participants are asked in the comparison task is ordinal; they have to say which of two cities has a greater population, but not how much greater that population is. Second, it is not clear how additional exposure to a city’s name in the newspaper affects recognition. Recall that, even in a large-scale one-off recognition task, Standing (1973) found that participants accurately recognized a picture 83% of the time. He also found that additional exposure increases the accuracy of recognition, but there is no evidence that the relationship is linear, logarithmic, or whatever. Third, there doesn’t seem to be much reason to log-transform the recognition variable.
Participants
Participants were the same 73 workers on Amazon Mechanical Turk (37 female, mean age 32 years, modal education “some college”) with IP addresses in the United States from study 1; we re-analyzed the data rather than tracking them down and asking them to participate again. 
Materials and Methods
The materials were based on the data already collected for study 1. Each of the three main variables was transformed to an ordinal ranking. For example, Berlin, the most populous of 81 eligible German cities, received a score of 81; Hamburg, the second most populous eligible German city, received a score of 80; Munich, the third most populous German city, received a score of 79; and so on. Ecological and surrogate correlations were then calculated again using these ordinal variables. In addition, we contrasted the German ecological and surrogate correlations with those for the other five countries in our dataset, to help determine whether the European nation was receiving more than its fair share of coverage and recognition.
Results
Here are the exploratory graphs for the ordinal variables. First, we display the ecological correlations.
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Figure 9: Ecological correlations between ordinal variables

And next we display the surrogate correlations.
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Figure 10: Surrogate correlations between ordinal variables

With a couple of exceptions (Thailand’s ecological correlation and Nigeria’s surrogate correlation), these graphs are good news for Gigerenzer and his colleagues. When the data are appropriately transformed, the both the relationship between population and coverage and the relationship between coverage and recognition appear positive and robust. We note especially that the worldwide ecological and surrogate correlations are not as distressingly low as they were with the untransformed data.
However, a party might be premature. Here are two further graphs, comparing the ecological and surrogate correlations of Germany with those of the rest of the world.

[image: w.popord-nytord.color2.pdf]
Figure 11: Ecological correlations: Germany vs. Rest-of-World
[image: w.nytord-recogord.color2.pdf]
Figure 12: Surrogate correlations: Germany vs. Rest-of-World

These graphs tell slightly different stories. Consider the ecological correlations first. Basically, what we see is that, for both Germany and the rest-of-world, the strength of the relationship between ordinal population and ordinal news coverage is the same and fairly strong. However, German cities receive much more coverage than counterpart rest-of-world cities at all population levels. The surrogate graph is more complicated. There we see both what statisticians call a main effect (German cities receive more coverage than their population-matched counterparts) and a moderation effect (the strength of the relationship between coverage and recognition is stronger for German cities than for rest-of-world cities). Note also that there are quite a few cities that, no matter their population, received not one mention in the New York Times in ten years (the dots at the bottom of the ecological graph), and that there are also quite a few cities that, no matter how much coverage they received, were not recognized by a single participant in our study. All but one of these neglected cities is rest-of-world.

5. Expanding the Notion of Epistemic Injustice

H. Paul Grice (1975) famously articulated the cooperative principle (“Make your contribution such as it is required, at the stage at which it occurs, by the accepted purpose or direction of the talk exchange in which you are engaged.”) and the four conversational maxims that clarify it:
(Quality) Try to make your contribution one that is true.
(Quantity) Make your contribution as informative as is required.
(Relevance) Be relevant.
(Manner) Be Perspicuous.
Setting aside quibbles about exact formulation and Gricean exegesis, these seem like pretty good rules for a virtuous speaker to follow. 
We might think of Fricker’s injunction to cultivate corrective testimonial justice (and, for that matter, hermeneutic justice) as the flipside of the same coin. It’s hard for a speaker to maintain the self-confidence required to say what she believes to be true when the hearer systematically and unfairly applies a credibility deficit to her utterances. It’s hard for a speaker to be adequately informative if the hearer won’t listen. It’s hard for a speaker to be relevant when the hearer systematically treats her utterances as non sequiturs. It’s hard for a speaker to be perspicuous when she or her hearer lacks the conceptual or linguistic resources to adequately represent what she has to say.
Our investigations in this paper suggest that, even when the speaker is a cooperative communicator in Grice’s sense, and even when the hearer is epistemically just in Fricker’s sense, things can still go very wrong. One primary way in which things can go wrong is that the speaker’s message can get garbled or completely silenced by the media on its way from the speaker to the audience. Even people who conscientiously read the New York Times every day for a decade, rather than, say, watching Fox News twice a week, will be systematically misinformed about the world in which they live.
If this is on the right track, then the Gricean and Frickerian model of communication as a direct speaker-to-hearer relationship is seriously inadequate. We need instead a three-constituent model that includes (potential) speakers, the media, and (potential) hearers, and which assigns distinct virtues to all of them. This might seem like an overstatement. After all, how important is it, in the grand scheme of things, that Americans hear more about a Central European economic powerhouse than various developing countries? The objection misses the point. We focused on the city population task because it is, by the lights of proponents of the recognition heuristic, the best test case. More serious criterion variables are not hard to find, however. For example, what are the ecological and surrogate correlations when the criterion is the number of people killed in a genocide or democide? What are the ecological and surrogate correlations when the criterion is the number of people displaced by armed conflict, the number of people suffering from famine, the amount of economic damage caused by different types of crimes, the number of violent crimes committed by people of different demographic groups, the number of unjustified killings committed by American police, and so on? These are important and pressing questions for future research – all the more so in light of the mixed record of the recognition heuristic.
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