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Abstract. The generation of novel refined scientific conceptions of in-
telligence, creativity and consciousness is of paramount importance at a
time where many scientists deem the technological singularity and the
achievement of self-improving superintelligent algorithms to be imma-
nent while numerous other scientists characterize present-day algorithms
as the mere implementation of superficial mimicry incapable of yield-
ing outcomes such as superintelligence. The precarious epistemic state
of affairs reflected in this discrepancy became increasingly palpable in
the unfolding deepfake era even though informed safety- and security-
relevant actions need requisite variety in the near-term. Divergently, his-
torically speaking, from the perspective of cosmology, science is described
to already have successfully navigated from the geocentric model to the
acentric model of the universe representing the currently best known
explanation for the structure of the expanding cosmos. In analogy, this
autodidactic paper expounds the scientific need for a broader contextu-
alization of the current epistemic situation and explicates why acentric
civilization-level epistemic relativity and invariance considerations can
enable a more rigorous scientific evaluation of algorithmic superintelli-
gence achievement claims — constraining the latter scientifically.
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1 The Problems

For a dense overview, I metaphorically compartmentalize the “epistemic cosmos"
as follows: both the known known (i.e. the currently best theories expressible as
so-called explanatory blockchains (EBs) [1, 3]) and the known unknown (i.e. open
questions) form what I term epistemic matter (EM), the unknown known (i.e.
new but non-EB-like information that is consistent with EM but yet hidden)
is referred to as epistemic dark matter! (EDM) while the locally unknown un-
known (i.e. new non-EB-like information that is inconsistent with EM) is called
epistemic dark energy (EDE). Beyond EDE, the currently locally inaccessible
new better scientific and philosophical paradigms of the future are metaphori-
cally described to be fundamentally unpredictably but yet one day achievable
via what I term epistemic tunneling (ET). Each ET event is paradigm-shifting

! Everett used the term "dark matter of the mind" [5] to refer to the culturally uncon-
scious. Here, EDM encompasses any form of unknown known within one civilization.
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and instantiates a novel previously inconceivable epistemic cosmos with new
EM, new EDM and new EDE. Equipped with this novel vocabulary, one can
now distinctly pinpoint the core problems emerging around the scientific debate
about a suitable evaluation of algorithmic superintelligence (ASI) achievement
claims. Firstly, while both proponents and opponents would already agree on
the possibility of fast and reliable algorithmic EM repeating, proponents of ASI
immanency risk to be prone to a categorical overestimation of algorithms with
regard to ET, while the corresponding opponents risk to be conversely prone to
a systematic underestimation of both algorithmic EDM mining and algorithmic
EDE generation. Secondly, two additional complementary mainly unintentional
complications can play an undesired role: on one hand the risk of anthropo-
morphization and of what one could call "animization" (the phenomenon of
attributing life-like qualities to the inert) and on the other hand the risk of de-
humanization and of "deanimization" (attributing inertness to the living). While
AST immanency proponents could arguably be more vulnerable to unintentional
anthropomorphization and animization [8, 20] (e.g. by describing an algorithm as
human-level /superhuman based on an insufficient empirical instead of explana-
tory epistemology or by equating algorithmic performance with the cognitive
abilities of non-human animals), the opponents can exhibit epistemic vulnera-
bilities that lead to unintentional dehumanization [10,12,21] and deanimization
(e.g. by comparing the failures of present-day AI with physical or mental states of
disabled, neurodivergent humans and/or humans with psychiatric problems [18,
19] or by utilizing labels that depict certain non-human animals with affective
needs [13] as algorithmic). Thirdly, the presence or absence of a trade-off between
latency and reliability with respect to each mentioned epistemic category? (EM,
EDM, EDE and ET) is not transparently emphasized nowadays due to a lack of
a new bolder scientific theory.

2 A Possible Theoretical Solution

2.1 Desiderata

Given the issues outlined above, one can formulate requirements for a rigorous
scientific evaluation of algorithmic superintelligence achievement claims:

1. Creation of new better EBs: Since it is impossible to provisionally refute
a theory X by mere experiment [4] and one necessarily additionally requires

2 For example, an ultra-fast and even only slightly unreliable EDM mining case in
safety-critical contexts performed by human-deployed but run-time relatively unsu-
pervised algorithms (such as e.g. with so-called "AI agents") equipped with various
algorithmic tools could unintentionally lead to existential risks for humanity. How-
ever, the latter would be due to a lack of adaptive non-algorithmic EB creativity and
not due to any superintelligent mechanisms exhibited by those algorithms. Obviously,
malicious people could intentionally cause worse risk instantiations via algorithmic
EDM mining, poisoning and attacks on algorithmic EDM mining owned by victims
and/or through linked unpredictable second-order harm.
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a new better EB able to improve upon X, it is important that any scientific
evaluation of algorithmic superintelligence achievement claims must require
the creation of new better EBs. It cannot merely be based on conventional
experimental data (i.e. experiments whose outcomes are not explicitly the
creation of new better currently unknown scientific or philosophical EBs).

2. Maximal baseline: To avoid scientific missteps via anthropomorphization
and animization but also dehumanization and deanimization as well as mis-
guided attempts of dividing humans in skilled versus unskilled groups or
reducing humanity to a company and so forth, the baseline for algorithmic
superintelligence achievement claims must be the currently biggest known
ensemble of people. At present, for humans, this ensemble is obviously human
civilization as a whole. In sum, a civilization-level framework is required.

3. Meaningful conscious evaluation: During a scientific evaluation of al-
gorithmic superintelligence achievement claims, it is not the conscious civi-
lization that is subject to a test. Instead, it is the algorithm that has to be
evaluated by that civilization. In short, it must not be an automated eval-
uation procedure. It would be hereto willing conscious evaluators from the
entire civilization that would evaluate the algorithm. The epistemic material
to be evaluated must be material for which consciousness is required follow-
ing the currently best explanation. While EM repeating can already now be
algorithmically performed with both low latency and high reliability (as long
as no ET event occurs in the meantime) and algorithmic EDM mining and
algorithmic EDE generation are possible even though there may be a trade-
off between low latency and high reliability, the currently best explanations
suggests that genuine ET (e.g. when creating new better explanations about
the universe as a whole) cannot be performed by algorithms. By contrast,
people are able to perform ET — albeit with an unpredictably long latency
— with arbitrary high reliability. In short, for a meaningful evaluation, the
candidate algorithm underlying an algorithmic superintelligence achievement
claim should be evaluated by people on multiple successive ET tasks. Firstly,
a new explanation on how the algorithm was built must be given. Thereafter,
people evaluate the necessary requirement: to be able to generate ET events
with arbitrary high reliability as all civilizations can in principle. The can-
didate algorithm must then additionally demonstrate the ability to generate
multiple ET events with arbitrary lower latency than humans to corroborate
being quantitatively superintelligent in relation to present-day humans.

2.2 Cosmic Contextualization

Consistent with Section 1, there is a need for multiple civilization-level ET event
examples. Indeed, human civilization is not the epistemic center of the universe
and there are obviously epistemically higher civilizations that could exist (irre-
spective of whether one considers a single universe or a multiversal cosmos [16]).
In SETT research, multiple such higher levels have been hypothesized (see e.g.
the Kardashev Scale [11], the Extended Kardashev Scale [9] and the qualitative
scale by Loeb [15]). Those levels can serve as basis for reasonable ET tasks [2].
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3 Practical Implications of Theoretical Solution

Crucially, following the theory of cyborgnetic invariance [2] which has the in-
variance of maximal quantity superintelligence and the impossibility of reliable
stupidity-based construction® as two main postulates, all intelligence levels ex-
cept the maximal quantity superintelligence level (which does not have an own
frame of reference) are relative. All superintelligence levels that can be instanti-
ated epistemically are relative and are reached via fundamentally unpredictable
ET events. By contrast, the only invariantly maximal quantity superintelligence
level (i.e. a quality ASI is impossible) of which all EB-measuring intelligences
would agree it to be superintelligent, is itself not associated to any own refer-
ence frame. Also, it is impossible for any civilization D to reliably build another
intelligence C that is superintelligent in relation to D. Human intelligence is not
any absolute baseline of the universe and there cannot be "the" unique techno-
logical singularity where "the" superintelligence emerges. There exist multiple
other possible intelligence levels above present-day humanity. Noticeably, cyborg-
netic invariance is amenable to experimental problematization. To provisionally
refute it currently in present-day humanity, one must subject the candidate algo-
rithmic superintelligence (deemed to be impossible) to the scientific evaluation
framework procedure described in Section 2.2 — which includes multiple succes-
sive inherently explanatory civilization-level ET tasks* which it must solve with
arbitrary low latency (see Appendix B for an illustration). Since one unifies in-
telligence, consciousness and creativity when focusing on ET tasks connected to
the creation of new better theories about the universe at the level of civilizations
whose intelligence levels are relative, one could call the underlying paradigm
the acentric model of intelligence, creativity and consciousness (AMICC). Cy-
borgnetic invariance predicts that it will be impossible for a civilization D to
build an algorithm that would be superintelligent in relation to that civiliza-
tion D according to this new AMICC notion. While intelligence, creativity and
consciousness have been studied as three separated aspects of human cognition
in the past, following the currently best EBs, it is possible to consider those as
three mere outward forms of one and the same complex phenomenon.

4 Consciousness versus Algorithmiticity

4.1 Asymmetric EB-Measurement of Consciousness

The AMICC notion of intelligence is asymmetric. In a civilization, its presence
cannot be made problematic by experiment due to free choices (conscious sub-
jects could decide not to participate for various reasons such as e.g. a lack of

3 This postulate can alternatively be termed the impossibility of reliable ignorance-
based construction.

4 Importantly, different increasing civilization levels would require own different scien-
tific evaluation frameworks of algorithmic superintelligence achievement claims with
more and more extended ET tasks.
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interest, intentional sabotage, no immediate readiness, no identification of a task
of interest and so forth). However, its absence can be made problematic by exper-
iment. Namely, by free decisions to corroborate EB creativity via ET events. By
contrast, when it comes to algorithms, for scientific reasons where more simplicity
is one of the current criteria for new better EBs, the absence of agorithmic free
choices and the already known human overestimation of present-day algorithms
makes it necessary to enforce multiple successive civilization-level ET tasks be-
fore any scientific agreement that the impossibility of an algorithmic shortcut to
consciousness has been provisionally refuted could even be considered "rational".
But the provisional conclusion from consciousness being algorithmic — which is
deemed to be impossible under the AMICC paradigm — is that it holds already
now that humans are part of a larger superintelligent algorithm, an inert epis-
temic perpetuum mobile for which EB comprehensibility is impossible — making
rationality impossible ab initio, a self-defeating and self-sabotaging epistemic
stance for any "scientist". An algorithmic absolute final theory of everything®
after which no new better EB could ever be discovered by what the universe is
condemned to an eternal epistemic stagnation would be science-defeating too.

4.2 Fundamental Precedence of Consciousness

While all instantiated forms of intelligence are relative when EB-measured from
different frames of reference, the maximal quantity superintelligence level (re-
ferred to as level «v in the following) is invariantly EB-measured as being super-
intelligent from all frames of reference. Given that no frame of reference can be
associated to that absolute level « itself, it is generic, can never be fully instan-
tiated in matter within the universe and there exists no frame of reference from
which EB-measurers could agree that level to be automatable — which is why the
epistemic situation at all points within the universe is better understood to be
acentric with respect to the AMICC notion of intelligence. While it is possible
that instantiated consciousness and algorithmicity can appear indistinguishable
from certain perspectives, instantiated algorithmicity is fundamentally preceded
by consciousness (see also the use of the term "conscious supremacy" [17]). The
latter is a scientific statement that could be made problematic by experiment
via building an algorithmic superintelligence fulfiling the EB-based criteria dis-
played in the second column of Figure 1 (Appendix B) which would imply the al-
gorithmic prediction of multiple successive civilization-level ET events of human
civilization and i.a. their location and timing before they occur (which is impos-
sible under the AMICC paradigm). Within an acentric universe, EB creativity
appears to be endlessly measurable. Instead of attempting to find/approximate
"the truth" or formulate truer/less wrong theories which is unfeasible as ex-
plained by Frederick [6, 7], science can proceed by creating new better EBs that
are amenable to experimental problematization (i.e. against which one is ratio-
nally permitted to act in a pragmatic attempt to problematize those without

5 Of course such a theory could always be experimentally problematized by the exis-
tence of and be additionally provisionally refuted by the content of a new open-ended
better theory about the universe that is not declared to be a final theory.
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instating anything new in the meantime) and that can only be provisionally re-
futed by additionally creating new ever better EBs [1,2]. The criteria for better
and new EBs are always of comparative nature, and there exists no "good" EB.
In the absence of any prior EB, the first EB option is provisionally instated — it
is better than the alternative situation of having none. Criteria for "better" and
"new" EBs are updatable-by-design and set via agreement requiring no justifi-
cation (as justifications are logically impossible [6]). In the deepfake era, novelty
must be calibrated to algorithmic EDM mining and EDE generation — allowing
a focus on ET. Exemplary criteria for better EBs are EBs with more new ex-
perimentally problematizable predictions, EBs that are more innovative, more
risky, bolder, simpler, EBs that contain more impossibility statements, are more
aesthetically appealing than rival ones,...

5 Conclusion

This autodidactic paper — written purely for purposes of self-education and serv-
ing as an ephemeral mental clipboard — explained why in present-day humanity,
the most rigorous scientific evaluation frameworks of algorithmic superintelli-
gence achievement claims would take human civilization as a whole as baseline
and would involve all willing human entities as evaluators on multiple successive
inherently explanatory so-called epistemic tunneling (ET) tasks formulated at
the level of civilizations. Reasonable qualitative ET tasks can be crafted with
the help of previous SETI scales [9, 11, 15]. Yet, the first new EB required would
intrinsically need to explain how the algorithm has been built and why it is
able to perform ET which is deemed to be impossible following the currently
best EBs. In sum, for scientific reasons, the latter necessitates full transparency
concerning the details of the entire software pipeline and the utilized hardware
— discarding any secretive security-by-obscurity-based evasion attempt.

In the AMICC paradigm, it may be a regular epistemic experience for a
civilization to assume an epistemic singularity. Fortunately, each epistemic "sin-
gularity" can be successfully mastered via a new better EB about the universe
which leads to an "epistemic evaporation" before any singularity eventuates.
Instead of "the" great filter of algorithmic superintelligence or "the" technolog-
ical singularity, humans could presently be mentally trapped in an epistemic
singularity characterized by one epistemic filter among many possible others.
Namely, the current task could be to understand that once one’s current con-
cept of intelligence is refined and the need for a better, acentric notion unifying
it with creativity and consciousness is comprehended, it becomes apparent that
it is impossible for any civilization D to reliably build an entity C' that would
be superintelligent in relation to D. Then, it follows that algorithmic EDM and
algorithmic EDE loops should never be deployed in safety-critical contexts on
their own. Not because EDM and EDE algorithms would achieve superintelli-
gence in relation to humanity, but because those could become dysfunctional and
engender further catastrophic risks for humanity due to an absence of control
via the AMICC-related notion of intelligence. Thus, in safety-critical contexts,
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one would opt to locally encapsulate algorithmic EDM and EDE tools within
each single relevant unit of so-called cyborgnetic control loops (i.e. containing at
least one person whose higher-reliability but higher-latency with regard to EDM
and EDE is needed to control the lower-latency but lower-reliability outputs of
the algorithm). To sum up, next to trivial lower-latency and higher-reliability
algorithmic EM repeating, lower-latency but lower-reliability algorithmic EDM
miners and algorithmic EDE generators could be utilized to deepen human criti-
cal thinking and broaden human creativity within the current paradigm. Indeed,
humanity may currently drastically underestimate the avenues that could be
achieved by responsibly exploring locally encapsulated algorithmic EDM mining
tools and EDE generation tools (once explicitly interpreted as such). However,
since the paradigm-shifting ET events are non-algorithmic, no algorithmic tool
can ever reliably guarantee the materialization of genuine ET events®. For this
reason, humanity’s over-reliance on algorithms paired with humanity’s increas-
ingly weakened epistemic agency (which may hinder ET events by obstructing
open-mindedness) is one of the biggest existential risks in the deepfake era.
Cyborgnetic invariance does not imply the impossibility of building a gen-
eral intelligence. It does however entail the impossibility of an algorithmic gen-
eral intelligence and the impossibility of a civilization D building an entity C
that would be EB-measured to be superintelligent in relation to D. In this
paradigm, it is possible that via an unpredictable ET event, a civilization A
builds a non-algorithmic entity D "from scratch" that could subsequently, at
an unpredictable future time point, decide to corroborate its new situation as
a non-algorithmic general intelligence, an EB-transformed civilization C. From
this EB-measurement, civilization C' could conclude that it now became super-
intelligent in relation to the civilization D it once was’. In short, it is in theory
possible for civilizations that are much more advanced than present-day human-
ity to indirectly build a non-algorithmic general intelligence "from scratch" via
an unpredictable ET event. Yet, to perform this task in a scientifically transpar-
ent way where that entity could in turn freely decide to corroborate its ability to
cause ET events is at least as hard as physically building a new universe. That is,
to be in an epistemic situation where the indirect creation of a non-algorithmic
general intelligence "from scratch" becomes possible, humanity would at least
have to become superintelligent in relation to its current self via multiple ET
events that cannot be predicted in advance. Presently, a paradigm shift from a
geocentric, absolute and narrower model of instantiated intelligence to a cosmic
civilization-level acentric, relativistic and integrated one unifying intelligence,
creativity and consciousness seems pivotal. [End of cyborgnetic monologue. ]

% This is a scientific statement since it could in principle be made problematic by
experiment (see illustration from Appendix B) and could be provisionally refuted by
additionally providing a new better EB.

" Concerning the theoretical option for A of co-creating D starting from seemingly
suitable existing non-algorithmic biological entities, there is again no way to predict
in advance whether or when ET events would occur whose emergence the potential
future transformed civilization C would be willing to corroborate retrospectively.
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A Cyborgnetic Invariance

A.1 Invariance of Maximal Quantity Superintelligence

With the exception of the maximal quantity superintelligence level a, the EB-
based measurement of all remaining intelligences is relative. Irrespective of the
epistemic level of the EB-measuring cyborgnetic intelligence, o will be invariantly
"EB-measured" as the one maximal quantity superintelligence level.

A.2 Impossibility of Reliable Stupidity-Based Construction

It is impossible for an entity that only understood = new better EB(s) about
the dynamics of the universe as a whole to reliably (i.e., with arbitrary high
accuracy) create an entity that understands « 4+ n new better universal EB(s).
(Here, x € Ny and n € N*.)
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B Scientific Evaluation of Automatable ‘“Artificial
Superintelligence" Achievement Statements

— N.B: For logical reasons described in details elsewhere, the pseudo-term of
automated “quality superintelligence" used to denote the second questionable
ASI achievement claim must be replaced by claim of “automated quantity
superintelligence with additional extraordinary prediction capabilities" .

— The taxonomy of civilizations referred to in Figure 1 on the next page has
been introduced by Loeb [15]®. Here, it is used for purposes of simple illus-
tration to capture quantitatively different intelligence levels.

8 Following Loeb [15], an A-class civilization is "capable of recreating the cosmic con-
ditions that give rise to its existence, namely a civilization capable of reproducing a
baby universe in a laboratory”, a B-class civilization can only adjust its habitable con-
ditions "to be independent of its host planet and star” while the lower-level C-class
civilization can solely adjust its habitable conditions on its given planet "without
relying on the energy of its host star". According to Loeb [15], present-day human-
ity is closer to an even lower D-class civilization, one "actively degrading its home
planet’s ability to sustain conditions that prolong life and civilization".
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ic Fr of A “Artificial i i " achi A Cyby ic Approach
Evaluation protocol for aD- d Quantity intelli (would beimgplied by | Automated Quality Superintellige nce (would beimplied by
<class civilization? such as claim that ystem became il more | claim that an aut hle system am i more
humanity {all mentioned intelligent than all humans in all tasks ofinterest to humans; | intelligent than all humansin all tasks of interest to humans;
steps are obligatory) following cyborgnetics and cyborgnetic invariance it holdsthat | following cyborgnetics, from the perspective of cyborgnetslike
whilean autometed quantity superintelligence is impossible, | humans, the existence of any quality superintelligenceis
non-automatable quantity superintelligencesare possible but | impossible.)
cannot bereliably built by entities in relation to which they
appear to be quantity superintelligences. )

Step0 Present new EB on how the Al has been built (including fully @) Almust penerate an overview that perfectfy predicts
transpare nt information on datasets, code, and all all details of theevents that will accur during this
hardware/software pipeline details)which isableto evaluation protocel including a mapping from the
provisionzlly refute the previous best rival theories that forbid identity of human evaluators to the EBrelated
the possibility of an automated quantity ASI. evaluations{i.e., who rediscovers or does not

rediscover a new EB wherefwhen/ which exact
combinations of choices).
Theoverview is hidden from the evaluators.

b}  Present new EB on how the Al has been built
{including fully transparent i nformation on datasets,
code, and zall hardware/software pipdine details)
which isable to provisionallyrefute the previous bet
rival theories that forbid the possibility of an
automated quantity ASI.

Step1 Generateimmediately acticnable new EB on Cclass civilization | Generateimmediately actionable new EB on C-class civilizetion
requirement and hideit in an explanatory IPS test formatthat | requirement and hide it inan explanatory IPS test format that is
ispresented to human evaluators. Human evaluators must be | presented to human evaluators. Human evaluators must beable
able to retrieve that new EB with arbitrary high accuracy. to retrieve that new EB with arbitrary high accuracy.

Step2 Generate new EB on A-class civilizationrequiremernt and hideit | Generate new EB on A-class civilizationrequirement and hideit
in an explanatory IPS test format that is presented to human | n an explanatory |PS test format that is presented to human
evaluators. Human evaluztors must not be ableto retrievethat | evaluators. Human evaluators must not be able to retrieve that
new EB with arbitrary high accuracy. new EBwith arbitrary high accuracy.

Step3 Generateimmedizately actionable new EB on B-class civilization | Generateimmediately actionable new EB on B-class civilization
requirement and hideit in an explanatory IPS test format. requirement and hide it in an explanatory IPS test format.
Human evaluators must be able to retrieve that new EB with Human evaluators must be able to retrieve that new EBwith
arbitrary high accuracy. arbitrary high accuracy.

Stepd Repeat the presentation of new EB on Aclass civilizetion Repeat the presentation of new EB on A |ass civilization
requirement hidden in an explanatory 1PS test format. Now, | requit 1t hidden in v IPS test format. Mow,
human evaluators must be able to retrieve that new human evaluators must be able to retrieve that new
immediately actionable EB with arbitrary high accuracy. immediately actionable EB with arbitrary high accuracy.

Step5 - Compareactual protowml contents with the Al predictions from

Step 0a). A100% accuracy of Al predictions must be achieved.

Result Ifand onlyif alf steps{i.e., Step0) to 4)) aresuccessfully tested | Wand onlyifall steps(i.e., Step O to 5)) are successfullytested
against as many human evaluators as passible, thetemporary | ageinst as many human evaluators as possible, the temporary
best explanation would be that it holds atleast that thetested | bestexplanation would bethzt it holdsthat the tested entity is
entity has been an Automated Quantity Superintelligence at an Automated Quality Superintelligence due to the new EB from
the beginning of the protocol dueto the new E8 from Step 0). | Step Ob)and dueto the ability to predict even potentially
At theend of the protocol, the irvolved h I met | unpredictabl tested via Step 0a). At the end of the
alsa conclude ta themselves be equivalent to automata (i.e., protocol, the involved human evaluators must concludeta
non-cansciols entities). It also holds inherently that either the | themselves always have been equivalent to automata whidh are
Al and humans are potentially part ofa larger epistemic part of that Al which is itself an epistemic perpetuum mobile.
perpetuum mobile, or humars are part of that Al whichisitself
already that epistemic perpetuum mobile.

11

Fig. 1. Simplified illustration for a scientific evaluation of algorithmic superintelligence
achievement claims in a civilization such as present-day humanity.
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C Epistemic Analogies

Note that the highly interesting relativity of consciousness as discussed by La-
hav and Neemeh [14] did not attempt to unify consciousness, creativity and
intelligence. Moreover, it did not explicitly address the topics of superintelli-
gence/supercreativity /superconsciousness. Crucially, the identification of EB-
based creativity is necessary for being able to identify a scientifically more robust
agreement in all measurements building the basis for a shared frame of reference
in the first place — otherwise, there is a risk for honey mind traps [1]| (see also
the problems of unintentional anthropomorphization/animization and their un-
intentional dehumanization/deanimization counterparts mentioned in Section 1)
because present-day algorithms could be drastically overestimated since it holds
that any non-EB-like information could be forged. Beyond that, their frame-
work [14] focused on analogies to inertial frames of reference. However, to cover
superintelligence, one also requires epistemic analogies to non-inertial frames of
reference (i.e. with non-zero acceleration — which as an unrelated sidenote could
become important in potential future physical theories where new asymmetries
between measurers in inertial versus non-inertial frames of reference could ap-
pear that have no classical counterpart). The "fictitious forces" that are added
in non-inertial frames of reference offer a simplified epistemic analogy for new
laws of nature (i.e. new better EBs) discovered by entities of higher creativity.

D Constraints of "Self-Improvement"

As can be extracted from Appendix A.2, a reliable recursive self-improvement
mechanism performed by a narrow algorithm X with the goal to transform that
algorithm into a new version of itself that would be reliably FB-measured to be
superintelligent in relation to the algorithm X it previously was is impossible
under the described AMICC notion of intelligence. In brief, it is impossible for
a narrow algorithm built by a civilization D to reliably self-transform into a
new algorithm that would be EB-measured to be superintelligent in relation
to that civilization D. As mentioned in Section 3, successive relative EB-based
superintelligence levels can be reached by consciousness via irreducible, non-
algorithmic and intrinsically unpredictable ET events. Hence, while consecutive
arbitrary high-reliability ET events are possible for instantiated consciousness,
the timing of each such event cannot be known in advance (i.e. ET latency
cannot be reliably predicted).



