
Epistemic Doom In The Deepfake Era

Nadisha-Marie Aliman1[0000−0003−3049−9327]

Utrecht University, Heidelberglaan 8, 3584 CS Utrecht, The Netherlands
nadishamarie.aliman@gmail.com

Abstract. This epistemic project examines an understudied existential
risk emerging in the deepfake era: the fortunately up to this time (but
not indefinitely so) reversible peril of humanity’s epistemic self-sabotage
through an overestimation of algorithms linked to quantitative aspects
and a paired underestimation of the own epistemic potential whose man-
ifestations are in principle expressible via scientifically analyzable but
currently often neglected qualitative facets. This scenario is metaphor-
ically referred to as "π-Doom scenario". Instead of carefully crafting
opaque hypotheses and formulating probabilistic predictions of timelines
that could easily evade scrutiny and/or could even themselves be initially
generated by algorithms, scientifically and responsibly counteracting π-
Doom requires new better riskier explanatory theories of intelligence,
creativity and consciousness. A brief non-comprehensive literature re-
view suggests that quite a few scientific instantiations (all of which have
not yet been provisionally refuted) of that transformative requirement
are already available at present. In short, π-Doom – the voluntarily or un-
intentionally effectuated cognitive resignation engendering an irrational
algorithmically-motored process of running around in (epistemic) circles
that could endanger the immediate future of a vulnerable civilization like
present-day humanity – is wholly contingent on a choice of focus.
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1 The Problems

Words can be enacted as weapons of mass destruction and the linguistic defini-
tions one uses can sometimes be decisive to the course of history. Firstly, in the
midst of the current fragile ecosystem of international security including its links
to cybersecurity [13], it appears straightforwardly cognizable that overhasty and
clearly misguided algorithmic superintelligence achievement claims (motivated
e.g. purely by commercial goals) could unnecessarily risk to fuel conflicts com-
promising world peace. Secondly, an unintentional fundamental overestimation
of algorithms by the wider public could arguably, when crossing a certain thresh-
old of exaggeration such as e.g. via narratives of qualitatively superintelligent
"God-like" algorithm realizations, bring about widespread mental health issues
up to a superfluous epistemic panic with economical consequences and further
unpredictable second-order harms. Thirdly, against the background of these two
mentioned different risk clusters, it is easily conceivable that potential malicious
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humans actors deliberately attempting to utilize narrow algorithms to harm hu-
manity (e.g. via large scale cyberattacks or robotic engines deployed in real-world
settings) could be underestimated and go unnoticed while proactive defense mea-
sures requiring the vigilance of people could stay undervalued. Fourthly, in the
immediate near-term, an over-reliance on algorithms encompassing the usage
of algorithmic tools misconceivedly deemed to approach superintelligence (and
confusingly called "AI agents") in safety-critical contexts that would omit to
locally encapsulate those in local units controlled by people, could itself lead to
existential risks for a civilization since the trade-off-based combination of ex-
tremely lower latency but only even slightly lower reliability in comparison to
people could yield to an impediment of human rational evaluation with lethal
side-effects. Fifthly, a fundamental overestimation of algorithms which did as
a reaction often unnecessarily engender their underestimation is connected to
a counterproductive two-sided complex of unintentional anthropomorphization
and "animization" of algorithms on the one hand and of both unintentional de-
humanization of human statistical outliers and unintentional "deanimization" of
non-human animals on the other hand. The latter reprents an epistemic obsta-
cle to a more robust scientific evaluation of coming algorithmic superintelligence
achievement claims. Sixthly, many of the proponents of algorithmic superintel-
ligence implementation immanency (which is considered to be impossible given
the currently best scientific explanations as can be extracted from Section 2)
seem to be largely in denial of the logical impossibility of crafting/controlling
an entity that would genuinely appear to be superintelligent in relation to one-
self [3] and the person-hood status of such a hypothetical entity that would be
categorized as better in all aspects of interest to humans from all domains of life.
Left aside the point that it is impossible for the less intelligent entity to build
such an entity in the first place, to frame it as a desirable controllable product
and not as a free person shows up the underlying absolute power fantasies.

2 Possible Theoretical Solutions

Consistent with Popper’s critical rationalism [30] and its recent refinements [10,
9] and adaptations to the challenges of the deepfake era [1–3], the presently
best solutions to thwart the π-Doom scenario (some of whose features have been
described in Section 1) reside in the creation of new more clearly formulated
riskier theories able to better explain the nature of intelligence, creativity and
consciousness such that an experimental problematization could be possible. In
the following, a non-comprehensive enumeration of already existing algorithm-
related impossibility statements (since those are the riskiest) is displayed. Since
none of those has been provisionally refuted yet, it is rational to refrain from
spreading algorithmic superintelligence achievement claims without first obliga-
torily having both: 1) attempted an experimental problematization via building
a candidate algorithmic superintelligence which taken alone would be insufficient
and 2) provisionally refuted all mentioned currently best theories via providing
a new even better scientific theory of intelligence, consciousness and creativity.
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2.1 Exemplary Algorithm-Related Impossibility Statements

The following compact non-comprehensive enumeration displays impossibility
statements that are either explicitly formulated by the authors or directly en-
tailed by their respective work. The impossibility statements stem from a wide
variety of disciplines and specific research areas including e.g. biology [15, 31, 33],
physics [26, 29, 32], hardware verification [19], cybernetics [25], mathematics [20],
complexity science [14, 23], philosophy of science [11, 36], epistemology [1], pos-
sibility studies [6] and "cyborgnetics" [1–3].

1. Impossibility of present-day ASI implementation [32]
2. Impossibility of omnipotent algorithmic general intelligence [25]
3. Impossibility for present-day AI to create new scientific theories [36]
4. Impossibility of algorithmic general intelligence [31]
5. Impossibility of algorithmic general intelligence [20]
6. Impossibility of genuine algorithmic intelligence [15]
7. Impossibility of algorithmic consciousness [11]
8. Impossibility of present-day AI consciousness [19]
9. Impossibility of understanding by classical AI [29]

10. Impossibility of classical simulation of human mind [26]
11. Impossibility for algorithms to predict human creative leaps into the previ-

ously “impossible” [6]
12. Impossibility of non-biological agency [14]
13. Impossibility of non-organic general intelligence [23]
14. Impossibility of genuine inorganic intelligence [33]
15. Impossibility for x to reliably build entity y that is EB-measured to be

superintelligent in relation to x [2, 3]
16. Impossibility of EB-measurable algorithmic general intelligence, creativity,

consciousness [2, 3] (incl. impossibility for present-day AI to understand
EBs [1])

3 Outlook

3.1 Ad-Hoc Maneuvers

Some companies are engaging in epistemic ad-hoc maneuvers to update their
carefully formulated opaque definitions of algorithmic general intelligence (AGI)
and algorithmic superintelligence (ASI). There are claims that specific levels
of AGI have already been achieved and that an ASI which would be an algo-
rithm that surpasses humans in all economically valuable tasks is approaching.
While proponents prophesy that the latter will be achieved in a few years, it
is worth repeating that for epistemic reasons, scientific claims of algorithmic
superintelligence achievement claims must take present-day human civilization
as whole as baseline. It must in principle include all scientifically analyzable
tasks of interest to humanity irrespective of whether a task is widely considered
to be economically valuable at present. Firstly, what is economically valuable is



4 N. Aliman

subject to change and has always been. Similarly, the tasks of interest to human-
ity are highly adaptable and there is no reason to assume that humanity could
not one day surpass its current epistemic situation via transformative creative
leaps [6] in the previously thought "impossible". The ignorance of the relativity
of instantied consciousness is reflected in the efforts of certain entities to frame
"human-level" intelligence as an absolute stage that can be surpassed via al-
gorithmic strategies. Secondly, more notoriously, the idea that all conceivable
economically valuable tasks at the present point in time can already be auto-
mated is a heavy misconception. For example, humanity has long been interested
in potentially higher developed alien civilizations that could exist elsewhere in
the universe. Essentially, in this context, multiple tasks of interest [12, 21, 17]
which currently appear elusive to human civilization (even though tentative hy-
potheses on how to achieve those one day – which are necessarily limited by
the current epistemic situation of science – are repeatedly generated) have been
formulated all of which would already be considered to be economically valu-
able nowadays (see also [3]). Thirdly, humanity still scientifically struggles with
self-chosen tasks of interest such as nuclear fusion, quantum computing, the de-
sign of much more energy efficient batteries and so forth. Recently, a company
claimed to now have created algorithmic life – a scientific oxymoron based on
a misconception of self-replication (see e.g. [28] for a detailed better grasp). In
Germany, one sometimes remarks: Es ist fünf vor zwölf ; in light of the above,
one can now even state: "Es ist fünf nach π-Doom!"

3.2 Peaceful Non-Algorithmic Research

Thus, even from an economic perspective, given the currently best explanations,
it is irrational to claim that algorithmic superintelligence able to surpass human
civilization at all tasks of interest to humanity can be implemented by human
civilization or its algorithms. Concerning the opaque recursive self-improvement
hypothesis, where a narrow algorithm self-transforms into an ASI, in light of
diverse scientific explanations some of whose impossibility statements have been
summarized in Section 2.1, one must currently conclude that it is impossible
for an algorithm to reliably create those genuinely transformative creative leaps
that the new scientific theories able to elevate human civilization as a whole to
higher epistemic levels would entail. This does not logically exclude the possibil-
ity for a civilization that is much more advanced than present-day humanity [3]
to one day indirectly build a non-algorithmic general intelligence [31]. Thus, a
renewed non-algorithmic general intelligence (abbreviated NaGI ) dream could
be rationally pursued by interested parties, but those would inherently strive to
simultaneously epistemically elevate human civilization as a whole by consider-
ing the problems of interest to humanity and would thus refrain from impeding
world peace. Instead of harnessing misdirection strategies known from the neuro-
science and psychology of magic [4, 22] and misguidedly claiming a speedy craft-
ing of superintelligent algorithms as closed-source products, the slower goal of
sincere NaGI dreamers is open, multiple transformative steps away, the timeline
is fundamentally unpredictable, but could lead to (re)new(ed) conscious beings.
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4 Conclusion

This paper – written purely for the purpose of a self-educational epistemic art
project serving as ephemeral mental clipboard – explained why the π-Doom
scenario is contingent on the (self-)inflicted informational salience of algorithmic
supremacy claims regularly circulating in the information ecosystem of present-
day humanity. While the misconceived overestimation of present-day algorithms
has been thoroughly analyzed in recent works (see e.g. [5, 7, 16, 27, 34]), the need
for a scientific paradigm shift [6, 18] where i.a. non-algorithmicity is key has been
recently emphasized [8, 24, 31]. Will π-Doom unnecessarily act as an epistemic
existential filter for humanity (i.e. one of the many possible ones, see also e.g. [3])
or will humanity free itself from the current self-imposed algorithmic redundancy
and regain epistemic agency? Without the latter, one would further fail to build
the augmentative algorithmic tools (locally encapsulated in human-controlled
units) needed for the future. The π-Doom art project encodes not only generic
conscious invariance [3], but also the idea that no algorithmic, necessarily relative
"existential risk" (a non-obvious term [35]) can reliably delete its existence. Will
the more sober NaGI dream (see Section 3.2) volatilize π-Doom?
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