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In his 1955 essay "Meaning and synonymy in natural languages” (Carnap, 1955),
Rudolf Carnap presents a thought experiment wherein an investigator provides a
hypothetical robot with a definition of a concept together with a description of an
individual, and then asks the robot if the individual is in the extension of the concept.
In this work, we show how to realize Carnap’s Robot through knowledge probing
(Youssef et al., 2023) of an large language model (LLM).

We generalize the approach taken in Allen (2023) to implement the classification
procedures proposed by Nado (2023) as targets for conceptual engineering. We
define an intensional semantics (Von Fintel & Heim, 2021) for a first-order language
without function symbols, where W and D are non-empty sets of possible worlds and
individuals, respectively. The intension of a k-ary predicate symbol P is a function
from W to the powerset of k-tuples of elements of D. The experimental framework
envisioned by Carnap can be implemented using prompt engineering (Liu et al.,
2023) of an LLM to define such an intension function for a given concept predicate
using a natural language definition of the concept, and then putting the LLM in the
role of Carnap’s Robot by applying that function to a natural language description
of an individual, yielding a statement indicating if the individual is in the extension
of the concept.

This method depends on our ability to trust that the LLM effectively captures
the meaning of a given concept (Heersmink et al., n.d.). The question of whether
LLMs capture meaning is widely debated (Bender et al., 2021; Kambhampati, 2024;
Lederman & Mahowald, 2024). Mandelkern and Linzen (2024) argue that LLMs
are indirectly verbally grounded in the language present in their training corpora,
and thus capable of a limited form of meaning. Assuming this, we argue that the
above method can provide a useful cognitive tool (Menary & Gillett, 2022; Novaes,
2012) for conceptual engineers to compare the extension of a proposed concept
definition to the extensional knowledge represented as facts in a given knowledge
base (Allen & Groth, 2024). This provides an approach to calibrate trust in an LLM
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used in this manner, and can also be viewed as an instance of a corpus method
for experimental philosophy (x-phi) (Fischer & Sytsma, 2022; Sytsma, 2023), with
relevance to the relationship between x-phi, conceptual engineering, and Carnapian
explication (Koch, 2019; Pinder, 2017; Shepherd & Justus, 2015).

We close by arguing that the above method provides a possible solution to the
implementation problem in conceptual engineering, which poses the question of
whether (re)engineered concepts can be effectively adopted by a population of human
speakers (Cappelen, 2018; Jorem, 2021). Online knowledge bases such as Wikidata
(Vrandeci¢ & Krotzsch, 2014) have a direct and material impact on society by virtue
of their use in online search, discovery, and recommendation (Peng et al., 2023).
Using the above method to guide changes to facts in a knowledge base to better align
with the extension of a proposed definition provides an indirect method for shifting
the semantic meaning of a concept for the specific linguistic subgroup (Matsui, 2024)
constituted by users of such online knowledge bases.
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