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Abstract 

The mental risk poses a high threat to the individuals, especially overseas demographic, including expatriates 

in comparison to the general Arab demographic. Since Arab countries are renowned for their multicultural 

environment with half of the population of students and faculties being international, this paper focuses on a 

comprehensive analysis of mental health problems such as depression, stress, anxiety, isolation, and other 

unfortunate conditions. The dataset is developed from a web-based survey. The detailed exploratory data 

analysis is conducted on the dataset collected from Arab countries to study an individual’s mental health and 

indicative help-seeking pointers based on their responses to specific pre-defined questions in a multicultural 

society. The proposed model validates the claims mathematically and uses different machine learning 

classifiers to identify individuals who are either currently or previously diagnosed with depression or 

demonstrate unintentional “save our souls” (SOS) behaviors for an early prediction to prevent risks of danger 

in life going forward. The accuracy is measured by comparing with the classifiers using several visualization 

tools. This analysis provides the claims and authentic sources for further research in the multicultural public 

medical sector and decision-making rules by the government. 
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1. Introduction 

Psychological disorders such as depression, anxiety, addiction, suicide, self-isolation, and other mood 

disorders are the mental illnesses prevalent in the Arab population, which is no different from any other 

demographic in the world [1]. A recent survey done by the Arab Youth Survey 2020 revealed the fact 

that mental illness is a significant concern among the youth demographic in the Middle East and North 

Africa (MENA), and should not be left untreated [2]. It has been well-informed by the mental health 

campaigners in the Middle East that are creating awareness among individuals in their hour of need, 

having the teachers, parents, and other policymakers speak freely regarding their opinions and feelings 

as to these disorders. In today’s fast-changing world taking place with artificial intelligence techniques, 
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unprecedented pressures can be overcome if proper knowledge and early prediction of the disease can be 

treated well on time. This threat has taken shape after alertness was attained in the form of separate 

surveys which highlighted the scale of suffering that affected the region’s 200 million Arab youth with 

respect to depression, anxiety, and addiction. With 50% of the general population being international [3], 

the multicultural environment is one of the prime causes of conducting the research. This risk poses a 

more significant threat to the overseas population than nationals because of acculturation, as they are less 

access to mental health support and are isolated from their relatives, family, and friends [4–7]. The other 

factors such as proficiency in the Arabic language, resources and fear overall make them more susceptible 

to mental health problems than the native demographic and nationals [8–10]. 

Previous research has been conducted on the factors prevailing in health disorders among individuals 

[11, 12], but comparative studies between the overseas population living in the Arab world and nationals 

fail to have the previous works. Moreover, besides several studies that have already been done [13–15], 

the number of articles regarding mental health problems is relatively limited in Saudi Arabia, the UAE, 

and other Arab countries. Therefore, this research provides the valuable contributions concerning the 

development of the dataset, providing resources to bridge the gaps between previous research done in the 

field given as follows:  

⚫ There are more minor studies related to mental illness and help-seeking behavior in Arab countries;  

⚫ Lack of early diagnosis of mental problems using computational techniques; 

⚫ Lack of predictive model mathematically validated in the literature.  

The data collection process will follow the survey-based questionnaire research, including different 

questions. The dataset shall not collect personal information such as name, ethnicity, and location. 

However, we shall collect information such as age, number of years of formal education, relationship 

status, and other information. The dataset on which the analysis is done will be shared as a supplement 

to the paper. The survey will be a question that will collect information on the following pointers, namely 

age, years of formal education, frequency of self-disappointment, frequency of disappointment with the 

world, frequency of suicidal thoughts, and frequency of thoughts of harming others, etc. These data points 

will then be encoded and further analysis will be done. This survey-based research has proved helpful in 

medical research related to depressive, anxiety, and stress symptoms [16]. This method sounds more cost-

effective, with the data not having to be augmented much, by following the heterogeneity factor in the 

dataset. Therefore, the data will have fewer missing values, leading to better accuracy than the publicly 

available dataset and other manual-based surveys [17]. The Google Forms will be used for creating the 

questions and will be circulated to the different individuals targeting Arab countries such as Saudi Arabia, 

the UAE, Qatar, and Kuwait. Security matters and other privacy concerns will be handled in the form to 

ensure the confidentially of the individual. The countries mentioned above were chosen as study subjects 

for research in Saudi Arabia, Kuwait, Oman, and the UAE because of their multicultural demographics 

owing to many expatriates with hybrid and equal populations from nationals and internationals working 

together. 

This paper aims to diagnose the early prediction of depression by using computational techniques. The 

results will be validated using a mathematical model, and any claims will be justified by measuring the 

accuracy of the results using machine learning classifiers. The dataset will consist of records from both 

international and local individuals, which will be used to examine their mental health conditions, 

including expatriates in a multicultural environment. A Vanilla Android app collects the data with Google 

Cloud data aggregation methods as its backend. The Android app is designed using the MIT App 

Inventor. The data is aggregated so that each participant logs data into their ledger (data record-keeping 

mechanism), while each ledger has its unique transaction ID. The participants are also provided with a 

unique private key, which will be used after the survey is complete for sharing the information with us. 

Therefore, when the participant wants to share the information with us, they can share a combination of 

their unique transaction ID and private key in the “TTTTT-KKKK” format, which will be appended with 

our public key and a resultant “key vector” is generated such as TTTTT-KKKK-PPPP, which will then 

automatically fetch the information from the cloud to our local database for further analysis. Therefore, 
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a consent-driven-blockchain algorithm gives complete freedom to the survey participant to share the data 

after the survey is over, as blockchains [18, 19] are used for storing information. This data contains 

sensitive information on the subjects. Therefore, for data usage to be used for any analysis, the same 

requires consent from the subject. This consent is again a token-based consent management system, 

where the first character of the blockchain map speaks whether we can use the data or not. 

This is done keeping in mind the nature of the data. A participant might feel that he can share the 

information without hesitation at the beginning. However, based on the kind of inputs he feeds into the 

app, the user might feel uncomfortable sharing the data, as the data contains much revealing information 

as to their dynamics with their family, friends, colleagues, society in general, etc. 

 

1.1 Motivation and Contribution 

The negative growth of the rare diseases causing a pandemic has thus burdened all of society globally 

with mental illness cases of depression and anxiety becoming prevalent in individuals overall. This has 

made the prevention and treatment of mental disorders a public health priority as to diagnosing them in 

advance, which can be done using artificial intelligence techniques. This research focuses on the 

comprehensive analysis of mental health conditions, while unintentional “save our souls” (SOS)  behaviors 

have been studied for different individuals in Arab countries. This dataset generated from the survey is 

based on multiple-choice questions consisting of variables such as (discrete & continuous), which 

facilitate the early prediction of a disease or mental problems. The following lists the objectives for this 

research study as:  

⚫ To study the individual’s mental health and indicative help-seeking pointers based on their 

responses to specific pre-defined questions in a multicultural society by employing a web-based 

survey methodology; 

⚫ The available data points taken in this research are hierarchical to predict the extracted 27 features. 

⚫ Exploratory data analysis (EDA) on the survey dataset is conducted representing the feature 

importance. 

⚫ Proposed the framework model with the data discovery algorithm, which will help identify the 

individuals suffering from depression and mathematically validate the model; 

⚫ Apply computational techniques using several supervised, unsupervised, and semi-supervised 

learning classifiers to predict the classification and generate the mathematical model to justify the 

claims; 

⚫ The model’s performance is compared to the previous state of the art classifiers, and efficiency is 

evaluated in terms of various information retrieval metrics. 

The validations will be conducted on the performed experiments and mathematically validate the 

findings by comparing the two inferences received from the two models. The machine learning classifiers 

will be measured using information retrieval parameters, and predictions will be made for the advance 

diagnosis of depressed individuals in order to take necessary actions.  

The paper is divided into different sections, including “Related Work” in Section 2, “Proposed 

Methodology” in Section 3, “Results Showing the Experiments Performed and EDA Analysis” in Section 

4, and in the last Section 5, “Conclusions with Future Directions” listed in detail. 

 

2. Related Work  

The influence of artificial intelligence in mental health has a vital role in developing and designing the 

systems applying machine learning and deep learning to find the facts related to social intelligence and 

human-computer interaction (HCI) covering the theme. This research brings out claims and justifications 

by referring to the more profound insights into the current landscape of machine learning applications for 

mental health from the two domains of HCI and computing science. Several machine learning and 

computational pipelines have been developed to standardize predicting a mental state and cognitive 



Page 4 / 17                 Detection and Mathematical Modeling of Anxiety Disorder Based on Socioeconomic Factors Using Machine Learning Techniques 

behavior in advance [20, 21]. These pipelines have stimulated the behavioral data (i.e., reaction time, 

decision, mood swings, etc.) and the empirical results, and offer solid behavioral predictions. 

Furthermore, computational models can be trained on the data to extract latent features, and be used to 

predict the different behavioral actions in the environment. Thus, these computational models are gaining 

traction in metal state prediction. A wide range of literature is available to understand the correlation 

between cognition and emotion [22], basic principles of psychopathology and emotions [23], and the 

neural enactment of mental processes [24]. Considering other domains, computational models are 

frequently used in the fields of biology and health care [25, 26] to identify reasonable outcomes of 

processes and are increasingly applied to social and cultural psychology to develop long-term 

demographic-level computational models. The different models are taken as agent-based and considered 

complex social influences, putting their implications for societal and cultural evolution [27, 28] and 

generating the testable hypothesis which readily challenges easy, logical analysis. 

Computational modelling and natural processing language have been used to predict and monitor 

mental disorders such as depression, anxiety, etc. Several kinds of research have been done in sensor, 

audio, video, structures, and multimodal system use, with different mental health behavior having been 

explored, such as depression, suicide, stress, mood, bipolar, post-traumatic stress disorder (PTSD), 

anxiety, substance abuse, schizophrenia, and other mental health conditions [29]. The author explored 

association rule mining [30] to identify depression and anxiety using the Internet-based cognitive 

behavioral therapy (iCBT) program in patients. The linguistic features are considered for finding better 

correlations and detecting outcomes in a specific context of inpatient mental health. The paper has stated 

the different classes of artificially intelligent systems for identifying the fairness of systems for research 

on people with disabilities. A complete roadmap to explore the opportunities for researchers to create 

systems exploiting the power of artificially intelligent systems has been described [31]. Nemesure et al. 

[32] developed a prediction model to diagnose anxiety in psychiatric assessment using an electronic 

health record (EHR) dataset containing undergraduate students; hybrid machine learning and deep 

learning models are considered in the pipeline and explored biometric and demographic data for 

predicting psychiatric illness using various non-psychiatric input features. The model was tested, while 

the results were validated on different information retrieval metrics to determine which features are 

essential for the prediction of diseases. Sharma and Verbeke [33] investigated the variable importance 

hierarchy of biomarkers for anxiety disorders. The various univariate and multivariate models are 

experimented with to find correlations among the four anxiety disorders—generalized anxiety disorder 

(GAD), agoraphobia (AP), social anxiety disorder (SAD), and panic disorder (PD)—in the Dutch 

citizens’ dataset. The researcher, Byeon [34], worked on the dataset collected from South Korea on the 

elderly and completed the Zung Self-rating Anxiety Scale (SAS). Several machine learning algorithms 

were used for the metamodel for analyzing, and it was reported that the performance of the ensemble 

model performed better than the state-of-the-art machine learning models. Mutalib [35] studied the 

different factors related to mental health problems with the dataset collected from the higher education 

institute in Kuala Terengganu. Alghamdi et al. [36] have investigated the computational models and 

natural language processing concepts in the Arabic text to predict the onset of depression, and provided 

the empirical results to evaluate and compare the performance. They have created an ArabDep lexicon 

for a lexicon-based approach to analyzing the Arabic text collected from online forums. Then, they 

predict depression symptoms using a rule-based algorithm on the output of the created ArabDep lexicon. 

Simultaneously, they have annotated the data with the help of a psychologist, extracted the features, and 

predicted the depression symptoms using machine learning algorithms. Alabdulkreem [1] have 

researched the prediction of depression in Arab women, using their individual tweets during a specific 

period of the COVID-19 pandemic. In the research, a recurrent neural network was implemented on 

10,000 tweets extracted from 200 users with an approximate 71% accuracy and a 0.7 F1-score. Shah et 

al. [10] have conducted a cross-sectional study on the behavior of 600 adolescents (from 12-18 years old) 

in the UAE. They identify the incidences of depression and its correlation with factors such as parental, 

family or individual or self-esteem. They used the Beck Scale to determine the prevalence of the 
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depression symptoms, the Rosenberg Self-esteem Scale with high levels of reliability and univariate 

statistical analysis in a multiple regression model. Finally, they analyzed the incidence of depressive 

symptoms among 17.2% of adolescents in the UAE. In another study, Dardas et al. [37] presented a 

qualitative and explanatory design to collect data from 92 participants (from 14 to 17 years old) through 

12 focus groups from Jordan in the UAE. They designed two themes for their study, which consider the 

Arab adolescents’ beliefs related to their family and social context with the Beck Depression Inventory 

(BDI-II) instrument and a semi-structured interview format. They concluded with the perceived 

contributing factors, nature of depression and attitudes toward depression interventions. The related 

recent literature based on the critical features employed in an earlier work has been compared and shown 

in Table 1 [36–41]. 

 

Table 1. Study of recent works 

Study Technique/Methods Datasets Key factors Future works 

Alghamdi et 

al. [36] 

Lexicon-based 

approach, 

machine learning-

based approach 

ArabDep corpus 

created by authors 

Data collection & annotation, rule-

based & machine learning-based 

prediction of depression in Arab text 

with 80% accuracy. 

Deep learning 

approach by 

executing 

language model 

Alabdulkreem 

[1] 

Machine learning 

approach with 

RNN architecture  

Self-created corpus of 

10,000 tweets from 

online forums 

The proposed tool analyzes the tweets 

of Arab women and provides an 

early age diagnosis of depression 

with a 70% classification accuracy. 

Considering risk 

factors with 

psychiatric 

disorders 

Shah et al. 

[10] 

Multiple linear 

regression  

Data collected via a 

cross-sectional study 

on the behavior of 

600 adolescents (12–

18 years old) 

Administrated the Beck Depression 

Inventory Scale & Rosenberg Self-

esteem Scale, extracted positive 

predictors of depression, and 

predicted 17.2% of youth (95% CI 

14.2–20.7) with depression 

symptoms.  

To work on other 

datasets from 

social media 

platforms 

Dardas et al. 

[37] 

EDA Collected data from 

92 participants (14–

17 years old) 

through 12 focus 

groups from Jordan 

An exploratory qualitative study 

including statistical & thematic 

analyses to obtain perceptions about 

depression from Jordanian 

adolescents. 

- 

Priya et al. 

[38] 

Several machine 

learning classifiers 

were applied for 

the classification  

Collected using a 

questionnaire 

(DASS-21) 

The application of machine learning 

classifiers resulted in different 

classification levels using IR metrics 

and an imbalanced confusion matrix. 

- 

Leightley et al. 

[39] 

PTSD using 

supervised 

machine learning 

classifiers 

Study on ex-

serviceman in the 

UK 

Predictive modelling with parameters 

used in their study as alcohol misuse, 

gender, & deployment status was 

considered satisfactory sensitivity.  

- 

Richter et al. 

[40]  

Novel diagnostic 

methodology to 

identify 

differences in 

cognitive biases 

using ANOVA & 

random clustering. 

Different Hebrew 

speakers 

The distinction between symptomatic 

participants consisting of maximal 

symptoms of depression, anxiety, or 

hybrid has been presented compared 

to the non-symptomatic, reporting a 

71.44% prediction accuracy. 

Aspect on 

validation in 

clinical samples 

with a focus on 

cognitive tasks 

Van Eeden et 

al. [41] 

Predictive 

performances of 

multinomial 

logistic 

regression, a naïve 

Bayes classifier, 

& auto-sklearn 

were measured. 

Netherlands-based 

study of depression 

and anxiety 

The predictions were made on DSM-

IV-TR psychiatric diagnoses at a 2-, 

4-, 6-, and 9-year follow-up with 

different sets of predictors using 

three methods, providing a 79% 

accuracy (95% CI 75%–81%). 

- 
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3. Proposed Methodology 

In this research, a comprehensive analysis of mental health conditions and unintentional SOS behavior 

will be conducted for different individuals in Arab countries. The survey will generate this dataset based 

on multiple-choice questions consisting of discrete and continuous variables. The text-based inputs from 

the survey fillers will be encoded using the label encoders or one hot encoder defined under the scikit 

learn package of python. Also, an EDA will be conducted on the dataset to identify the characteristics 

that will help in early prediction. The analysis will have four data points and four inferences generated, 

classified into two classes, one from the machine learning models and the second from data analysis, for 

example using a mathematical model. The first inference will have the machine learning model results 

with three points, namely supervised, unsupervised, and semi-supervised learning algorithms. The 

reduced support vector machine (RSVM) and logistic regression will be used to give good results for 

text-based data. The hierarchical clustering will be used unsupervised due to the abrasiveness of the 

dataset, which will have high abrasiveness. Also, the K-nearest neighbor (KNN) will be used as it deals 

with the classification problem, which can be modelled into a clustering problem. Capsule neural 

networks will be used for supervised learning methods, while different integral, customized and 

activation functions will be used to optimize the accuracy. The results obtained from the different state-

of-the-art machine learning classifiers will be analyzed, with the best possible results to be generated 

from the inference. The second inference generated from the mathematical model by looking at the 

secondary differential question or order of two linear equations derived will be studied from the data 

points, with the features being taken from the dataset. These mathematical results will develop the 

prediction model to fit the machine learning model. Several information retrieval metrics counting for 

the values of precision, recall, F1-score, accuracy, and R2 error [42] will identify the subject as diseased 

or not. The above-stated models will be validated to claim whether the two inferences are synchronized. 

The process is explained in the fundamental flowchart shown in Fig. 1. 
 

 
Fig. 1. Process. 

 

Data is collected through a survey. Data collection is done so that there is no inherent bias in the 

dataset. The collected data is then cleaned for any blank or NA values. Exploratory data analysis is done 

to understand the dataset. A relationship study between various features is done in a reverse “ablation” 

study using boxplots. Various outputs are mentioned in file EDA, while the baseline inference is drawn 

from this step, which will later work as our validator. Validator is stored as pred_ed[]. 

Three different models are used for these, categorized as supervised, unsupervised, and semi-

supervised. In supervised learning, the KNN model is designed, with a prediction being made. The model 

accuracy claims to attain an 88% accuracy. The output of pred (X_test, y_test) is stored in an array as 

arr_supervised[]. Training and testing are done using the split of the available dataset into a ratio of 80:20. 

The data is split into k=3 random groups for analysis purposes. Therefore, a three-fold cross-validation 

is done, in which the model is trained and tested three times with three different datasets (which is a 

subset of the primary data). 
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The accuracy is determined using the cross_val_score, a built-in module in sklearn.model_selection. 

In the semi-supervised model, we use the estimators in sklearn—semi_supervised API. The model 

attains a 93% accuracy, with the output being stored in an array as arr_semisup[]. Clusters in the semi-

supervised were labelled using the random differential clustering method, and the labelling is done based 

on the most dominant cluster (with an accuracy closest to cross_val_score). 

As for an unsupervised model, since the data is hierarchical, we use the capsule networks for this case. 

The model attains a 97% accuracy. The output is stored in an array as arr_unsup[]. The array is of the 

form arr[age, depressed] – range(age): {18-54}, range(depressed)= {“Y”,”N”}. Averaging of the array is 

done on the analysis results: concat_pred = avg[sum(arr_supervised[],arr_semisup[],arr_unsup[])]. The 

Comparison of the concate_pred and pred_eda is made, while the result from the analysis matches 99% 

of the dataset. The model is explained in Fig. 2. 
 

 
Fig. 2. Framework model. 

 

3.1 Data Preparation 

The data has been prepared by conducting a survey considering the local and international 

demographics in Arab countries (https://forms.gle/MZsX7M2LfbTAwK6r6). The dataset consists of 

1,000 different people based on 27 different features. Once the data is collected, fundamental exploratory 

data analysis (E.D.A.) shall be performed. Different tools and techniques for analysis from R packages, 

such as ggplot, ggvis etc., to Python packages, such as matplotlib and seaborn, are used to structure the 

data. The analysis is conducted to find the relevant patterns in the dataset using several supervised, semi-

supervised, and unsupervised algorithms. Based on the analysis, a mathematical model is also drawn, 

which will again be re-run to indicate individuals suffering from depression based on the analysis done 

by the proposed model. 

 

3.2 Mathematical Model 

Getting an achievable accuracy of about 99% by collating all the models and assembling them all for 

performing the validation on the survey dataset makes the system computationally heavy and much more 

complex. The mathematical model is formulated to outcome the observed gaps in the model by making 

the system more straightforward, computationally effective and more accurate. It will be faster because 

we take just three features based on the ablation study performed on the dataset in the next section. The 

internal dynamics of the features have been studied, with the person’s economic status, frequency of 

suicidal thoughts or self-harm, time-dependent parameters, and corresponding gradient value of the time 

dependency all being taken into account. The mathematical model has identified that the dependence of 

anxiety and depression is attributed to three main factors, which play an essential role.  
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Suppose a physical study can be done by taking two or three points from the dataset. In that case, our 

proposed model will give a 100% accuracy because we are introducing several different factors, such as 

a gradient that handles the frequency of suicidal thoughts. This gradient handles the changes (dynamical 

changes in a person’s economic and social conditions, and there are around two constants that can give 

weightage to the factors contributing to depression. These are the factors that make the system very 

robust, so that claims can be justified by taking it as a mechanism or a machine in which you put specific 

values inside. We get a better result, which gives you nearly a 100% accuracy without any extra 

computational expenses or computations, which the average person is unable to handle. We are making 

a mechanism more user-friendly and accessible because we want essential health to be a part of a person’s 

day-to-day health. This can also be related to one of the sustainable goals of “Health for all.” These are 

also pointers that justify the need for a mathematical model. The explanations of the mathematical model 

are given as follows: 

The main feature of the mathematical model is the feedback loop between depression and the features 

that contribute the most to it according to EDA that is done on the survey data as denoted in the previous 

section. 

We denote depression here as “D” and the set features that contribute to it most as “F.” We define the 

occurrence of depression as “D” and the features related to it as “F,” so the feedback loop between them 

is formed. 

𝐷 ⇆ 𝐹 

As per the results received from our data study, it has been claimed that the significant components of 

F comprise age (Ag), education (Edu), financial status (Fin) and frequency of self-harm (S.H.). It clearly 

shows that all the above three components are directly related. This means that depression gives rise to 

features in F, and vice versa, features in F give rise to depression. Upon analysis, it is found that the 

features inside F include age (Ag), education (Edu), financial status (Fin), and frequency of self-harm 

(S.H.). Therefore, since F is related to D, all the features inside F are also related to D. Therefore, 

𝐴𝑔 → 𝐷; 𝐸𝑑𝑢 → 𝐷; 𝐹𝑖𝑛 → 𝐷; 𝑆𝐻 → 𝐷 

Now, we try to map the relationships into a functional form. Before that, it is important to note that 

S.H. is defined as the rate of occurrence, and all the other factors need to be seen as a numeric value, if 

not already some. Therefore 

𝑓(|𝐴𝑔|, 𝑛𝑢𝑚 (|𝐹𝑖𝑛|), 𝑛𝑢𝑚 (|𝐸𝑑𝑢|),
𝑑(𝑆. 𝐻. )

𝑑𝑡
) 

and relates to D. 

Alternatively, here we see that only the frequency of self-harm is a function of time. Therefore, we 

define frequency as a rate (so, we see S.H. as 
𝑑(𝑆.𝐻.)

𝑑𝑡
). Therefore, all functions are related to depression 

(D) as, 

𝑓 (|𝐴𝑔|, 𝑛𝑢𝑚 (|𝐹𝑖𝑛|), 𝑛𝑢𝑚 (|𝐸𝑑𝑢|),
𝑑(𝑆. 𝐻. )

𝑑𝑡
) → 𝐷 

Since there is a differential parameter in the function, we must introduce a slope function to the effects. 

To handle the functional offset due to the introduction of a differential parameter in the system, we 

introduce a slope parameter, which will convert the basic equation model, after which the function 

becomes,  

𝑓(𝐾)  = 𝛼 (𝑉𝐷 − 𝐾) 

where 𝛼 is constant, V is slope function, and  

𝑘 = 𝑐𝑜𝑛𝑐𝑎𝑡(|𝐴𝑔|, 𝑛𝑢𝑚 (|𝐹𝑖𝑛|), 𝑛𝑢𝑚 (|𝐸𝑑𝑢|),
𝑑(𝑆. 𝐻. )

𝑑𝑡
) 

It should be noted that the more VD becomes, there is a greater chance of an individual slipping into 

depression. Again, V is directly calculated from the algebraic gradient of 
𝑑(𝑆.𝐻.)

𝑑𝑡
. Another important 

parameter that comes with the “financial status” attribute is the uncertainty of the status. This attribute is 
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subject to frequent or periodic change attributed to the economy, environment, or individual. To the 

factor, in this uncertainty, we add another parameter as denoted below: 

𝑑|𝑛𝑢𝑚(𝐹𝑖𝑛)|

𝑑𝑡
 

where t is time. So, 

𝑑|𝑛𝑢𝑚(𝐹𝑖𝑛)|

𝑑𝑡
   = 𝛾 ((𝑉. 𝐷. )𝛽 –  𝑘, 

where β is an exponential slope and γ is a constant. 

To denote the seriousness of the parameter and k is defined as above. Here, alpha is a numeric constant 

(between 0 & 1); V is the slope of function 
𝑑(𝑆.𝐻.)

𝑑𝑡
 (using theta as 45º); and k is the primary function as 

defined above and related to D. Upon analysis, we see that financial status can also be a function of time 

as it may change with the passage of time. Therefore, we add another slope parameter, and at this time, 

we add an exponential slope function to emphasize how rapidly a person’s life can change. Therefore, 

the new function is denoted as follows: 

𝑓(𝑘)  =  𝛼 (𝑉𝐷 − 𝑘) +  𝛾 (𝑉𝐷)𝛽  −  𝑘) 

where,  

𝑘 = 𝑐𝑜𝑛𝑐𝑎𝑡(|𝐴𝑔|, 𝑛𝑢𝑚 (|𝐹𝑖𝑛|), 𝑛𝑢𝑚 (|𝐸𝑑𝑢|),
𝑑(𝑆. 𝐻. )

𝑑𝑡
) 

Again, k is the primary function; and β & γ are numeric constants more than 0 & less than/equal to 1. 

 

4. Experiment Analysis 

The analysis of early prediction is done on the survey dataset. Data is collected from 1,000 individuals 

using a survey format targeting those in their 20s to 40s. The features and characteristic of data used for 

the study include residential status (object), gender (object), age (numeric), academic status (object), 

proficiency of mother tongue (numeric), proficiency in Arabic (numeric), relationship status (binary), 

religious belief (binary),  frequency-little interest or pleasure in doing things (object), frequency-feeling 

down, depressed, or hopeless (object), frequency-trouble falling or staying asleep, or oversleeping 

(object), frequency-feeling tired or having little energy (object),  frequency-poor appetite or overeating 

(object),  frequency-feeling bad about yourself or that you are a failure or have let yourself or your family 

down (object), frequency-trouble concentrating on things, such as reading the newspaper or watching 

television (object), frequency-suicidal thoughts (object), disassociation from world (object), loneliness 

(object), lack of friends (object), social discrimination (object), opportunistic discrimination (object), 

racial discrimination (object), financial status (binary), frequency-self-harm (numeric), fear-failure 

(object), fear-family disappointment (object), frequency-harming others (numeric). 

The analysis is performed by training the model using machine learning classifiers. 

 

4.1 Exploratory Data Analysis of the Dataset 

The four basic python libraries are used, such as NumPy (for running different kinds of running matrix 

algorithms, panda (for processing and data import and export), seaborn (for advance data visualization) 

and matplotlib (for basic data visualization) are used for conducting EDA [43]. After applying inputs, the 

shape of the data is checked. The data contains 1,000 rows and 27 columns. The data has been augmented, 

trained and tested on different models further. The data has been read and the data type checked, where 

most of the data types observed in the survey data are of the object type. The data count has been done, 

and the zero (null values) are discarded. The relationships between the various factors in the dataset are 

identified for analysis. The box plots have been used to check for the correlation between various datasets. 

The first box plot in Fig. 3 reveals that most of the density of people who participated in the survey belong 

to the 20–35 years old demographic. 
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Fig. 3. Visual representation of responses. 

 

 
Fig. 4. Correlation between academics and age to questions related to overall experience. 

 

 
Fig. 5. Correlation between frequency of suicidal thoughts and age. 

 

The relationship between age, academic position, and the frequency of suicidal thoughts have also 

been identified as people with maximum suicidal thoughts being in the 40–45 years old age group, along 

with graduate studies. The inference drawn from Fig. 4 reveals that the people in middle management of 

the corporate sector only with bachelor’s degrees are highly depressed. A disturbing fact that comes out 

of the above plot is that people having an undergraduate degree and relatively younger in age tend to be 

suicidal. Another depressing fact has revealed that the people who have not yet graduated also have 

negative thoughts of suicide and can be considered depressed. The tiny red dot above “20” and below 
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“undergraduate” can be seen in Fig. 5. The figure shows that most people with suicidal thoughts come 

from below “above average” financial status. 

The mapping of suicidal thoughts and their financial status has been done, revealing that the above 

financial status is more perceived as showing suicidal tendencies. The below box plot in Fig. 6 shows no 

correlation between social discrimination and thoughts of self-harm. 

Fig. 7 shows that there is no chance of a person with thoughts of self-harm wanting to harm others. 

 

 
Fig. 6. Box plot showing no correlation between social discrimination and thoughts of self-harm. 

 

 
Fig. 7. Frequency of harming others versus age. 

 

The level of fear mapped with the disappointing family as the highest, average, and lowest numbers in 

Fig. 8. 

The different features are taken, for which the correlation matrix is constructed. The features include 

age, proficiency in mother, tongue, proficiency in Arabic, frequency-self-harm, and frequency-harm to 

others. The correlation between frequency-harming others and proficiency in Arabic gives a value of 

0.004, which gives a weak correlation between the two features and can play a minor role in identifying 

some relationship. The strong correlation is represented by the diagonal values, numbered as 1. Other 

features such as age, education, financial status and frequency of self-harm give a high value in the 

correlation matrix, representing a strong relationship. Financial status has a direct correlation with 

anxiety. The assumption declares that a person’s financial status can either get better or worse with time 

(function of time). Therefore, the anxiety induced in a person due to financial stress can either reduce or 

worsen with time. It shows that these are essential components and are dependent on the facts revealed. 

The positive correlation given in Fig. 8 shows dependence, which will be helpful in the ablation study of 



Page 12 / 17                 Detection and Mathematical Modeling of Anxiety Disorder Based on Socioeconomic Factors Using Machine Learning Techniques 

the dataset. In Fig. 9, longitudinal data here means that the features had a correlation coefficient of 0, 

which means that none of the items on the sample dataset showed any kind of linear multimodal 

relationship. 

 

 
Fig. 8. Level of fear mapped with number of people. 

 

 
Fig. 9. Correlation matrix. 

 

4.2 Experimental Setting 

The experiments are conducted in two different ways as follows. The EDA is conducted on the 

taxonomic hierarchical survey data. Different modules as inbuilt packages in Python language [44] have 

been used for implementation. The matrix analysis is done using NumPy, the plots and complex graphs 

are made using matplotlib and seaborn, the data is ingested using pandas, and the libraries sklearn and 

TensorFlow are used for machine learning tasks. The hardware requirements taken for experimentation 

were an Inter i5 8th Gen processor, 16 GB RAM, and CentOS operating system. The model was 

developed on the longitudinal data, while training of the model was performed to learn compact 

representation, with encoding of the dynamics attained by observing the longitudinal measures for each 

subject. This work contains hyper-parametric classifiers [45] from KNN, semi-supervised algorithms, 

and capsule networks [46]. Fig. 10 presents the accuracy at each iteration by considering 27 features in 

the dataset. 
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Fig. 10. Accuracy at each iteration. 

 

4.3 Ablation Study 

The ablation study is performed on the different datasets by excluding some features. The sets for this 

study are taken as P, Q, R, and S. A total of 26 features are considered and marked in set P for 

experiments. Likewise, set Q consists of the listed features in Table 2, excluding “education”. Set R 

excludes the self-harm feature, while set S excludes two features, namely age + education + self-harm. It 

has been observed that we have received the result with 81% accuracy, excluding the “age” feature. After 

that, to highlight the dominant feature, experiments were repeatedly performed by removing the feature 

“education” it was observed that the accuracy raised to 83%. Then, the feature of self-harm dropped and 

the accuracy decreased to 79%. However, removing all three mentioned features gives more reduction 

and achieves a 71% accuracy. Thus, these experiments proved that the most dominant and highlighted 

feature is “education.” The results on accuracy by calculating the average accuracy from the base and 

modified data are shown in Table 2. 

 

Table 2. Evaluation: accuracy as per the ablation study 

Ablation study 
Average accuracy with base 

data (%) 

Accuracy with modified data 

(%) 

Features (sans) age 92.67 81 

Features (sans) education 92.67 83 

Features (sans) self-harm 92.67 79 

Features (sans) age + education + self-harm 92.67 71 

 

4.4 Evaluation Metrics 

The proposed approach is validated using various evaluation metrics such as precision, recall, F-

measure, and accuracy. The proposed model is trained and tested using a ratio of 80:20. Table 3 

demonstrates the results of the proposed work. The experiments are conducted on the survey dataset, 

achieving an above 80% accuracy in all three models. This accuracy is adequate as we have surveyed 

related works extensively and observed that the accuracy for users’ responses is below 75% in existing 

research works to the best of our knowledge. 

Precision measures the number of positive labels predicted in the actual positive class. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃) + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒(𝐹𝑃)
 (1) 

 

Recall is the ratio of a total number of positive labelled predictions to truly positive examples. 
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𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃) + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒(𝐹𝑁)
 (2) 

 

F-measure as a harmonic mean of precision and recall is calculated in F-measure. It is used to balance 

the values of precision and recall. 
 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (3) 

 

Accuracy is the ratio of the number of correct predictions and total predictions [41]. 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (4) 

 

Table 3. Evaluation metrics of proposed work 

Classifier Accuracy (%) Precision (%) Recall (%) F-score (%) 

Un-supervised 88 82 84 82 

Semi-supervised 93 96 95 95 

Supervised 97 99 98 98 

 

A receiver operating characteristic (ROC) curve is also calculated with the different classifiers used in 

the experimentation, providing the best results with supervised learning. The same is shown in Fig. 11. 

 

 
Fig. 11. ROC curve on different classifiers. 

 

5. Conclusion and Future Direction 

In this study, mental illness such as depression has been studied by experiment using machine learning 

and deep learning classifiers. Machine learning models have been implemented using packages like 

TensorFlow, Keras, etc. In addition to the above, the help of various medical documentation, such as 

PHQ-9, Social Connectedness Scale, etc., is taken to accurately find a correlation between various 

variables identified from the dataset. The significant outcomes are based on the standard data collection 

protocols taken from the survey with questions including measurement scales, medical history, etc. The 

validations are done using the mathematical model, which proved that the inferences are aligned with 

that of the mathematical model because the underlying mathematical philosophy of our software platform 

coincides with the mathematical model. Also, a clinical setup can be used for training machine learning 

algorithms, which can help health professionals predict the correct response to the data in identifying 

anxiety disorders. Furthermore, data mining can be done more efficiently with machine learning 
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algorithms, and new decision rules may also be discovered. Health professionals can interact with the 

clinical decision support system. 

 The research conducted in this study helped diagnose the early prediction of depression by using 

computational techniques. The results are validated using a mathematical model, and any claims will be 

justified by measuring the accuracy of the results using machine learning classifiers. The dataset consists 

of records from both international and local individuals, which will be used to examine their mental health 

conditions, including expatriates in a multicultural environment. The paper well-stated the correlation 

between various essential features using analysis and conducting the ablation study on the dataset. The 

graphs and figures are used as visualization tools to justify the effectiveness of the proposed model. In 

the future, the study can be further investigated by the GAN model on other hospital datasets taken from 

Arab countries. Also, a cloud-based data parser and an accurate time assessment of a person’s mental 

health can be introduced to get early medical assistance. 
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