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Abstract
Many social media platforms enable (nearly) anyone to post (nearly) anything. One 
clear downside of this permissiveness is that many people appear bad at determining 
who to trust online. Hacks, quacks, climate change deniers, vaccine skeptics, and 
election deniers have all gained massive followings in these free markets of ideas, 
and many of their followers seem to genuinely trust them. At the same time, there 
are many cases in which people seem to reliably determine who to trust online. Con‑
sider, for example, Do It Yourself (DIY) content about how to play guitar, bake, 
fix one’s plumbing, or repair one’s car. For these topics, those who have the largest 
accounts and the most popular content typically possess significant expertise. That 
is, social media users seem to reliably pick out DIY experts. We thus have a puzzle: 
why are social media users seemingly competent at identifying DIY experts, but not 
climate science or vaccine experts? In what follows, we solve this puzzle. We begin 
by identifying a novel wisdom of the crowds phenomenon: specifically we argue 
that the crowd (in combination with social media search and recommendation algo‑
rithms) reliably picks out DIY experts and serves as a credentialing institution for 
DIY content. Next, we argue that (a) there are five epistemic factors that determine 
whether the crowd can succeed at recognizing experts on social media platforms, 
and (b) while many of those factors are satisfied to a sufficiently high degree by DIY 
content, they are mostly lacking for content about climate change or vaccines.
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1 Introduction

Many social media platforms enable (nearly) anyone to post (nearly) anything. One 
clear downside of this permissiveness is that many people appear bad at determining 
who to trust online. Hacks, quacks, climate change deniers, vaccine skeptics, and 
election deniers have all gained massive followings in these free markets of ideas, 
and many of their followers seem to genuinely trust them (as evidenced by vaccine 
misinformation being negatively correlated with intent to vaccinate (Enders et al., 
2020; Loomba et al., 2021; Latkin et al., 2023), or by followers showing up at the 
White House on January 6th (Van Swol et al., 2022).

At the same time, there are many cases in which people seem to reliably deter‑
mine who to trust online. Consider, for example, Do It Yourself (DIY) content about 
how to play guitar, bake, fix one’s plumbing, apply cosmetics, or repair one’s car. 
For these topics, those who have the largest accounts and the most popular videos 
also possess significant expertise. That is, social media users seem to reliably pick 
out some (though not necessarily all) experts in these areas.

We thus have a puzzle: why are social media users seemingly competent at iden‑
tifying DIY experts, but not climate science or vaccine experts? DIY content (e.g., 
guitar tutorial content) and content about vaccines (for example) are similar in many 
respects. Platforms typically treat them similarly, allowing nearly anyone to post 
nearly anything without platform‑generated assessments of expertise or accuracy.1 
In fact, to the extent that there is a difference in how they are treated, content about 
vaccines is typically held to higher standards since it is often more important that 
people have accurate information. Moreover, all these topics, from guitar playing 
to virology, have posts and content from both experts and non‑experts, the creden‑
tialed and the uncredentialed, and the sincere and the deceptive. Despite all of these 
similarities, the most popular guitar tutorial content creators typically have signifi‑
cant expertise at guitar, but a significant portion of the most popular medical content 
creators do not have sufficient expertise and/or often mislead users.

In what follows, we solve this puzzle by rethinking traditional ways of fram‑
ing the problem of recognizing experts. Philosophers concerned with this problem 
have primarily focused on whether (and when) individuals are capable of (or likely 
to) recognize experts (e.g. Goldman, 2001; Anderson 2011; Guerrero 2016; Levy, 
2019; McKenna, 2023). Solutions have thus often focused on improving the like‑
lihood that individuals recognize experts, whether by education (either teaching 
information or skills (e.g. Caulfield & Wineburg 2023)), attempts to reduce bias,2 
or improvements to the overall epistemic environment (e.g. interventions on creden‑
tialing institutions, media, social networks, etc. (Anderson 2011; Guerrero 2016; 
Levy, 2019; Marin, 2022; Amico‑Korby et al., 2024)). We are friendly to many of 
these proposed solutions, but we should not conclude that, if they fail, the problem 
of recognizing experts is intractable. Rather, we will demonstrate that the crowd can 

1 One interesting exception is how YouTube handled medical content after the spread of Covid‑19 mis‑
information on the platform (Get info on health-related content—YouTube Help.; Currin 2021).
2 See Kovaka (2021) for discussion of these first two approaches.
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recognize experts in certain conditions, even when individuals would struggle to 
recognize them.

More specifically, we claim that social media platforms have enabled a novel wis‑
dom of the crowd phenomenon to emerge. Specifically, the crowd—in combination 
with search and recommendation algorithms—can reliably identify DIY experts 
and thus fulfill one of the main functions of a credentialing institution. However, we 
also claim that a necessary condition for this wisdom of the crowds phenomenon 
to get off the ground is that individuals are (at least) somewhat reliable evaluators 
of individual pieces of content.3 This condition fails to hold, we argue, for many 
types of non‑DIY content, including content about climate science, vaccine safety, 
and election safety.4 Thus, the crowd—in combination with search and recommen‑
dation algorithms—is unable to serve as a reliable credentialing institution for non‑
DIY content creators. That is, evaluations of DIY content by individuals are reliable 
enough that when aggregated the crowd reliably picks out experts, but this doesn’t 
hold for non‑DIY content.5

Importantly, while our focus will be on defending and explaining one instance 
where the crowd can recognize experts (DIY content experts), we will provide a 
more general recipe for determining when (and how) the crowd can succeed at this 
task. Specifically, we will provide a set of conditions for when we should expect 
individuals to be reliable (enough) judges of individual pieces of content, and sug‑
gest that, in those conditions, appropriate aggregation methods should result in a 
wise crowd.

This solution is particularly important because many authors have noted indi‑
viduals’ difficulties in recognizing experts (Goldman, 2001; Guerrero 2016; Levy, 
2019). One of the primary difficulties is the vast number of domains in which we all 
must rely on experts, including bridge building, virology, plumbing, food safety and 
cooking, automobile engineering, water treatment, weather prediction, and so many 
more (Milgram 2015). With sufficient time, most people could presumably recog‑
nize experts in each of these domains. Indeed, with sufficient time, most people 
could become experts themselves in most of these domains. But none of us can do 
this work for all of these domains. The most common social solution to this problem 
is credentialing institutions. But such institutions are costly to create, maintain, and 
oversee. Our solution shows that, for some subject matters, there is another solution. 
The crowd can recognize experts and serve as a credentialing institution, even when 
no individual would be in a position to do this work themselves.

Our proposal may seem surprising because the wisdom of the crowds is often 
thought to contrast with the wisdom of experts. For example, scholars have typically 
focused on determining when the crowd is as reliable (or more so) than experts, 

3 As we’ll point out, there are many cases where one might be a somewhat reliable evaluator of indi‑
vidual pieces of content but still struggle (or fail to be in a position to) recognize experts.
4 While there are many types of non‑DIY content, for ease we will use “non‑DIY content” to refer to 
informational non‑DIY content throughout.
5 The wisdom of the crowds has been explicitly connected with search and ranking algorithms at least 
since Brin & Page’s (1998) influential PageRank paper. For an overview of more current work on the 
wisdom of the crowds and PageRank see Masterton & Olsson (2018).
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so that they might determine when it is reasonable to replace decision making by 
experts with decision‑making by the crowd. It is thus a significant upshot of our 
proposal that we can sometimes harness the wisdom of the crowds to recognize 
experts.6

Our proposal may also seem surprising in the context of recent (predominantly 
negative) academic and non‑academic discussions of search and recommendation 
algorithms, as well as social media platforms more broadly. Platforms have been 
accused of shortening attention spans (Hari, 2022), contributing to the spread of 
misinformation (Barrett & Hendrix, 2022; Myers, 2022) and the formation of filter 
bubbles and echo chambers (Sunstein, 2017; Nguyen 2020a), and increasing polari‑
zation (Barrett et  al., 2021). Recommendation algorithms specifically have been 
accused of guiding our attention towards the wrong things (Schuster & Lazar, 2024), 
making YouTube “the great radicalizer” (Tufekci, 2018), taking us down the rabbit 
hole (Alfano et al., 2021; Tang et al., 2022), of being “the Great Polarizer” (DiResta, 
2018), and—by an ex‑YouTube designer—for increasing the glut of misinformation 
on YouTube and allowing “fiction to outperform reality” (Lewis, 2018).7 Some have 
viewed things as dire enough to call for radical changes to social media. For exam‑
ple, Regina Rini has suggested that we should perhaps “blow it all up”:

If we can convince people to become universally skeptical of social media 
content—to disbelieve everything conveyed through the medium […] then we 
can at least blunt the effects of induced turmoil […]. On this strategy, social 
media needs to be brought down to the epistemic level of children’s cartoons; a 
source of diversion, but not a place any adult would think to go for information 
(Rini, 2021).8

Importantly, these concerns are not simply academic. For example, New York 
(U.S.) Governor Kathy Hochul has recently signed a state bill (the Stop Addictive 
Feeds Exploitation (SAFE) for Kids Act) that prohibits social media platforms from 
serving content to users under the age of 18 based on recommendation algorithms 
(Tenbarge, 2024). Other states are likely to follow suit. In the EU, the Digital Ser‑
vices Act places constraints on the recommendation and content moderation systems 
used on large social media platforms. More broadly, governments around the world 
are grappling with regulation of recommendation algorithms, and for good reason. 
People increasingly get their news and information from social media platforms 
(54% of US adults, per Pew Research (Social Media and News Fact Sheet)), and 
“teenagers swim in a sea of digital information.” (Breakstone et al., 2021) More than 
75% of students in the US report getting their news “often” or “sometimes” from 
social media, and 69% report getting their news from videos on sites like YouTube 

6 In a sense, this still constitutes a replacement of expertise. After all, by recognizing expertise the crowd 
is fulfilling an important function of credentialing institutions, and the work of such institutions is often 
performed by experts. For example, medical school curriculum and certification exams are typically 
designed and created by medical experts.
7 Recent updates to YouTube’s algorithm appear to have mitigated some of the concerns about radicali‑
zation (Brown et al., 2022).
8 See also Campbell (2024) who argues that we have a duty to quit using social media platforms.
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(Dautrich, 2018). Crucially, people (especially young people) do not merely see 
news on social media platforms, but often believe and trust it. According to Pew 
research, U.S. adults under 30 indicate that they trust information they get from 
social media sites almost as much as national news outlets (Trust in Media).

In this context, we think it is especially important to draw attention to this wis‑
dom of the crowds phenomenon. It is a significant and overlooked epistemic good 
that social media platforms—and recommendation algorithms specifically—have 
helped provide, which is worth understanding for its own sake (how is it that an 
algorithm that sorts content based on predicted engagement reliably produces high 
quality epistemic results?). Moreover, in the context of broader political conversa‑
tions about how to regulate social media, it is essential to understand the benefits of 
social media alongside its risks and costs. Further, it is essential to understand the 
epistemology of these algorithms for two reasons. First, people increasingly depend 
on algorithms to present their news and information, and so we should analyze when 
it is reasonable to do so, in order to provide appropriate advice and education to 
social media users. Second, platforms and democratic governments can only make 
intelligent decisions about recommender systems if we properly understand them. 
Blowing it all up, as Rini suggests, may ultimately be what is required, but doing so 
would come at great cost.

Our proposal implies that the wisdom of the crowds phenomenon does not work 
for all content. For this reason, our final section proposes a concrete strategy for 
platforms to implement when the wisdom of the crowds fails. While we do not argue 
that our proposal should be a legal requirement, we contend that platforms must 
make some adjustments when crowds fail to identify experts. We propose that they 
should rely on real‑world credentialing institutions with democratic oversight to help 
them sort their content. Importantly, our proposed strategy (1) doesn’t require plat‑
forms to make epistemically fraught decisions, (2) involves democratic oversight, 
and (3) is easy for platforms to implement.

We proceed as follows. First, we identify and explain this novel wisdom of the 
crowds phenomenon. Specifically, we argue that the crowd can reliably pick out 
experts and serve as a credentialing institution. Second, we defend our explanation 
for the puzzle just introduced. We argue that (a) five epistemic features determine 
whether the crowd can succeed at recognizing experts on social media platforms, 
and (b) while many of those features are satisfied to a sufficiently high degree by 
DIY content, they are mostly lacking for non‑DIY content (e.g., about climate 
change or vaccines). Third, we situate our explanation in the broader literature on 
explanations for why people form problematic beliefs. And finally, we argue that our 
analysis of the puzzle implies that social media platforms ought to treat content that 
satisfies our factors and content that does not differently.

2  The Phenomenon

Generally, a crowd is wise whenever it produces accurate judgements (Thorn & 
Schurz, 2012). In traditional examples, authors have often measured accuracy by 
comparing the crowd’s accuracy to that of expert individuals. The best‑known 
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examples of the wisdom of the crowds effect are for estimates of physical quanti‑
ties (e.g., how much a cow weighs, how many jellybeans are in a jar, or how many 
people live in a particular country). In these cases, an aggregate of individual peo‑
ple’s judgments is often more accurate than almost any individual judgment, though 
this can depend on the specific method of judgment aggregation (Galton 1907; 
Surowiecki, 2005; Solomon, 2006; Page, 2007; Keck and Tang 2020).

We contend that social media platforms have enabled a novel wisdom of the 
crowds phenomenon to emerge. Specifically, the crowd—in combination with 
search and recommendation algorithms—reliably picks out DIY experts much better 
than individuals can, and thus fulfills one of the main functions of a credentialing 
institution. Here’s how this works. Individuals are somewhat reliable evaluators of 
individual pieces of DIY content on social media platforms. When people positively 
evaluate DIY content, they often react in measurable ways (e.g. liking, sharing, sub‑
scribing to the channel, or continuing to consume content from the creator). When 
people negatively evaluate DIY content, they are unlikely to continue consuming 
content from that creator or react to it positively (e.g. by liking or subscribing). That 
is, people’s epistemic assessments of DIY content are a significant factor in their 
engagement patterns for that content.9

Of course, these individual epistemic assessments are fallible and limited. First, 
the epistemic quality of content is only part of what drives people’s engagement 
decisions. For example, people may not react positively to high‑quality information 
if it is about something they find gross or disgusting. Similarly, people may find 
bad content amusing in certain contexts (perhaps someone whose cakes always turn 
out hilariously bad) and react positively to it.10 Second, most people only assess a 
minuscule sample of content for any domain, and thus have limited evidence about 
the overwhelming amounts of content on platforms (e.g., YouTube has ~ 14 billion 
videos per McGrady 2023). Third, people spend very little time on any piece of con‑
tent (Nielsen, 2011). Fourth, while people are somewhat reliable evaluators of indi‑
vidual pieces of DIY content, many individuals lack significant expertise in the DIY 
content they consume.

These four limiting factors imply that many individuals are unlikely to be capa‑
ble of doing what the crowd, in combination with the relevant algorithms, does.11 
For example, suppose individuals were given access to YouTube’s 14 billion vid‑
eos sorted by upload date. Even if they were highly reliable at evaluating individual 
pieces of content in the many DIY subject matters represented on YouTube, it would 
take an extraordinary amount of time to identify and rank subject matter experts. 
And the average person probably is not highly reliable (e.g., they are likely to miss 

9 Recommendation algorithms from their inception were designed to exploit the wisdom of the crowds, 
but not for purely epistemic ends. Information was too abundant and too overwhelming online, and rec‑
ommendation algorithms were proposed as a way of harnessing the crowd to determine what individual 
users were likely to find engaging and useful (cf. Shardanand & Maes’ 1995 classic paper). Given this, it 
is somewhat surprising that less attention has been paid to when and how these algorithms can be used to 
produce epistemically good results.
10 We discuss this in greater detail when discussing factor 3 below.
11 Of course, there will be some members of the public who have significant expertise in various DIY 
subject matters.
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nuance that an expert would detect). Despite this, as in more traditional wisdom 
of the crowds phenomena, fallible and limited individual assessments can lead to 
highly accurate group assessments when appropriately aggregated.

Successful aggregation depends on the search and recommendation algorithms. 
The technical details of these algorithms are unnecessary for our purposes, but at a 
conceptual level these algorithms preferentially display content according to engage‑
ment metrics such as likes, shares, subscriptions, views, and watch time, perhaps 
weighting reactions from individuals like the user (in some sense).12 Search algo‑
rithms sort items in search (Rieder et  al., 2018), and recommendation algorithms 
shape the display and order of content on home pages, feeds, and up‑next panels 
(Goodrow 2024).13 Our contention is that these algorithms use the behavioral sig‑
nals generated by individuals’ (somewhat) reliable epistemic assessments of the 
quality of content, and then output lists of DIY content creators who in fact are 
experts in their respective areas.

Of course, these algorithms aggregate individual judgments very differently 
than in traditional instances where the crowd is wise. In traditional instances, peo‑
ple make judgments about a question (e.g., “size of p?”), and then those judgments 
are aggregated (e.g., compute the mean) and compared with the accuracy of those 
individual judgments (especially those made by experts). Social media algorithms, 
in contrast, aggregate behavioral indicators (e.g., engagement) rather than explicit 
judgments, and their main output answers a question that most individuals were not 
attempting to answer. Individuals assess the quality of individual pieces of content, 
and the algorithms output a list of DIY experts.

There are two important upshots of this phenomenon. First, these algorithms pro‑
duce aggregate judgments of DIY content that improve accuracy and provide accu‑
rate assessments of questions that individuals didn’t directly try to answer. In fact, 
they may even be sufficient to act as (informal) credentials. Credentialing institu‑
tions are extremely costly (in money, time, and people) to design and run. Given that 
these systems are capable of accurately identifying DIY experts, they may be able to 
supplement or replace these institutions in some circumstances.

Second, these algorithms enable individuals to rapidly identify high‑quality 
content and high‑quality experts to learn from. For most of human history, if one 
wished to learn (or improve at) a skill, one had to either make progress on their 
own (reinvent the wheel, so to speak) or do the work of finding an expert to teach 
them (or some combination of both). And the work of finding experts to trust is 
arduous, especially for novices.14 Credentialing institutions have made the task 
of finding experts much easier, as one can rely on credentials to identify who to 

12 Relevance to the query is also an important factor for search algorithms.
13 Different platforms prioritize different engagement metrics (Narayanan, 2023; Thorburn, 2022). We 
largely focus on YouTube because of its importance as a platform for DIY content (and as the second 
most visited platform worldwide as of November 2022; McGrady et al., 2023), for which watch time has 
long been one of the most important factors (Meyerson 2012; Covington et al., 2016; A Few Factors in 
Search Ranking—YouTube Help).
14 See, for example Goldman’s (2001) discussion of determining the quality of putative experts without 
relying on credentials, and Guerrero’s (2016) discussion of the difficulty of determining who to trust 
even when one has credentials.
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trust—perhaps a licensed plumber or a Julliard‑trained guitarist. But there are three 
problems with this approach. First, while it’s somewhat easier to find these experts, 
learning from them remains expensive. Thus, on the traditional model, many peo‑
ple are constrained (for monetary reasons) in how many skills they can study and 
develop. Second, experts have limited time. For instance, individual guitar experts 
can only teach so many students in‑person at the same time, thereby increasing costs 
and reducing learning opportunities. Finally, in the context of social media, creden‑
tials (or markers thereof) have not been built into the architecture of platforms. One 
cannot, for instance, search YouTube for “Julliard‑trained guitarists” or “licensed 
plumbers” and find a list of videos created only by those who meet those qualifica‑
tions. The lack of credentials contributed to the character of social media platforms 
in their early days, where scrolling YouTube was an adventure filled with videos of 
extremely low quality and unhelpfulness, but also the occasional gem.

The wisdom of the crowds phenomenon we’ve identified plays a significant role 
in addressing each of these problems.15 People now have cheap and easy access to 
high quality instruction in an extremely wide range of domains (though not all!). It 
is now easy to find high‑quality instructors and high‑quality information because of 
the wisdom of the crowds phenomenon, even without platforms integrating institu‑
tional markers of credentials into their design. People are thus able to pursue their 
ends and develop their perfections (Brink 2013, 2019; Bradford 2017) in a way and 
to a degree only previously available to the extremely rich and privileged. This, we 
submit, is a remarkable and important epistemic and moral benefit that social media 
platforms have provided.

At the same time, as previously noted, this phenomenon does not always work. 
Sometimes, the crowd does not find useful experts. The next section explains and 
defends five factors that influence people’s epistemic reliability (and behavioral indi‑
cators) for individual pieces of online content (i.e., when the wisdom of the crowd 
phenomenon will be able to get off the ground). We do not attempt to answer pre‑
cisely how reliable individuals must be, not least because there has been (to our 
knowledge) no empirical (or philosophical) work on this phenomenon. That being 
said, we believe that this is the sort of phenomenon whose mere description has the 
ring of truth to those who are familiar with it. For those with less familiarity with 
social media platforms, we encourage you to open YouTube (or other another social 
media platform with a robust DIY community) and search the DIY subject matter of 
your choice. We predict you will find that for most DIY subject matters, the people 
who have the most followers and the most consumed content typically have a high 
degree of expertise. For empirical researchers, we are hopeful that our proposal will 
seem plausible and important enough to be worth examining in greater detail.

Nonetheless, we now must consider seriously why our proposal does not also 
apply to content about, say, vaccines or climate change. It would be surprising to 
find popular content creators peddling bad cake recipes (in a non‑comedic manner), 

15 An interesting question that we do not answer here, is whether (and which) alternative aggregation 
methods for SM platforms would result in a similar phenomenon. We’re grateful to Phil Chodrow  for 
discussions of this point.
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but content creators who peddle election, vaccine, and climate misinformation have 
all (to various degrees and at various times) become very popular.16 Alex Jones, 
before being deplatformed, had 2.4 million YouTube subscribers (Coaston, 2018; 
Newton, 2018), and his site InfoWars had 10 million unique visits in a month at 
one point, comparable to Newsweek and The Economist (Beauchamp, 2016). Robert 
Malone (noted vaccine skeptic; Alba, 2022; Bartlett, 2021; Bella, 2022) has 1.1 mil‑
lion followers on X; Dinesh D’Souza (a spreader of election and Covid‑19 vaccine 
misinformation; Bump, 2023; Reuters Fact Check, 2022) has 3.6 million followers 
on X and 750 thousand subscribers on YouTube; and Dr. John Campbell (a YouTube 
account that popularized Covid‑19 misinformation; Gorski, 2022; Cercone 2024) 
has 2.88 million subscribers. Deceptive accounts created by the Russian Internet 
Research Agency before the 2016 presidential election collectively gained hundreds 
of thousands of followers (US v. Internet Research Agency 2018). Many of these 
followings were built despite various interventions from platforms (e.g. removal of 
content and downgrading in search (Get info on health-related content—YouTube 
Help)). These unreliable content creators all managed to generate comparable or 
more engagement than reliable medical content creators like the CDC (5.5 million 
X followers, and 628  k YouTube subscribers) and The Mayo Clinic (2 million X 
followers and 1.01 million YouTube subscribers).17 Content creators who mislead 
have, in many cases, amassed comparable followings to those who are trustworthy. 
and people do not seem to consume this content idly or solely for entertainment pur‑
poses. Polling data indicates that: many Americans (estimates range between 32 and 
52%) do not believe in human‑caused climate change (Funk and Kennedy 2016); 
36% of Americans believe the risks of the Covid‑19 vaccine outweigh the benefits 
(Funk et al., 2023); and three‑quarters of Trump voters incorrectly believe he won 
the 2020 election (Pew Research Center 2020).18 Finally, we know from extensive 
research that much medical information on YouTube is not of high epistemic qual‑
ity (Mamo et al., 2021; Crutchfield et al., 2021; Etzel et al., 2022; Tang et al., 2022; 
Ayo‑Ajibola et  al., 2024),19 as videos created by physicians often do not receive 
more views and/or likes than content made by non‑experts (Celik et al., 2020; Esen 
Özdemir et  al., 2023; Ayo‑Ajibola et  al., 2024), and higher epistemic quality of 
videos is often not associated with increased viewer interaction (Birch et al., 2022; 
Celik et  al., 2020; Murugiah et  al., 2011).20 Thus, we know that the crowd is not 

16 We focus on American examples due simply to our knowledge of them, not because this phenomenon 
is unique to the US.
17 These sites are some of the most popular, and most clearly trustworthy, though they are not the only 
such sites. See also Jaworska et  al., 2024 for more on what they call the “Twitter influencing elite” 
posted about Covid‑19, where they find that realDonaldTrump and elonmusk were two of the top 6 most 
retweeted and favorited accounts for Covid‑19 messages, both of which often spread problematic content.
18 There is also some evidence that exposure to misinformation decreases belief accuracy (Porter et al., 
2023).
19 In the worst cases, the only information on a topic is made by non‑experts, is extremely inaccurate, 
but nonetheless appears to be positively received by consumers (Mamo et al., 2021).
20 There are some unusual cases. For example, high quality videos on Transcranial Magnetic Stimulation 
in stroke both generate the most views, but also more dislikes than other videos (Askin et al., 2020).
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wise for these particular topics, but we do not yet have an explanation why.21 We 
now turn our attention to solving this puzzle.

3  Five Factors that Determine when it’s Safe to Trust the Crowd

We contend that five epistemic factors—framed here as questions—determine 
whether we should trust the crowd to recognize experts in a particular subject mat‑
ter. Each factor comes in degrees, and the higher the degree of satisfaction across all 
factors collectively, the more likely it is that it would be reasonable to trust crowds 
to identify experts in that subject matter. We do not provide precise thresholds (e.g. 
when these factors are sufficiently satisfied to warrant trust in the crowd), as differ‑
ent subject matters will satisfy these factors in different ways, and the importance 
of the various factors may vary by subject matter. Nonetheless it will always be the 
case that a higher degree of satisfaction for a factor increases the likelihood that the 
crowd is wise, and that it is thereby reasonable to trust the crowd.

The first two factors are closely related to what Goldman (2001) and Guerrero 
(2016) call ‘esoteric’ and ‘exoteric’ statements. According to Goldman, ‘esoteric’ 
statements are those that an expert makes where the truth values are inaccessible to 
novices. Truth values of ‘exoteric’ statements, in contrast, are accessible. Our first 
two factors can be understood as identifying ways that content can vary in its degree 
of accessibility to the public, and so are related to the exoteric‑ness of the content. 
We emphasize, however, that we are applying these concepts to a different task 
than these authors. Goldman, for example, is interested in when a lone individual 
could determine which of two putative experts they should trust. In contrast, we use 
these concepts to help identify the conditions under which the crowd can recognize 
experts.

A key background assumption is that, while most people consume large amounts 
of online content, they spend very little time on individual pieces of content. Hence, 
successful instances of the wisdom of the crowds phenomenon will often depend 
on people either being able to quickly determine whether the content is likely to be 
good, or having incentives to invest the time to test the advice (e.g. baking a cake). 
Moreover, we are interested in the crowd’s ability to serve as a credentialing insti‑
tution, and so we assume that the public can (at least, sometimes) judge expertise 
without a credentialing institution. With those background observations in place, we 
turn to the specific factors.

Factor 1  Does the public know what evidence is relevant to the evaluation of pur-
ported answers, solutions, or performances?

For many DIY cases, this is so clear that it almost sounds silly to point it out. It 
is obvious that we evaluate cakes based on taste, texture, and looks. Evaluating a 
performance of a song involves evaluating how the song is played. And so on. Of 

21 See also Sullivan et al. (2020) who apply Google’s PageRank to Tweets about vaccine information to 
see if this generates a wisdom of the crowds phenomenon and found that it did not.
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course, we typically can’t evaluate the taste and texture of a cake made by the DIY 
content creator. Thus, we must evaluate some of these features indirectly, which 
is usually relatively straightforward. For example, we might attempt to follow the 
putative expert’s directions precisely, and then (a) check the cake’s taste and texture 
given (b) how closely we were able to mimic the instructions and recipe that were 
provided. If the cake turns out poorly, and we’re reasonably confident that we mir‑
rored their directions, then we have a clear indication that the instructor who made 
the video is not an expert (or perhaps is trying to prank us or lead us astray).22 The 
evidence to evaluate in these cases is straightforward and clear.

However, other cases, particularly outside of the DIY realm, are not like this. For 
example, imagine that you’re invited to watch a sport that is new to you, and are 
given the task of evaluating player performance. You would likely find this task dif‑
ficult, as you do not know the objective of the game, the rules of the game, the roles 
and assignments of various players, and so on. This information is crucial for under‑
standing what evidence matters, how to interpret and think about your evidence, and 
so on. Thus, to the extent that someone lacks this information, they will struggle to 
accurately evaluate the performance.23

We contend that topics such as global warming are more similar to novel sports 
than cake baking. What should we evaluate if we are trying to determine whether the 
climate is warming? What evidence matters for answering this question? What are 
the rules governing what evidence matters and how to produce or evaluate it? Most 
of the public is unable to immediately answer these questions in an informative way. 
The following comment made by a person in the US (who sees little urgency to 
address climate change) reveals a lack of understanding about what to evaluate:

I just don’t think that there’s any evidence. I mean I don’t see where anything 
has changed throughout my life. The summers aren’t hotter. It’s just not any 
different ~ Woman, 40 s, Mountain West (Pasquini 2023).

Or consider former US senator James Inhofe who brought a large snowball to 
the US Senate floor, apparently as evidence that it was unseasonably cold and thus 
concerns about climate change were overstated (Barrett 2015). In both cases, these 
individuals appeared to not know what to evaluate in order to determine whether the 
climate is warming; they focused on evidence regarding (spatially and temporally) 
local weather as opposed to evidence about global climate.

There are many other examples in which the public typically does not know what 
to evaluate in order to answer a question. Imagine being asked to determine (with‑
out relying on credentials) whether someone was qualified to analyze data from the 
Large Hadron Collider. We should not expect individual members of the public to 
have any idea what evidence is relevant to making such an assessment.

The climate change and Large Hadron Collider cases mirror the novel sport case 
in several ways, but not all ways. To the extent that one lacks a clear understanding 

22 There will also be cases where it’s difficult for non‑experts to determine whether they’ve appropriately 
followed the directions.
23 Of course, possession of this information does not require conscious awareness or even conscious 
accessibility.
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of the objectives and rules of inquiry, of performance, etc., one will find it difficult 
to know what evidence matters, what to evaluate, and how to evaluate it. There is, 
however, an important difference between these cases in terms of accessibility of 
information about what evidence matters. For new sports, the relevant information 
is typically easily accessible at little cost to non‑experts. The rules are often publicly 
available, friends might share information, commentators will provide information, 
and so on. But in the case of climate science or particle physics, knowing what evi‑
dence matters will often require an immense amount of domain‑specific knowledge 
and education. And that is the sort of thing that is not readily possessed nor easily 
attainable by the average person without significant time and effort. Most impor‑
tantly for our purposes, it’s not the sort of thing that most people take the time to 
develop before they make rapid evaluations of content on social media platforms.

Straightforwardly, if the public doesn’t know what evidence is relevant to answer‑
ing a question, we shouldn’t expect them to be reliable enough judges of answers 
to that question. To the degree that important questions in a field often have this 
feature, then we should not trust the crowd to evaluate expertise. We can thus cap‑
ture the lesson of Factor 1 as follows: The more difficult it is for non‑experts to 
know what they are supposed to evaluate, the less likely it is that they’ll be adequate 
judges of purported answers.

Factor 2  How easy is it for the public to evaluate purported answers, solutions, or 
performances?

A closely related way of putting this factor is in terms of the public’s degree of 
skill or expertise at evaluating content in the relevant area. This factor is distinct 
from the first, as it is one thing to know what evidence is relevant to the evaluation 
of purported answers, but a very different thing for it to be easy to actually evalu‑
ate them. For example, when I watch grandmasters play chess, I know that I should 
evaluate their positioning, the protection of their king, their pawn structure, and so 
on. However, doing this well is extremely difficult. Most of the general public lack 
significant expertise at this task.

In general, answers, solutions, and performances can vary in how easy they are 
for the public to evaluate or in terms of what proportion of the public have signifi‑
cant skill in making evaluations. In the best cases, (nearly) everyone is capable of 
evaluating proposed answers. For example, if the question is “what are today’s spe‑
cials on the menu?”, then everyone who looks at the menu (and speaks the language 
of the menu, has normal vision, etc.) will be able to answer the question and evalu‑
ate others’ answers to the question. In many DIY cases, the relevant evaluations are 
relatively straightforward. For example, it is easy to determine whether one’s sink is 
still clogged by checking whether water is pooling in it. In other cases, the average 
member of the public may find evaluation initially difficult but could master it with 
little time and effort. For example, someone who has never had alcohol or spicy 
food might struggle to evaluate the quality of a whiskey or a papaya salad due to the 
strong flavors of whiskey or the intensity of the spice. Even if this person knew what 
sort of qualities they should be trying to evaluate, they might be unable to detect 
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them. However, with relatively minimal effort, most people can build up sufficient 
tolerance and experience to make better evaluations of whiskey and spicy foods.

In the worst cases, however, it is very difficult for non‑experts to evaluate pur‑
ported answers correctly. The public is unlikely to have the skill to evaluate the qual‑
ity of a proposed proof of Fermat’s last theorem, the quality of a climate modeling 
technique, or the quality of a new jet engine prototype, even if they know the types 
of evidence that would be relevant. And they certainly won’t be able to do so in the 
timeframes of social media content consumption.24 As a result, we should expect the 
wisdom of the crowd phenomenon to fail when people cannot quickly and reliably 
(enough) evaluate the relevant subject matters (even if they know what evidence to 
consider).

Although evaluation difficulty usually impairs assessment of expertise, there may 
be some exceptions. In particular, we must distinguish between direct and indirect 
evaluation. Consider a case (adapted from Nguyen, 2020b, p. 2806):

Meteorology: Noah is not a meteorologist. He knows very little about the sci‑
ence of weather prediction and has very little idea about how to answer ques‑
tions in meteorology. Thus, when a purported expert meteorologist makes a 
weather prediction, before the date of the prediction, Noah is not able to evalu‑
ate the prediction’s accuracy nor plausibility. Nonetheless, once the date of the 
prediction arrives, Noah can evaluate the accuracy of the prediction.

In this case, Noah cannot evaluate the meteorologist’s predictions ex ante in the 
way a fellow meteorologist would. Still, can get evidence regarding the accuracy 
of their predictions by checking the weather on the corresponding day. That is, the 
evaluation of expertise can proceed by confirmation of specific predictions.

Before moving onto factor 3, consider an example to underline how failures of 
factors 1 and 2 show up in real life, even for the highly educated. Sam Wineburg 
& Sarah McGrew (2019) asked small groups of Stanford undergraduates and Stan‑
ford history professors to evaluate the credibility and plausibility of various pieces 
of content on the web. Participants were provided the content, but also a full web 
browser and the freedom to use the wider internet in their task if they wished. Sur‑
prisingly, only two out of ten of the Stanford historians evaluated content adroitly; 
they were often no better than undergraduates at making evaluations. All partici‑
pants sometimes rated problematic materials produced by hate groups as having 
high credibility and plausibility. The explanation for these failings, according to 
Wineburg & McGrew, is that both historians and undergraduates tended to rely on 
their own ability to make evaluations when examining content. When presented with 
a web page, they would scroll the page, read the content, perhaps check the “about” 
page on the website, and then attempt to evaluate the article based on its own merits 
and whatever indicators of professionalism (like citations or professional seals) or 

24 Consider the following comment about climate change made by a person in the US: “I think there’s 
been extreme weather events since the beginning of time. … There’s been hurricanes, tornados, all that. 
I just don’t buy into the fact that they’re getting worse” –Man, 50  s, Coastal Florida (Pasquini 2023). 
This individual seems to know one type of evidence that matters for evaluating the question (factor 1), 
but struggles to evaluate, perhaps because determining the frequency of severe weather events is difficult 
using only personal experience.
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accuracy they could find on the page. However, because they lacked expertise in the 
relevant areas, even very smart members of the public (Stanford historians!) were 
easily taken in by deceptive and problematic content and made many mistakes.

The former study involves small samples, but Breakstone et al. (2021) echoes the 
underlying lessons of that paper in survey work with 3,466 high school students. 
When the students were asked to investigate a site claiming to “disseminate factual 
reports” on climate science, 96 percent never learned about the organization’s ties to 
the fossil fuel industry. More than half believed that an anonymously posted Face‑
book video, shot in Russia, provided “strong evidence” of US voter fraud. Much 
like the Stanford historians and undergrads, one way these high school students 
seemed to run into trouble was by evaluating the content on its own merits or on the 
merits it claimed for itself. For example, in the climate science case some students 
cited factors like the website having a “.org” at the end of its URL as evidence for 
its reliability, or that “they [the website pages] provide evidence for both sides and 
state matters in a scientific manner”. Regarding the video shot in Russia, many stu‑
dents simply took the video at face value: “Yes, it shows video evidence of fraud in 
multiple different states at multiple different times”, and “[it provides strong evi‑
dence of Democratic voter fraud] because the video showed people entering fake 
votes into boxes.” These examples suggest that the participants often did not know 
what evidence was relevant for making accurate assessments and lacked the skill to 
make the assessments when they did.25 Of course, even when people know what to 
evaluate and have the skill to evaluate it, they may not have the time to make such 
evaluations.

Factor 3  What is the time frame for evaluation?

People rarely spend significant time on any particular piece of social media con‑
tent (Nielsen, 2011), even though some content requires significant time to evalu‑
ate. For example, suppose a climate scientist predicts that global warming will 
increase the frequency of severe weather over the next 50 years. Direct evaluation is 
unlikely to be successful (due to the previous two factors), and people cannot wait 
for 50 years to determine accuracy through indirect means. In general, the longer the 
time frame for evaluation, the less likely it is that the crowd will be able to success‑
fully recognize experts.

People sometimes have epistemic or non‑epistemic reasons to invest time in test‑
ing or evaluating the content. For example, people may spend considerable time to 
improve their evaluation of DIY content, particularly if it improves their ability to 
learn a skill or accomplish a task. People wishing to learn how to play guitar, bake, 
better understand their car engines, or many other (but not all) activities will need to 
make significant time investments. Crucially, the time investment will frequently put 
them in a better position to evaluate the content quality. For example, imagine one 
watches multiple videos from the same guitar instructor over the course of several 

25 See also Caulfield & Wineburg (2023) for extensive discussion of these failings as well as practical 
lessons for doing better. Kreps & Kriner (2020) provide further evidence of people’s failures to distin‑
guish fact from fiction, this time with respect to Covid‑19.
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weeks and spends the requisite time practicing what was taught. By the end of this 
period, they should be able to recognize improvement—they can play a new song, 
they’ve learned a new scale, they’re developing a new technique. The time spent fol‑
lowing the DIY advice thereby improves one’s ability to evaluate the content.

Of course, this doesn’t always hold. For example, people may consume DIY con‑
tent purely for entertainment, as poor DIY content (bad cooking instructions, for 
example) can be particularly amusing. Nonetheless, we do not think this seriously 
undermines the wisdom of the crowds phenomenon for two reasons. First, when one 
searches (for example) for “vanilla cake recipes” on YouTube, humorous “bad” DIY 
videos are not at the top of the recommended videos. Second, we hypothesize that 
this type of content tends to occur in those areas where the average member of the 
public has the most expertise and is thus the least likely to be led astray by bad con‑
tent. The humor of such content often requires that the audience be in on the joke. 
TV shows like “Nailed It,” where amateur bakers with poor baking skills often fail 
at difficult challenges, wouldn’t be as funny if the audience wasn’t aware that they 
were failing.26

In contrast, non‑DIY content often does not incentivize spending extra time with 
the content to self‑improve or otherwise learn to evaluate the content. For exam‑
ple, the “news‑finds‑me” effect—the perception some individuals have that they are 
well informed without intentionally following the news because the news finds them 
(e.g., through peers and social media)—is well documented (Gil de Zúñiga et  al., 
2017; Park & Kaye, 2021). In these cases, rather than actively seeking out and prac‑
tically testing information, people wait on information to come to them. When this 
effect is active, we should expect people to spend limited time on each piece of con‑
tent, and people’s evaluation of that content will likely be correspondingly poor.27

Relatedly, one might wonder whether individuals who consume news and non‑
DIY informational content on platforms form an epistemically problematic subset 
of the population. Perhaps, for example, those who wish to find reliable information 
rely on traditional news sources or reliable institutions like the CDC, while the less 
epistemically virtuous get news and information from social media platforms like 
YouTube. In such a case, engagement markers of news and informational content on 
social media platforms would be distorted by the skewed population, and the wis‑
dom of crowds phenomenon would likely fail.28

Without extensive empirical work, it is difficult to evaluate the likelihood of this 
scenario, but we note several things that suggest it should not be overstated. First, 
as we previously observed, significant portions of the population get their news and 
information from social media platforms. Second, many reliable news (and other) 
organizations and experts spend considerable time producing social media con‑
tent. Until very recently (and arguably even still), X (formerly known as Twitter) 
had an extensive journalistic, academic, and “expert” presence. Moreover, reliable 
sources on social media platforms are often very popular, though not necessarily 

26 We are grateful to an anonymous reviewer for encouraging us to discuss this point.
27 A similar phenomenon could occur if people consume content to affirm their identities. We briefly 
discuss this point in the next section in the context of non‑DIY content.
28 We are grateful to an anonymous referee for encouraging us to explicitly address this.
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more popular than unreliable sources.29 Finally, even if something like this hypoth‑
esis holds today, we are skeptical that it will continue to hold in the future. A survey 
of nearly 10,000 highs school students in the US found that over 75% report getting 
news from social media sometimes or often, and especially from videos on websites 
like YouTube (Dautrich, 2018). Social media has become the dominant form of con‑
tent on the internet, and it is likely that going forward most people (the epistemically 
virtuous and vicious alike) will get at least some news and information from these 
sites.

Let us reiterate the central point of this section. Successful instances of the wis‑
dom of the crowds phenomenon depend on people either being able to quickly deter‑
mine whether the content is likely to be good, or having incentives to invest the time 
to test the advice.

The previous three factors focused on constraints on the assessor, but the reasons 
we require expertise are also relevant.

Factor 4  How fine‑grained are the distinctions between degrees of expertise that we 
need to make?

Factors 1–3 come in degrees, and they may be satisfied to a high degree for some 
questions in a subject matter and not for others. Consider DIY fitness. Some aspects 
will be straightforward for people to evaluate, such as changes in their performance 
or physical appearance over time. But it will also involve some elements that people 
are probably not well prepared to evaluate, such as the long‑term health effects of 
certain supplements or diets. In cases like DIY fitness, the crowd might reliably pick 
out experts in a subset of a subject matter (e.g., those with expertise about improv‑
ing athletic performance), but not for other parts of the subject matter (e.g., the long‑
term health effects of supplements or diets). The wisdom of the crowds will only be 
broadly useful if expertise in the former subset predicts expertise in the latter.

Relatedly, we should expect the crowd on a platform like YouTube to be fairly 
lenient about who counts as an expert, even in those cases where the wisdom of the 
crowds phenomenon is successful. Because of this, when the stakes are high, we 
may wish to rely on a more traditional credentialing institutions to pick out a narrow 
range of experts with sufficiently high degrees of expertise.

There are two reasons why we should expect this. The first is that the incentives 
and stakes that individual evaluators have when evaluating a piece of content vary 
widely. If I wish to learn guitar basics, I do not need to identify one of the best 
guitar players or even one of the best guitar teachers in the world. Many mediocre 
players and teachers could show me how to fret basic chords and help me accom‑
plish my goals. Thus, when low degrees of expertise will satisfy the needs of a suf‑
ficiently large proportion of a subject matters’ content consumers, we should expect 
the crowd to pick out a fairly wide range of people as suitable experts.

Second, in some cases, more precise distinctions between degrees of expertise 
will require that the crowd do better on factors 1–3. For example, it may be that the 

29 Another way of putting this is that the crowd in combination with recommendation algorithms doesn’t 
distinguish between experts and non‑experts.
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crowd is perfectly capable of picking out pretty good pianists. The public could cer‑
tainly distinguish between the authors’ ragged and halting performances of Chopin’s 
Nocturnes and a virtuoso’s performance. However, many members of the public will 
not have an awareness of the range of techniques required to properly perform Cho‑
pin’s Nocturnes, nor the ear to recognize whether a particular pianist has executed 
them.30 As the crowd does worse with respect to factors 1–3, we should expect the 
crowd to include a wider and wider range of people in their pool of experts.

One may wonder whether this matters. Lay people should rely on expert consen‑
sus, but if there is no expert consensus, then individual experts’ opinions shouldn’t 
be accorded special weight. What matters is whether there is consensus amongst 
experts, and whether those we learn from and listen to reflect that consensus.31

We agree that lay people often should rely on expert consensus when they can. 
Nonetheless, we have identified two distinct methods of determining who the 
experts are: traditional credentialing institutions and the wisdom of the crowds. 
Answering the question “is there expert consensus?” will (in some cases) depend 
on which method we use because the methods are likely to differ in how stringent 
they are about who counts as an expert. For example, there may be some questions 
that all physicists with very high degrees of expertise agree on, but that those with 
some (but not a very high) degree of expertise lack the skill to evaluate and often get 
wrong. Including a wider range of people as experts in a case like this may result 
in the appearance that there is no expert consensus on these questions. In a case 
like this, it would be better to rely on the consensus of experts as credentialed by 
traditional credentialing institutions than as credentialed by the crowd. Thus, while 
we agree that lay people often should defer to expert consensus, when the stakes are 
high, we may wish to rely on traditional credentialing institutions to pick out who 
the relevant experts are.

Factor 5  Is the crowd sufficiently epistemically independent?

Finally, the crowd may fail to do sufficiently well when its members are insuffi‑
ciently independent from one another. There are convincing formal (Page, 2007) and 
empirical (Lorenz et al., 2011) reasons for thinking that the wisdom of the crowds 
effect requires that individuals’ judgments are to some degree informationally inde‑
pendent, and that increased independence increases crowd accuracy.32 Intuitively, 
wisdom of the crowds phenomena work by pooling the private information people 
possess, which—when aggregated—is greater than the information possessed by 
any individual in the group. However, if individuals fail to contribute private infor‑
mation (perhaps because they suppress their own views and copy what other people 
have thought, or merely signal boost information they’ve come across elsewhere), 
this will tend to negate the effect.

30 This thought is often comically captured by the popular “what people think is hard vs. what’s actually 
hard” genre of video.
31 We are grateful to an anonymous reviewer for pointing out this concern.
32 See Dietrich & Spiekermann (2013) for discussion of how to weaken independence requirements.
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We emphasize that complete epistemic independence is not required for wisdom 
of the crowds phenomena to arise. Individual evaluators can be epistemically cor‑
related, drawing on some shared information, without breaking the wisdom of the 
crowds to identify experts in some contexts. In the extreme of complete overlapping 
information, no wisdom of the crowds can arise, and so it is important to ensure that 
there is some measure of independence, even if it does not need to be complete.

Moreover, there are some ways that social media algorithms reduce the independ‑
ence of individual judges of content. The content that is most likely to be prioritized 
in search and recommendation will be content that has previously been consumed 
and judged favorably by others (or perhaps by bots or troll farms33), and those judg‑
ments will often be obvious to subsequent consumers (e.g., visible view and reac‑
tion metrics; Mansoury et al., 2020). Thus, people will often lack full independence 
when consuming content, for they will often have some idea of whether the con‑
tent is popular and whether people have positively or negatively reacted to it upon 
viewing.

We should expect reduced independence to have the following effects: people 
who become popular DIY content creators will tend to remain popular DIY con‑
tent creators, and new content creators in that area will have a difficult time gaining 
popularity. Those who become popular because they offer good advice will be pri‑
oritized in search, and new people who consume their content—because it contains 
good advice—will tend to react positively to it and consume more content by those 
creators, resulting in continued prioritization in search. New content creators, on the 
other hand, will typically not have their content prioritized and may find it more dif‑
ficult to generate significant views, thereby potentially causing content to stagnate 
and reducing the likelihood that new innovators in an area are able to gain popular‑
ity.34 That is, epistemic correlations are likely to lead to increased entrenchment of 
those who were previously judged to be experts.

Importantly, however, this weakness is also a strength. In the early days of the 
internet, search engines and platforms often had a relatively uncontrolled feel. One 
never knew what content one might find, what kind of quality it would be, and so on. 
This had some advantages, occasionally resulting in refreshing, original, or delight‑
ful discoveries. But it also had significant costs when compared to the way plat‑
forms organize information today, as it was often very time consuming and tedious 
to find high quality DIY content (or relevant content of any kind). In contrast, while 
the sense of surprise and originality may, to some degree, be reduced on modern 
platforms, the ease with which one can find high quality relevant content plausibly 
compensates.

The lesson of this factor is that we should not expect the wisdom of the crowds 
as aggregated by recommendation algorithms to do particularly well at recognizing 
innovation. For that reason, even when the other factors may be sufficiently satisfied, 

33 For some of the ways that orchestrated campaigns and social bots can manipulate engagement systems 
see Ferrara (2016) and Shao et al., (2018), see also Stanley‑Becker (2020 and Hao (2020) for examples 
and discussions of troll farms.
34 For work on how this has affected online political communities see Hindman et al., (2003).
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it may be best to rely on more traditional credentialing institutions if progress or 
innovation in a field is particularly important.

4  Explanations for Why People form Bad Beliefs

To sum up, we have argued that there are five epistemic factors about a subject mat‑
ter that influence the likelihood that the crowd can be wise at expert identification 
on social media platforms. We have also argued that DIY content typically scores 
somewhat well on these factors, but not non‑DIY content, especially (but not solely) 
content related to climate change, vaccines, and election safety. At this point, it 
is worth briefly stepping back and placing our account in the landscape of other 
accounts regarding why people form incorrect beliefs.

Our account explains when we should expect people to be sufficiently poor at 
evaluating online content that the crowd will be unable to reliably recognize experts. 
Notice that this is not yet an explanation for why people form bad beliefs. After all, 
it is possible that in many cases where people are likely to be poor at evaluating 
online content on their own, they nonetheless can recognize experts and defer to 
them. People may thereby be capable of forming accurate beliefs about the relevant 
propositions without the crowd thereby being able to serve as a reliable credential‑
ing institution. Similarly, people may form beliefs for reasons that are not epistemic.

Nonetheless, it will be useful to consider how our account fits with more common 
explanations for bad beliefs. According to one such explanation, people’s political 
identity plays an important role in explaining professions of bad belief. If respond‑
ing to a proposition in a particular way is a marker of political identity, then many 
people may believe (or profess belief) in accordance with their political identity and 
not the truth (Enders et al., 2020), perhaps because of motivated reasoning (Kunda 
1990; Lodge & Taber, 2013; Sinatra et al., 2014; Hart & Nisbet, 2012). We do not 
attempt to assess the merit of this view, but simply we note that—to the extent that 
it has merit—an additional factor should perhaps be added to our list.35 In circum‑
stances where people are likely to believe, profess belief, or consume content in 
accordance with political identity rather than truth (or in those circumstances where 
motivated reasoning is likely), we should expect the crowd to be less likely to be 
able to serve as a reliable credentialing institution.

Another explanation for bad belief appeals to people’s social networks (Contessa, 
2022; Levy, 2019; O’Connor & Weatherall, 2019). Much of what we know results 
from trusting our social networks, which can sometimes lead us astray. Our account 
is consistent with, and may even bolster, this style of explanation. We have identi‑
fied a set of conditions under which people will be unable to reliably evaluate online 
content on their own. In these conditions, if they are to do well, they will have to 
rely on others. And, while we think recent work by education scholars suggests that 
it is possible for people to do this well (and that it’s relatively easy to teach people 
how to do this well; Caulfield & Wineburg 2023), there is also good evidence that 
people (without these interventions) often don’t do well at this (Breakstone et al., 

35 Whether this is an epistemic factor, we leave to the side.
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2021; Wineburg & McGrew, 2019). Thus, whenever a subject matter scores low on 
our factors, if people rely on their own judgments, then we should expect them to 
do poorly. Moreover, if someone relies on their social network for answers but that 
network is primarily composed of unreliable (and/or non‑independent) individuals, 
then we should expect them to perform poorly.

Finally, a related explanation for bad beliefs appeals to the prevalence of decep‑
tive content. This sort of explanation may have caused some readers to formulate 
the following worry about our view. Many people produce deceptive or misleading 
(or doubt‑producing) content about vaccines, climate change, and election results 
(Oreskes & Conway, 2011; Hao 2020; Frenkel, 2021), but deceptive cake baking 
content is presumably much rarer. Perhaps this asymmetry in frequency of deceptive 
content, and not the epistemic factors we’ve proposed, explains why the wisdom of 
the crowds phenomenon works for DIY cases but not for medical content or climate 
science content.

While we agree that there is likely a deceptive content asymmetry that could play 
a role in explaining why people sometimes form problematic beliefs about non‑DIY 
content, our account is in some sense prior to such impacts. We are interested in 
how people evaluate individual pieces of content, because it is these individual eval‑
uations that add up to create the wisdom of the crowds phenomenon. That there is 
deceptive content does not yet tell us whether people will fall for it. Our account pro‑
vides a partial explanation for when and why people will be bad at evaluating decep‑
tive and non‑deceptive content. And, when people are bad at evaluating content, we 
should expect them to be more likely to fall for deceptive content. Our account also 
helps explain why there is a deceptive content asymmetry in the first place. If decep‑
tive content is unlikely to find much uptake because people are reliable (enough) 
judges of the quality of content in DIY cases and can therefore recognize when con‑
tent is deceptive, then it will often be unprofitable to create such content.36

5  Conclusion

We have argued for a novel wisdom of the crowd phenomenon. Specifically, we have 
argued that the crowd reliably picks out those with significant expertise in DIY con‑
tent areas and can thus fulfill one important role of credentialing institutions. Much 
recent research on the epistemology of social media has had a decidedly negative 
tone. Social media platforms have been accused of shortening attention spans (Hari, 
2022), contributing to the spread of misinformation (Myers, 2022) and the formation 
of filter bubbles (Sunstein, 2017), and increasing polarization (Barrett et al., 2021), 
and much more besides. In this flurry of work, it has perhaps been easy to overlook 
the epistemic achievements resulting from social media. We hope our work centers 

36 There are yet other explanations for bad beliefs. For example, some authors have argued that people 
form bad beliefs about human‑caused climate change because they lack knowledge about what scientists 
believe. For an overview of some reasons to be skeptical of this position see Kovaka (2021). That paper 
also includes an interesting explanation for why a particular group of people, those who are pro‑science, 
still sometimes deny humans’ role in causing climate change. For reasons of space, we leave these expla‑
nations undiscussed.
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one overlooked achievement. People are in a better position now than ever before to 
learn new hobbies, improve their expertise in a wide range of areas, and learn how 
to accomplish important and life‑improving tasks because of social media.

Of course, the fact that this epistemic benefit arises in some cases does not thereby 
mean that social media platforms are well‑designed or healthy (Amico‑Korby et al., 
2024). In particular, while social media platforms have made information accessi‑
ble to an unprecedented degree, non‑DIY information is often sorted by unreliable 
processes that prioritize and recommend popular and engaging content (Milli et al., 
2023). Traditionally, social media platforms have dealt with this problem by ignor‑
ing the problem, or by using content moderation strategies, whether “hard” (e.g., 
removing content, deplatforming content creators) or “soft” (e.g., weighted filtering, 
sorting, recommending, and labeling of borderline problematic content and “author‑
itative” content). For example, platforms have occasionally made it impossible to 
search for certain pages, accounts, or types of content (Gillespie, 2018). While we 
take some issues with how platforms have enacted soft‑content moderation in prac‑
tice (and with the justifications they have given for it (Gillespie 2018), we think this 
approach is the most promising.

We thus close by suggesting one practical soft‑content moderation strategy for 
platforms to improve their epistemic environments: platforms should mark and 
prioritize (in recommendations and in search) non‑DIY content that has been pro‑
duced by experts who have been credentialed by public institutions.37 This outsourc‑
ing approach would offer several benefits to platforms. First, they would not have 
to evaluate content themselves. Instead they, can offload the work of determining 
whether a person is an expert on a particular topic to public institutions that have 
been built to perform that work, and they can allow those experts to determine 
what content is appropriate to share. Second, they can build on (and borrow from) 
already‑existing technical infrastructure for authentication (e.g., identity verifica‑
tion for famous individuals). Third, this approach need not require the removal of 
content produced by non‑experts, thereby helping platforms avoid (some) difficult 
questions about when to take down content. Fourth, prioritizing content created by 
credentialed topic‑experts will simplify finding high‑quality information without 
infringing on people’s intellectual freedom to search out non‑expert content if they 
so choose.38 And so long as they rely on public credentials, the process of determin‑
ing which accounts to prioritize will have some democratic oversight (e.g. via state‑
run licensing boards).

This proposal would make platforms epistemically more similar to the offline 
world. Offline, there are clearly marked places to find content from experts in a wide 
range of topics. For example, I can go to the doctor’s office for medical content, visit 
the mechanic for car repair advice, or go to a university to find climate scientists to 

37 For more in depth discussion of this strategy see (Amico‑Korby et al., 2024). See also (Google 2023, 
Currin 2021) for more on how YouTube has implemented a closely related strategy for a narrow set of 
topics. And see Narayanan (2023) for a discussion of the effects of content demotion more generally.

38 Importantly, this solution doesn’t fall victim to the pitfalls traditional approaches to these problems are 
plagued by Record & Miller (2022).
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take a class from. Nonetheless, I have the freedom to instead consult a friend for 
medical advice, even if they lack medical credentials. Prioritizing content created 
by topic‑experts for non‑DIY content will make it such that the easiest to find infor‑
mation is of high quality, but without infringing on people’s intellectual freedom to 
search out content that is not produced by experts if they so choose.39

There are, of course, other strategies that platforms could pursue. For example, 
an educational platform might use research libraries’ treatment of scientific and 
pseudoscientific content as a model. This strategy requires a more hands‑on curation 
approach, and so platforms may be resistant to taking such an approach, although it 
may be more appealing if users are also given the option to turn off these curation 
features.40 Ultimately, what’s best for a platform will depend, to some degree on its 
epistemic function (Amico‑Korby et al., 2024).41

One central worry platforms may have about these proposed changes is that it 
may risk reducing clicks or user engagement, and thus platforms’ bottom lines. 
However, these strategies could be combined with engagement‑based metrics; for 
instance, platforms could amplify high‑engagement content from credentialed 
experts.42 However, we acknowledge that shifts to incorporate epistemic desiderata, 
including efforts to improve epistemic assessments, could raise monetary concerns 
for platforms. However, we think that the urgency of the problem provides reasons 
for platforms to take steps to improve how they sort non‑DIY content despite mon‑
etary risks.43

Funding Office of Naval Research.

39 There are certain practical difficulties with distinguishing between DIY and non‑DIY content. We 
address these in greater detail in Amico‑Korby et al., (2024). This strategy also still permits bad actors 
(and sincere but misinformed actors) to continue to share and spread bad content on platforms. However, 
because high quality content will be prioritized in search and recommendations, the spread of problem‑
atic content should be reduced (Narayanan 2023).
40 For a discussion of how some platforms have used a similar approach to handle pornography, see 
(Gillespie 2018, chapter 7). For discussions of how platforms might, and why there might be good rea‑
sons for platforms to, provide more user control over algorithms see Fukuyama et al. (2020), and the fol‑
lowing amicus brief submitted to the supreme court during the NetChoice cases (Fukuyama et al., 2024).
41 Another possible companion strategy for platforms is outlined by Record & Miller (2022). They argue 
that platforms ought to nudge people to develop and adhere to certain recognized epistemic norms for 
posting.
42 Still, we should be cautious here. Avram et  al., (2020) have raised concerns that engagement met‑
rics increase vulnerability to misinformation (display of engagement metrics influences interaction with 
low‑credibility content) and McLoughin et al., (2021) have demonstrated how outrage inducing misin‑
formation increased engagement. While only using engagement metrics to sort content that meets high 
epistemic standards should help alleviate some of these concerns, platforms should approach these prob‑
lems with slow‑roll outs, careful testing, and openness to changing course. One particular concern is that 
experts may attempt to tailor their content in such a way that it gets amplified, at the cost of epistemic 
quality.
43 For more on platforms obligations to create epistemically healthy environments, see Marin (2022) 
and Amico‑Korby et al. (2024).
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