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Chapter 10
Controlling Away the Phenomenon: Maze 
Research and the Nature of Learning

Evan Arnet

10.1  Introduction

Let me begin by clarifying two different senses, or perhaps scales, of control at play 
in this study. The first is familiar—experimental control, in which researchers use 
control measures of one kind or another within the confines of an experiment or 
short series of experiments. The second sense understands control as a historically 
extended process. From this perspective, control happens alongside enduring 
research programs. This second sense involves more than just introducing a control 
arm. An experimental context or system is successively scrutinized, thereby stabi-
lizing or stripping away all the loose interfering parts of the world until all that 
remains is the object of interest. The state in which the experimental setup occurs is 
such that it can answer certain questions with authority, at least to the satisfaction of 
some inquirers, but this is always contestable—by new information (or the recovery 
of old), shifting norms of best practices, or a revised understanding of the 
components.

A historical perspective on control is unusual for two reasons. The first is that, 
with the partial exceptions of Jutta Schickore and Hans-Jörg Rheinberger, this is 
simply not how philosophers of science talk about control (Schickore 2019; 
Rheinberger 1997). That is, when we talk about control at all.1 The second reason is 
that this sense of control pushes back against a classical Hackingesque account of 
the phenomena, and emphasizes not the creation of laboratory phenomena but rather 
the elimination of interfering nature (Hacking 1983, Ch. 13). What is important to 

1 Schickore reviews the surprisingly scant literature prior to this volume (Schickore 2019). See also 
Sullivan 2022; Guttinger 2019.
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scientists working in these ways is precisely that the phenomenon is not “created,” 
but rather that it has a fidelity to nature that can be achieved only in the structured 
context of the experiment. To his credit, Hacking recognizes this, for instance when 
he states regarding the Hall effect that, “nowhere outside the laboratory is there such 
a pure arrangement” (Hacking 1983, 226). The development of control during a 
research program as seen here involves two simultaneous stories: one articulates the 
control practices in the experimental context and why they are effective, and the 
other articulates the central object of inquiry itself. Control as a historical process is 
also deeply social, with different experimenters testing different background 
assumptions and loose ends and then combining them into a kind of virtual under-
standing of the experimental context.

The “phenomenon” I shall discuss here is animal learning, in particular that stud-
ied with maze research. No one doubted that animals could learn. The challenge 
was to isolate the process of animal learning in its pure form, to understand “learn-
ing” as such. The central tension in learning experiments is that what counts as the 
phenomenon, its “pure” form, and what counts as the interference or impurity, are 
contestable categories. And, so the methodological argument goes, in trying to con-
trol every way an animal might “cheat” at maze learning, scientists all but elimi-
nated the phenomenon of animal learning entirely. Later investigators raised this 
criticism explicitly because of, not in spite of, the rigorous laboratory approaches of 
early-twentieth-century comparative psychologists.

10.2  Phenomena and Control as a Historical Process

Jutta Schickore recently brought forth “control” as an object of historical and philo-
sophical interest after a period of comparative neglect (Schickore 2019). Drawing 
from the life sciences, she argues for a distinction between “probes” and “checks, 
Over the course of developing an experimental research program, scientists create a 
confounder repertoire of factors that may interfere with the relationship of interest, 
namely, that between the independent and dependent variables.2 Schickore notes 
that identifying the confounders and actually controlling for them are separate tasks. 
Checks constitute the more iconic function of control as a comparison or contrast 
against which the variable of interest can stand out. Probes are the necessary ancil-
lary investigations to find and manage possible sources of interference in an experi-
ment. More generally, probing helps one to focus on the phenomenon of interest by 
identifying and clearing away confounders, and the check elucidates causation in 
single decisive instances.

2 A confounder repertoire in my understanding is best viewed as something virtual—an abstraction 
or reconstruction from a tradition of experimental work—as opposed to an actual complete list of 
confounders that exists in written form or in the mind of any single experimenter. One of 
Schickore’s normative recommendations is for scientists to make the confounder repertoire more 
explicit in submitted research.

E. Arnet



271

Jacqueline Sullivan extends Schickore’s account into animal learning research. 
Investigating the development of a touchscreen operant for rats beginning in the 
1990s, Sullivan attends specifically to the “dynamics” of control (Sullivan 2021, 
2022). As they design the new apparatus, researchers study how varying different 
components affects the behavioral apparatus as a first stage of “probing” control, in 
Schickore’s terminology. They also build in established stock controls, such as lim-
iting extraneous auditory stimuli, for confounds well known in the field. Once the 
new apparatus is launched it becomes a community project, with multiple research-
ers critiquing, investigating, and controlling for possible sources of experimental 
error. The probing function of control in Sullivan’s analysis is an ongoing process—
it is intended not for the specification of a single experimental setup, but rather for 
the improvement and specification of a scientific instrument, namely, rodent touch-
screen operant chambers.3 In the shadow of its development exists a parallel lineage 
of control probes identifying and addressing possible confounds. The system itself 
is an object of investigation as scientists experimentally explore whether rodents 
have preferences for parts of the touchscreen, certain training regimes, or rewards.4

Control as understood by Schickore and Sullivan has both technical and investi-
gatory components. As a technical practice, control involves the concrete imple-
mentation of tools, practices, and procedures to mitigate the effect of variables other 
than the one of interest. Alongside emerges a reflection on control practices and on 
methodology generally that helps to guide experiments (Schickore 2017). The tech-
nical side of control can be understood as the physical mastery of a space or system. 
Part of the rodent touchscreen operant chamber’s appeal in the first place is that it 
enables a standardized setup in which a similarly standardized battery of tests can 
be administered relatively free from the physical involvement of the experimenter 
(Bussey et al. 2008; Horner et al. 2013; Dumont et al. 2021). As an investigatory 
practice, scientists probe the system under investigation to identify what confounds 
they must worry about. The notion of a “system” must be understood broadly, for, 
as Sullivan points out, the process is both social and collaborative, with different 
members of the community exploring different aspects of the rodent touch screen 
operant chamber and combining their findings into an overall assessment 
(Sullivan 2022).

This account motivates an understanding of control as a historically extended 
process. While a “check” or a comparison may exist in the context of a single exper-
iment, the development of the confounder repertoire and the physical mastery of the 
space or system take time. Moreover, control is often an iterative process in which 
scientists identify and then correct for new sources of error, thus forming lineages 

3 For related research not on control but on the broader notion of an experimental system, see 
Rheinberger 1997. Like Sullivan on the operant chamber, Rheinberger emphasizes that experimen-
tal systems are historical, constituting not simply a snapshot setup but a lineage of experiments and 
relatively faithfully reproduced material assemblages.
4 Similar points have been made regarding instruments being objects of reflective investigation, 
especially in microscopy (Schickore 2001, 2007; Rasmussen 1993, 1999; Baird 2004; 
Dörries 1994).
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of investigation with progressive control practices. Consider, for example, the con-
troversial Donohue–Levitt hypothesis, which says that a reduction in crime follows 
the legalization of abortion, on the assumption that reproductive autonomy allows 
parents more control over the (possibly criminogenic) situations in which their chil-
dren grow up (Donohue III and Levitt 2001). The hypothesis has seen critiques 
pointing to possible confounds, such as changes in cocaine usage, and in response 
has marshaled additional data and implemented more careful statistical controls. In 
turn, others have responded with rejoinders (Donohue and Levitt 2004, 2020; Joyce 
2004; Shoesmith 2017; Moody and Marvell 2010). To be clear, not everything done 
in pursuit of the Donohue–Levitt hypothesis, like looking for evidence of the effect 
in different countries, is best thought of as control practices. Nonetheless, a histori-
cal lineage of investigation emerges even in non-experimental cases like this, and 
the probing of confounds becomes an important part of these lineages.

One way to envision control as a historical process is as an expanding circle, 
consisting of one relatively narrowly understood central object of investigation, like 
a hypothesis, an instrument, or a topic such as “touchscreen learning.” From it 
branch lines of inquiry that serve to identify and control for confounds and sources 
of irregularity. These branches are auxiliary investigations or modifications to the 
experimental setup that serve to eliminate alternative explanations or partial expla-
nations of an observation. The research work is simultaneously creative labor, in 
devising possible confounds and control strategies to address them, and labor in a 
more straightforward sense, in doing the work to tie all these loose ends. The advan-
tage provided by a community of investigators, both in terms of diversity of ideas 
and the labor of investigation, is clear (Sullivan 2022; Longino 1990, 2022).

What do control practices aim at ultimately? In the cases of experimental control 
where a comparison is made, or control as “check” in Schickore’s terminology, the 
intent is often to crisply illustrate a single causal variable. From a strictly logical 
perspective, if it were truly certain that two experimental setups differed in only a 
single variable, then regardless of how messy and cluttered the experimental setups 
might be, they would provide clear evidence of causation. Dealing with the con-
founds, however, helps manage the tangle of causes surrounding an observation or 
an object of interest. For example, to support the Donohue–Levitt hypothesis, con-
founds for the observed correlation between the legalization of abortion and a 
reduction in crime must be cleared away. In Sullivan’s example, the other factors 
that make a difference in the touchscreen learning experimental setup are identified, 
measured, and eliminated or corrected for to provide a clearer sense of the touch-
screen operant chamber’s utility. As another example, in the case we are about to 
discuss, the aim was to isolate animal learning, or at least a crucial aspect of animal 
learning.

The overall picture emerging here is one of elaborate simplification or isolation 
of the object of inquiry. In a now-classic work, Ian Hacking set out an account of 
“phenomena” as “something public, regular, possibly law-like, but perhaps excep-
tional” (Hacking 1983, 222; 1988, 1991). Notably, phenomena are not waiting out 
there in nature to be discovered or observed, but are rare and generally occur only 
in the contrived setup of the laboratory. As Hacking puts it, “The truths of science 

E. Arnet



273

have long ceased to correspond to the world, whatever that might mean; they answer 
to the phenomena created in the laboratory” (Hacking 1991, 239). Hacking in turn 
draws from the French philosopher and historian of science Gaston Bachelard, who 
underscored the constructive and technological orientation of science particularly 
via his concept of phenomenotechnique, albeit in a way quite different from late-
twentieth-century constructivist accounts (Bachelard 2006; Rheinberger 2005; 
Castelão-Lawless 1995). Inspired by contemporary work in physics, Bachelard 
noted that scientists are trying to realize their theoretical reality. Their guiding the-
ory postulates certain entities and mathematical regularities of behavior, and the 
challenge is how, through technical mastery, to create a situation in which that the-
ory of reality could be instantiated, observed, tested, and manipulated (Bachelard 
2006). For neither Bachelard nor Hacking are phenomena “made up” in a pejorative 
sense; rather, they are the carefully constituted objects of scientific inquiry. Nancy 
Cartwright, in a similarly classic work, speaks of nomological machines. These are 
“fixed (enough) arrangements of components, or factors, with stable (enough) 
capacities that in the right sort of stable (enough) environment will, with repeated 
operation, give rise to the kind of regular behavior that we describe in our scientific 
laws” (Cartwright 1997, 66; 1999). These philosophers, by emphasizing that sci-
ence is in an important way the study of complicated systems and phenomena built 
by scientists themselves, allowed this constructive process to become part of a 
larger understanding of science. They thus pushed back against a naïve understand-
ing of brute scientific observation.

Their accounts all occurred in the context of contemporary debates and my intent 
here is not to relitigate those issues.5 Moreover, these philosophers are simply cor-
rect in observing that experiments are constructed systems, and emphasizing this 
point has been enormously fruitful over the past several decades. Focusing on con-
trol, however, reminds us why scientists build such elaborate setups, for at root it is 
the world that is heterogenous and complicated and that must therefore be disci-
plined by contrivance to be rendered clear and predictable. Controls aim not to 
constitute phenomena, but to expose them, to get them alone. The hope, if not nec-
essarily the reality, is to pull an unbroken thread from the warp and woof of the 
world into the confines of the laboratory.6 This tendency appears in the early to 
mid-twentieth-century maze research, which sought through careful instrument and 
experiment design to isolate animal learning as such.

5 For discussion and contextualization of the philosophy of the experiment, see Simons and 
Vagelli 2021.
6 This is meant as a description of the actors, but rhetoric aside, even from an analytic perspective 
this need not be a realist assertion. An inquirer could place certain boundaries around a “thread” of 
the world (individuation) such that something like this same thread stably exists among the buzz-
ing causal confusion of the world as well as among other experimental investigations. Yet it could 
still be the case both that this individuation is fundamentally arbitrary and that the thread as such 
is not characterized in any accurate sense beyond some of its behavior. For an elaboration of some 
of these ideas, see Arabatzis 2006.
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However, the conceptual understanding of the object of inquiry and the control 
practices needed to study it are always interrelated. Along with shifting accounts of 
animal learning came new perspectives on early-twentieth-century animal learning 
experimentation, including the concern that they had controlled away the phenom-
enon entirely. This point illustrates a complicating factor in a historical process 
understanding of control, as the clarity provided by the expanding circle of 
research—extending out from a central hypothesis or phenomenon—can be ruined 
by conceptual revision of just what that central object of inquiry is. Control prac-
tices can then be recast as interference.7

10.3  Isolating Animal Learning in the Maze

Maze research has been a dominant approach in investigating the behavioral and 
cognitive features of organisms, especially in the early twentieth century. It occurred 
in lineages of research with maze designs being developed, copied, adapted, and 
modified in response to new critiques or to support new research programs.8 Seminal 
figures of early American psychology, including John Watson, Clark Hull, and 
Edward Tolman, were all maze researchers. Nonetheless, their fascination was not 
with the maze as such, but rather with the maze as an instrument to unlock the 
secrets of animal learning. As Hoffmann discusses in this volume, organisms repre-
sent a particular challenge for control practices, for the animal enters the experi-
mental setup with its own disposition and agency. The maze was a central way to 
structure the animal’s behavior.

Edward Tolman concluded his 1937 American Psychology Association presiden-
tial address this way: “Let me close, now, with a final confession of faith. I believe 
that everything important in psychology (except perhaps such matters as the build-
ing up of a super-ego, that is, everything save such matters as involve society and 
words) can be investigated in essence through the continued experimental and theo-
retical analysis of the determiners of rat behavior at a choice-point in a maze. Herein 
I believe I agree with Hull and also with Professor Thorndike” (Tolman 1938, 34). 
Notably, Tolman was no radical, and was a chief representative of the more cogni-
tive wing of early-twentieth-century behaviorism (Tolman 1932). My interest here 
is the program of control centered on maze research, which took its object of inter-
est to be animal learning and which sought to corner the pure phenomenon in a 
maze alongside the experimental animal.

We begin across the Atlantic in late nineteenth-century Britain. Conwy Lloyd 
Morgan was a psychologist and philosopher whose 1894 text, Introduction to 

7 For an illustrative example along these lines dealing not with control per se but rather with dis-
covery, see Arabatzis and Gavroglu 2016.
8 For an exploration of how artifacts can be analyzed from an evolutionary perspective, despite the 
fact that they do not reproduce the way organisms do, see Wimsatt and Griesemer 2007; Baird 
2004. For a sampling of the incredible diversity of maze research, see Bimonte-Nelson 2015.
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Comparative Psychology, arguably inaugurated Anglo-American comparative psy-
chology as an experimental discipline (Boakes 1984; Wilson 2002; Arnet 2019a; 
Dewsbury 1984). Following Herbert Spencer, George Romanes, and others, Morgan 
had a general theory of learning, not necessarily in the sense that animal behavior 
was not impacted by the environment, but in the sense that there were a small num-
ber of core underlying learning faculties, corresponding to instinct, intelligence, and 
reason. These he took to be hierarchically arranged in accordance with a progressive 
theory of mental evolution (Clatterbuck 2016; Arnet 2019a). From this perspective, 
it is sensible to hypothesize that all non-human animals can learn in fundamentally 
the same way. Morgan is best known for Morgan’s canon, an interpretive rule of 
comparative psychology encouraging investigators to default to psychological pro-
cesses lower in the “psychological scale” for the inference of mind from behavior.9 
His canon was but the first of several conservative moves regarding the animal mind 
within early comparative psychology, and other researchers, such as physiological 
psychologist Jacques Loeb, were even more deflationary. Morgan was also known 
for his advocacy of trial-and-error learning approaches, which provided a powerful 
explanatory approach for animal behavior that had previously been explained via 
abstract reasoning (Morgan 1896). Morgan’s drive for rigor, conservativism, and 
experimentalism helped set the stage for early American comparative psychology 
(Galef Jr. 1988).

As we approach the dawn of the twentieth century, three factors converge in 
animal psychology. The first is a generalized understanding of learning (Seligman 
1970). The second is a new laboratory experimentalism (Capshew 1992). The third 
is a deflationary tendency toward the animal mind (Dewsbury 2000; Arnet 2019a). 
To be clear, though, comparative psychology was not monolithic. This convergence 
is exemplified in the figure of Edward Thorndike, whose 1898 dissertation was a 
landmark in experimental comparative psychology (Galef Jr. 1988, 1998; Jonçich 
1968; Thorndike 1898). Thorndike used “puzzle boxes,” which were cages that 
required the animal to engage in some behavior, like pulling a wire loop, in order to 
get out. He designed them such that they would not trigger on wild or instinctive 
behavior but, ostensibly, on some purer form of learning. Thorndike clarifies that his 
design goal was to “get the association process…free from the helping hand of 
instinct” (Thorndike 1898, 9). For this reason, “Especial care was taken not to have 
the widest openings between bars at all near the lever, or wire-loop, or what not, 
which governed the bolt on the door. For the animal instinctively attacks the large 
openings first” (Thorndike 1898, 9). Thorndike then graphed the learning over time. 
If the animal were reasoning, Thorndike assumed, then at some point it would have 
an “ah-ha” moment that would appear on the graphs as a precipitous drop in escape 
time. Seeing no such drop, Thorndike concluded that there is nothing going on in 
the animal beyond associative learning. Reflecting on his methodology, Thorndike 
wrote, “The general argument of the monograph is used in all sort of scientific work 

9 The literature on Morgan’s canon is extensive. See Costall 1993; Allen-Hermanson 2005; Thomas 
2001; Sober 1998; Fitzpatrick 2008; Radick 2000; Arnet 2019a.
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and is simple enough. It says: ‘If dogs and cats have such and such mental functions, 
they will do so and so in certain situation and will not do so and so; while, on the 
other hand the absence of the function in question will lead to the presence of cer-
tain things and the absence of certain other things’” (Thorndike 1899, 414–15). 
Thorndike’s view is a generalized account of learning and its epistemic implications 
on full display—asking how a general capacity will be made manifest in a specific 
situation, without assuming that the situation will in any way change how learn-
ing works.

Thorndike posited just three general types of learning: trial-and-error, imitation, 
and learning by ideas (Thorndike 1901, 2). In research on monkeys he argued that 
while humans alone learn by ideas, learning by ideas is itself an elaboration and 
refinement of associative learning (Thorndike 1901). Ultimately, Thorndike was 
able to explain almost all learning in terms of the development of associations 
between stimuli and responses, with animals differing both in how quickly they 
were able to develop those associations and in how many associations they devel-
oped. Thorndike seems to have had a formative role in at least some maze research, 
with his puzzle boxes sharing striking similarity to the minimalist mazes Yerkes 
later used in his own work (Yerkes 1901; 1902; Yerkes and Huggins 1903).

The more traditional origin for maze research is at Clark University in 
Massachusetts (Miles 1930; Traetta 2020). There two graduate students, Linus 
Kline and Willard Small, were engaged in rat learning experiments based on the 
model of the English Hampton Court Hedge Maze—an idea partially inspired by 
their adviser, Edmund Sanford, who had a strong evolutionary orientation (Goodwin 
1987). In Kline’s “Suggestions toward a laboratory course in comparative psychol-
ogy,” where he outlined his structure for a laboratory class, Kline wrote, “A careful 
study of the instincts, dominant traits and habits of an animal as expressed in its free 
life—in brief its natural history—should precede as far as possible any experimental 
study. Procedure in the latter case, i.e. by the experimental method, must of neces-
sity be largely controlled by the knowledge gained through the former, i.e. by the 
natural method” (Kline 1899, 399, emphasis in original). Far from Thorndike’s 
attempt to control for instinctive behavior, a maze was chosen precisely because of 
its similarity to the warrens used by rats. Crucially, then, the maze as envisioned by 
Small and Kline tested rat behavior specifically, with a fidelity to their natural envi-
ronments. They also tested different species of rats and investigated the differences 
between them, in an approach that by and large did not continue out of Small’s early 
experiments.10

While others adopted their experimental setup, they did not necessarily take up 
their theoretical commitments—most notably, the up-and-coming behaviorists John 
Watson and Harvey Carr. One central difference is that Watson wanted to study rats 
on their first encounter with the maze, at the beginnings of an association process, 
whereas Small allowed the rats to freely explore the maze prior to investigation.  

10 But see Florence Richard, who tested the differences between white (standard laboratory rat) and 
black rats (likely the Fancy rat) (Richardson 1909).
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The implicit critique, one stated years earlier by Morgan, is that if one is interested 
in the process of learning, then simply looking at an already formed behavior is 
inadequate (Morgan 1894). In the famous “kerplunk” experiments of Watson and 
Carr, rats learned to run a Hampton Court Maze and then were confronted with a 
shortened version. The unfortunate subjects ran into the wall of the maze with an 
audible “kerplunk” (Carr and Watson 1908; Watson 1907). The hypothesis was that 
the rat was associating a series of kinesthetic and motor movements with each other. 
The associated movements unroll automatically as the rat races through the maze, 
leading to collision when the environment changes. Sensory cues were, if involved 
at all, decidedly secondary. In parallel, Watson and Carr proposed a general theory 
of learning, where animals like rats learn primarily by the random physical explora-
tion of space, after which they chain their movements together. This view contra-
dicts Small’s cognitively-oriented suggestions about memory and mental processes. 
It also explained individual variation in rat behavior, namely as expected variation 
in a random process. Watson and Carr’s conclusion was further supported by blinding 
some of the rats, which began a long and somewhat unsettling trajectory of sensory 
deprivation experiments. Small himself had been impressed by the efficient learning 
of a blind rat, although his rat was naturally blind. As usual, though, history is compli-
cated. Far from being a direct follower of Thorndike, the early Watson alludes to the 
same naturalistic rationale for the selection of the maze (Watson 1907, 3).11

Here I want to step back and attend to the two different control regimes that are 
beginning to emerge but that have not yet been fully articulated. The temptation is 
to retreat to familiar discourse in comparative psychology that wrestles with how 
natural or artificial experiments are. Critiques along these lines were made of 
Thorndike’s work by influential psychologists such as Wesley Mills and Conwy 
Lloyd Morgan (Mills 1899; Morgan 1898). This temptation would be, I believe, a 
mistake. Small, Watson and Carr, and even Thorndike, are fixated on something that 
(they believe) is out there in world. What they disagree on is how that “thing” is 
conceptualized, and correspondingly what the control practices required to study it 
are. For Small, although he prioritizes motor senses in the rat and particularly de- 
emphasizes vision, sensation is partly constitutive of rat learning (Small 1899). To 
know how a rat learns is to at least in part understand how it deploys its senses. 
Small was thus still very much concerned with experimental control and wrote in 
1901 that “the aim in these experiments, as indicated above, was to make observa-
tions upon the free expression of the animal mental processes under as definitely 
controlled conditions as possible; and, at the same time, to minimize the inhibitive 
influence of restraint, confinement, and unfamiliar or unnatural circumstances” 
(Small 1901, 206).

Carr and Watson, motivated by successful maze learning in blind and anosmic 
rats, wanted to strip away the senses (sometimes literally) to get at the distilled form 
of learning underneath. Despite the popularity of their modified Hampton Court 

11 More generally, Watson’s preference for a Pavlovian as opposed to a Thorndikean account of 
learning is discussed by Gewirtz (2001).
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Maze, the Clark tradition of maze work manifested in Small’s research on the rat 
never quite made it out of Clark. It was Watson and Carr who become influential, 
and their research program regarding the senses a rat needs to complete the maze 
took off. Importantly, their claim was not simply that a rat can complete a maze by 
merely chaining together proprioceptive cues—that is, cues related to the position 
of its body—but that this is in fact how rats do learn mazes, even with their other 
senses intact.12 The proposal that the vision and olfaction of rats are essentially 
peripheral to their learning was treated as radical, even by generally sympathetic 
contemporaries (Vincent 1915d), but the work of Watson and Carr had an important 
impact on the core experimental logic and research questions of early maze 
investigations.

There are two overarching features to much of this early work. The first is that rat 
learning is conceptualized in terms of what specific problems the rat can complete 
in the context of the maze (e.g., whether it can complete a maze with certain design 
features or remember whether food is on the left or right in a series of trials; see 
Hunter and Nagge 1931; Carr 1917). A maze of one design or another is almost 
always the context for testing animal capacities. Whether or not the maze still 
resembled rodent warrens, which resemblance was a key property of the Hampton 
Court design, is no longer a matter of concern.13 The second overarching feature is 
that the cues available to the rat are carefully restricted.

Even for those who hypothesized that rats were using more than proprioceptive 
cues, the research program was often one of disaggregating the role of different 
senses in rat learning. Central to this project was preventing the animal from using 
environmental cues outside the maze—and thus began an elaborate tradition of 
experimental control involving myriad modifications to animals, the maze, and sur-
rounding environments. In her research, Stella Vincent removed whiskers to evalu-
ate their impact on maze performance. She also painted the correct path white and 
erroneous paths black to test the involvement of vision, among other controls 
(Vincent 1915d; 1912).14 Notably, Vincent explicitly saw the introduction of addi-
tional visual information into the maze design as a control for the hypothesis that 
rats are using kinesthetic information alone. Warner and Warden sought to standard-
ize the maze design itself (Warden 1929; Warner and Warden 1927). Florence 
Richardson, who studied with Watson, performed similar sensory deprivation 
experiments, but also manipulated the complexity of the task by using “problem 
boxes” apart from the maze (Richardson 1909). Walter S. Hunter developed a tem-
poral maze in which spatial clues were eliminated (Hunter 1920).

If we take a step back, we see first the fixation on animal learning, and more 
precisely Watson and Carr’s kinesthetic hypothesis as the initial object of interest. 
We then see the expanding circle of experimentation, which manipulates 

12 This assumption was challenged from the outset; see, for example, Washburn 1908.
13 Not everyone was so enamored. B. F. Skinner partially eschewed mazes in his later research, and 
influential critiques came from maze researchers such as Walter S.  Hunter (Hunter 1926; 
Skinner 1938).
14 Also see Vincent 1915a, 1915b, 1915c.
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surrounding variables such as the maze design and available sensory cues. Alongside 
these more dramatic practices, a collection of stock control measures, such as start-
ing experiments as the same time, keeping the experimental area free of wild rats 
and their odor trails, placing rewards in the same place, and maintaining stable food 
reward amounts and varieties between rats, develops as well.15 This is the collection 
of a thousand and one little things that maintain the integrity of an experimental 
system.16

All of these control practices in combination serve to purify the phenomenon of 
animal learning.17 That is, they free it from intervening variables. This is especially 
true for Watson and Carr, who were trying to establish that the association of ran-
dom movements into fluid behavior was a vast part of what animal learning is. 
Control practices are relational, relying on a specific understanding of the target of 
investigation. In the tradition established by Watson and Carr, kinesthetic associa-
tion as the nucleus of animal learning remains constant even if rats do occasionally 
incorporate other senses—and therefore their experimental program of stripping 
away the senses is a compelling one. If learning is not additive in this way, and 
instead learning is holistically different when more senses are involved, then the 
relationship between sensory deprivation (the control practice) and animal learning 
(the target of control) is also different. Just what is being exhibited by sensory- 
deprived rats (e.g., one way an animal can learn a maze, versus how an animal 
always learns a maze) is a site of conflict and fertile ground for introducing addi-
tional probes and checks.

10.4  Reconceptualizing Animal Learning

Nonetheless, for all the experimental rigor and complexity on display, this early- 
twentieth- century emphasis on proprioception and the concatenation of random 
movements in animal learning faded away. There is a larger story here, but I shall 
skip to the latter half of the century and focus on two researchers, David Olton and 
William Timberlake.18 Both were trained at the University of Michigan, a leading 
location for neo-Hullian learning theory (Arnet 2019b; Shapiro n.d.).19 Both focused 
on rat behavior. And both explicitly wrestled with the legacy of early maze research. 

15 Sullivan refers to this collection of standard control practices as “canonical” (Sullivan 
2022, 1207).
16 These matters also relate to whether an experimental system can effectively be maintained and 
reproduced between different uses, different researchers, and different labs. In this sense it is a 
detailed description that facilitates sameness of setup, but in the context of a single trial or experi-
ment, sameness comes from inventorying and clearing away other possible intervening variables.
17 For a similar point, see Steinle on the epistemic goal of exploratory experimentation (1997).
18 For more general historical discussion of twentieth-century comparative psychology, see 
Burkhardt 2005; Braat et al. 2020; Dewsbury 1984; Watrin 2017; Watrin and Darwich 2012.
19 Although Olton also focused on neurophysiology.
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Their analysis recasts early experimental work as stripping away not simply inter-
vening variables, but also crucial aspects of animal learning itself.

Olton is best known for his research on spatial memory and “place learning,” 
here understood as the use of discriminative stimuli associated with a particular 
location (e.g., the way you could know that you were in a certain room by a familiar 
picture on the wall; see Shapiro n.d.). In a 1976 paper, Olton and Robert Samuelson 
introduced the radial arm maze (Olton and Samuelson 1976). The eight identical 
spokes of the maze radiating from a central point were intended to force the rat to 
use spatial cues from the surrounding environment to orient itself in the maze.20 In 
their initial study, a food reward was placed on the end of each spoke, a rat placed 
in the center, and then the movement through the maze monitored. Rats were tested 
in how quickly they could get to each food reward without revisiting a spoke (which 
would not have new food). Orienting themselves with respect to the older maze 
research tradition, Olton and Samuelson wrote, “In spite of the ubiquitous nature of 
place learning, most experiments have treated place learning as a factor to be con-
trolled and have chosen to assess rats’ cognitive abilities by making place learning 
impossible” (Olton and Samuelson 1976, 97). The most dramatic example is the 
research of Walter S. Hunter mentioned above, who had rats memorize series of left 
and right alternations all done in a single box, thereby trying to eliminate spatial 
clues entirely. Olton and Samuelson instead made place learning the object of inves-
tigation in their study. But Olton was interested in more than just a change in focus. 
He contended that even Watson and Carr’s original aspiration to understand animal 
learning was undermined by controlling away spatial cues as interference, when 
those cues were actually essential to understand how rats learn and navigate. In his 
historical work, he called out the maze explicitly:

Structural characteristics of the apparatus [maze] suppress some kinds of behaviors and 
enhance others. Thus the maze itself influenced the types of behaviors and the types of theo-
ries that were developed from these observations. On the other hand, mazes reflected the 
theoretical biases of their users. Experimenters had a predilection to address certain types 
of issues, and the mazes were constructed with these issues in mind. (Olton 1979, 583)

The early maze tradition, especially as a reaction to Watson and Carr, had primarily 
been one of narrowing and isolating the capacities of the animal in order to see what 
functions remain when the animal is stripped of its senses and environmental cues. 
Researchers assumed that this practice did not distort the phenomenon; that is, they 
believed that the effect of additional sensory cues is at most additive to the underly-
ing skeleton of learning. (In the extreme case of Watson and Carr’s early research, 
the additional senses hardly did anything at all.) In addition, in terms of understand-
ing animal capacities, the Watson and Carr-led maze research tradition sought to 
understand what an animal can still accomplish given certain restrictions, but it did 
not seek to know what the animal can do with full recourse to their faculties. As 
Olton put it later, “On the one hand, rats consistently demonstrate a preference for 

20 For example, if the maze were placed in a room in which there was a sink, a cabinet, and a poster 
visible on the walls from the maze, then these would be spatial cues.
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solving discrimination tasks on the basis of spatial cues; on the other hand, experi-
ments just as consistently prevent rats from exploiting this preference” (Olton 1978, 
341). Olton and Samuelson argued that it is because of a history of certain kinds of 
control practices that scientists allegedly had a stunted vision of rat learning and 
cognition. In their 1976 paper, Olton and Samuelson conclude “the introduction of 
a spatial location paradigm may change [increase] our estimate of rat’s cognitive 
capacities”(114). They also tied their work to ecological considerations, such as 
foraging behavior, based on the kinds of foraging strategies and food finding capaci-
ties rats exhibited more generally (Olton 1978). What is invariant between expected 
natural behavior and the laboratory is no longer something as abstract as the general 
structure of learning, but a specific foraging strategy (win-shift) that can be trig-
gered in the lab.

Nonetheless, Olton’s core interest remained spatial memory. The reconceptual-
ization of animal learning as such is made far more explicit by another researcher, 
William Timberlake.

Timberlake began as a learning theorist but quickly took to more ethology- 
inflected work and integrated it into his behavior systems approach (Arnet 2019b). 
He was part of a larger movement looking to bring evolution and ecology to 
American laboratory psychology, and to studies of learning in particular. This 
movement also included researchers such as Sara Shettleworth, Robert Bolles, 
Martin Seligman, and Michael Domjan. I shall focus on two of Timberlake’s criti-
cisms for maze research.

The first was a recovery of the initial ecological focus of the maze, testing ques-
tions such as whether a rat would be motivated to run a maze even with no reward 
(Timberlake 1983b). In a reinforcement approach to animal learning, it was assumed 
that the incentive to learn an artificial system such as a maze was controlled for by 
not providing the animal food so that it hungered, and then allowing food alone to 
serve as an interventionist variable. Timberlake challenged this assumption by pro-
viding evidence that rats have intrinsic motivation to engage in edge-following 
behavior (i.e., to run mazes); this challenges the very idea that animal motivation 
was being controlled as assumed (Timberlake 2002).21 Great experimentalists such 
as B. F. Skinner had, in Timberlake’s estimation, partly put themselves on the map 
by getting the animal to cooperate in the artificial circumstances of the laboratory. 
This achievement occurs against the backdrop of the tongue-in-cheek Harvard Law 
of Animal Behavior: “Under carefully controlled experimental conditions, the ani-
mal will behave as it damn well pleases.” Experimentally cooperative animal behav-
ior, however, was not the product of luck; according to Timberlake, it was generated 
by the experimentalist’s carefully fitting the setting and apparatuses to the physical 
and behavioral features of the organism.22 There are reasons that pigeons were 
expected to peck keylights, that auditory stimuli were placed in ranges that did not 

21 Although early-twentieth-century researchers had explored this concept as part of broader stud-
ies of rat motivation, albeit without Timberlake’s ecological tie-in. Timberlake himself references 
this literature (Timberlake 1983b, 170–71). See also Tolman 1930.
22 For a peek behind the curtain, see Skinner 1956; Hoffman, this volume.
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startle animals, and that passages were approximately rat-sized. From lever shape to 
maze design, instruments are tuned to organisms. While demonstrative of experi-
mental skill, Timberlake contended that the epistemological effect of tuning was to 
smooth the ecological traits into the experimental backdrop where they can no 
 longer be seen. He also argued that tuning facilitated the extremely general and 
abstract accounts of learning that characterized early-twentieth-century learning 
theory. By design, experiments and instruments were intended to suppress behav-
ioral instincts and idiosyncrasies in order to produce something standardizable and 
easy to study. They sought a fit between organism and experiment and, once 
achieved, Timberlake thought that it was too easy to forget the species-specific 
design principles that made it possible. His own research interpreted laboratory 
practices as selectively eliciting aspects of the animals’ evolved patterns of motiva-
tion and behavior (Timberlake 2002).

Second, along with other ecologically influenced psychologists, Timberlake 
wanted to reconceptualize animal learning and critiqued general process accounts in 
which learning is understood as abstract and domain-general. Timberlake in par-
ticular adopted a behavior systems approach, a development of the framework origi-
nally suggested by the famed ethologist Niko Tinbergen (Timberlake 1993, 1983a; 
Bowers 2017, 2018). On this view, organismal behavior was understood as a struc-
tured and hierarchical system of motivations and associated behaviors that had 
formed in the environment and evolutionary history of the organism. From the eco-
logical perspective, learning is no longer domain-general, as traditionally character-
ized in behaviorist and learning-theoretic approaches. Instead, the sensitivity and 
richness of animal learning is, by evolution and development, rooted in the actual 
environment of the animal. These characteristics then make it into the lab. When 
undergoing reinforcement learning, animals readily “misbehave” by exhibiting 
species- typical behavior even when these behaviors are not reinforced (Breland and 
Breland 1961), and more ethology-inflected psychologists argue that it is easiest for 
animals to learn along the contours of their existing patterns of behavior. Timberlake 
writes, “Researchers…are studying niche-related behavior in specific species, 
whether they planned to or not” (Timberlake 2002, 372). Consequently, any attempt 
to fully abstract away from this in order to achieve a pure form of animal learning 
would contradict what constitutes learning, at least from the perspective of 
Timberlake and other like-minded psychologists.

Neither Olton nor Timberlake are, to be sure, opposed to control practices gener-
ally. Olton and Samuelson used Old Spice deodorant as an olfactory control in their 
early research, on the assumption that if rats were following odor trials—an alterna-
tive hypothesis to spatial learning—their performance would be worse if the appa-
ratus were doused in Old Spice. Instead, Olton, Samuelson, and others are recasting 
the relationship between control practices and the phenomenon of interest. Olton 
contends that researchers cannot see the importance of spatial cues in learning 
because they have for years simply controlled it away as part of their experimental 
setup. He reintroduces spatial cues to experimental paradigms in order to illuminate 
a (hopefully) more complete animal learning. Similarly for Timberlake: mazes, as 
instruments composed of walls and edges, had been hiding the natural tendency of 
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rats to follow trails and edges as opposed to using other patterns of search and loco-
motion. Stock control practices of food deprivation, to ensure that rats are hungry 
for food rewards, therefore masked the rats’ intrinsic motivation (Timberlake 1983b, 
2002; Hoffman et al. 1999; Timberlake et al. 1999).

Along with reconceptualizing learning to emphasize the evolved behaviors and 
tendencies the animal brought into the experimental situation, Timberlake sought to 
reopen long-closed features of experimental design. For example, building off the 
work of Pavlov, in mid-twentieth-century animal psychology, the predictive stimu-
lus was generally seen to be a neutral stimulus with the animal’s reaction to the 
stimulus being shaped purely by the experimental context. (A predictive stimulus 
simply indicates the coming of another stimulus, e.g., a light turning on to signal the 
arrival of food.) In experimental work, Timberlake found that when a live rat was 
used as the predictive stimulus, and then food was presented, it elicited social feed-
ing behaviors from the subject rat (Timberlake and Grant 1975). His point was not 
that traditional stimuli such as key-lights are artificial, but rather that they are not 
neutral and may intersect with the dispositions of the research animal. Put differ-
ently, they may be confounds.

Unlike some ethology-inflected researchers, Timberlake was enthusiastic about 
the structure and control provided by laboratory investigations. He was, after all, 
trained in the American laboratory tradition of comparative psychology. Where he 
and researchers such as Watson and Carr would disagree is over the phenomena they 
see at the heart of the experimental system. On Timberlake’s account, there is no 
abstract general process structure of learning to be found; the learning theorist is 
instead trying to investigate a sophisticated hierarchically organized structure of 
motivation and behavior, the behavior system, which the animal brings into the lab. 
Animal learning is not simply association or reinforcement but modification of the 
animal behavior system. Control practices for Timberlake must be understood in 
relation to the specific animal under study, and universality, where it exists at all, is 
a function of shared evolutionary history and biological needs, rather than the nature 
of learning.

Olton’s research on spatial learning becomes enormously influential in the field; 
Timberlake’s specific behavior systems approach somewhat less so. But perhaps the 
biggest beneficiary of Olton’s and Timberlake’s fight with the past has been the rat. 
Olton and Timberlake were part of a larger shift in late twentieth-century psychol-
ogy that emphasized the sophistication and nuance of animals. This shift appreci-
ated animals’ cognitive and behavioral capacities and saw their dispositions in light 
of their evolutionary history.23 Early researchers were not interested in all that an 
animal could do. The late nineteenth century was, after all, overflowing with 
accounts of the incredible observed behavior of animals that had nonetheless been 
successfully explained by simple approaches such as trial-and-error learning 
(Romanes 1882; Morgan 1894). And so scientists such as Watson and Carr sought 
the underlying architecture of learning, controlling away ecological variability and 

23 The essential text for the revival of interest in the animal mind is Donald Griffin’s The Question 
of Animal Awareness (Griffin 1976).
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the functional capacities of the experimental animal—sometimes through paint and 
protocols, sometimes through surgery. Experimental design and associated control 
practices emerge as a few factors among many that lead to conservativism about the 
animal mind in early American comparative psychology.

10.5  Conclusion

Scholars such as Ian Hacking and Hans-Jörg Rheinberger have emphasized the built 
nature of the experiment. Phenomena are not simply stumbled across, but have to be 
carefully created in the confines of the laboratory. Hacking pairs this with his 
famous characterization of the “self-vindication” of experimental work, in which a 
form of coherence is achieved through different aspects of the experimental setup 
being fit and calibrated to each other (Hacking 1992). This is a powerful analysis. 
We can see such fit implicitly at play in maze research, especially in the critiques of 
Olton and Timberlake on the theoretical limitations imposed by maze design.

Taking a perspective of control as an intended purificatory process, in which 
scientists attempt to stabilize intervening variables to expose the contours and nature 
of a phenomenon or an intervention, can foreground other aspects of experimental 
work. First, it highlights that the fit or coherence is more than the smooth operation 
of the experimental system. It is a critical coherence based on scientists scrutinizing 
the system in the hope of detecting confounds that are hard to detect precisely 
because the experimental system operates smoothly whether they are present or not. 
Second, and true to the specifically historical perspective adopted by this paper, 
control helps to make sense of how scientists relate experiments to each other. For 
instance, Stella Vincent filled a gap in Watson and Carr’s research by seeing the 
impact made by a purely visual variable. Over the short term, the cumulative effect 
of control practices is relatively linear and progresses by explaining how, in the 
contexts of experimental traditions, an expanding circle of control helps to clear 
away intruding causes and thus expose phenomena. Longer-term, however, there 
may be more drastic shifts in the understanding of the phenomenon of interest, and 
consequently in the relationship between control practices and phenomena. Olton’s 
asterisk-shaped maze and experimental setups sought to recover previously 
controlled- away spatial cues. Timberlake showed that stimuli previously regarded 
as neutral can actually be confounds. Perhaps surprisingly, early conceptualizations 
of learning stemming from maze research were critiqued specifically because of 
their tightly implemented control practices and experimental rigor—they had  
controlled away the phenomenon.
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