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Naturalising the Design Process: Auton-

omy and Interaction as Core Features 

ARGYRIS ARNELLOS, THOMAS SPYROU, JOHN DARZENTAS 

1 Abstract/Introduction 

This paper attempts to provide a naturalized description of the complex 

design process. The design process may be abstractly conceived as a fu-

ture-creating activity that goes beyond „facticity‟ and creates visions of a 

desirable future among groups of agents. It requires the engagement of 

individual or groups of cognitive systems in purposeful and intentional 

(meaning-based) interactions with their environment and consequently 

with each other. It is argued in this paper that a design process should be 

interactive, future-anticipatory and open-ended. Furthermore, a frame-

work to explain and support the design process should have in turn its 

basis in a framework of cognition. It is suggested that the design process 

should primarily be examined within an interactive framework of agency 

based on 2nd order cybernetic epistemology. Future-oriented anticipation 

requires functionality which can be thought of as future-directed activity; 

indeed all but the simplest functionalities require anticipation in order to 

be effective. Based on the fundamental notions of closure, self-reference 

and self-organisation, a cybernetically-inspired systems-theoretic notion 

of autonomy is proposed. This conception of autonomy is immediately 

related to the anticipative functionality of the cognitive system, which 

constructs emergent representations while it interactively participates in a 

design process. 

Consequently, the design process is seen as an interaction between 

two or more self-organising autonomous systems thereby constructing 
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ever more adaptive representations directed towards ill-defined outcomes. 

It is argued that this kind of autonomy is fundamental for the interactive 

establishment and definition of the design process as an essentially open-

ended process. 

2 Defining the Design Process 

In the contemporary literature, there have been many efforts to define the 

design process and furthermore attempts to identify its most essential fea-

tures. The nature and the purpose of the design process been much dis-

puted and these issues have taxed various researchers over the last dec-

ades.  

Defining the design process is certainly not an easy task and so, as 

one might expect, views are pretty diverse. As a matter of fact, Banathy 

(1996, pp. 11-13) lists up to twenty-four (24) definitions of design. Jones 

(1970) argues that design provides a means by which change is initiated 

in man-made things and in a somewhat parallel way Simon (1999, p. 111) 

states that, “…everyone designs who devises courses of action aimed at 

changing existing situations into preferred ones.” Friedman (2003) argues 

that most definitions of design describe it as a goal-oriented process, 

where the goal is a solution to a problem, the improvement of a situation 

or the creation of something new and useful. Glanville (2007, p. 1178) 

states that, “…design is an activity that is often carried out in the face of 

very complex (and conflicting) requirements…” In Glanville (2006) he 

furthermore agrees with Jonas (2007) in arguing that design can be con-

sidered the primary human activity. 

All these definitions may differ from each other, but they appear to 

share a common opinion, namely, that the design process should be con-

sidered a cognitive activity. Furthermore, design should primarily be at-

tributed to a cognitive agent and hence, it should have as its basis the 

cognitive process  (Arnellos, Spyrou, Darzentas, 2007a, 2007b). 

But why attempt to give a definition of the design process? The main 

reason is that a proper definition will probably indicate the most suitable 

theoretical framework in which the design process can be thoroughly ana-

lyzed and explained. Thus far design activities have usually been consid-

ered a discourse situated between problem-framing and problem-solving 

(Simon, 1995). From this perspective, certain related activities include: 

                                                           

  This is of course not limited only to humans. 
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the construction, elaboration and modification of the representations of 

the problem. In the problem-framing phase, designers refine their mental 

representations related to the problem, while during the problem-solving 

stage they elaborate their representations and then evaluate them (Bon-

nardel, 2000). Most often, the explanation of the activity of design is 

given by showing the ways an agent engaging in a design activity uses 

his representations (Simon, 1999) and the ways these representations are 

generated during the design activity. Regarding the latter, the main focus 

is on interaction with the environment and other design systems that play 

an important role in the generation of these representations (see e.g. 

Schön & Wiggins 1992, Gero & Kannengiesser 2004). 

Is an explanation like this - based on the functionality of the problem-

framing and problem-solving related representations - enough? That de-

pends on what the main aims of such a framework are. At this point it 

should be noted that the rationale for an analytical framework to explain 

the design process is not to find a formalism to reduce the complexity of 

the design process, nor to produce models of structured representations to 

guide potential computer simulations. Such models would necessarily be 

much impoverished versions of reality, while any such framework would 

run into problems regarding contextuality and evolvability issues (Mac-

millan et. al., 2001) - it would be like trying to compute the transcom-

putable (Glanville, 2007). 

However, as has been shown in (Arnellos, Spyrou, Darzentas, 2007a), 

an in-depth understanding of the complex and dynamic nature of a design 

process requires a framework to support the modelling of said processes 

so as to provide further understanding to provide better explanations and 

facilitate the emergence of creativity in the design process. Overall, it 

might be said that explaining the design process means trying to describe 

what the participating cognitive systems are doing and also, how they are 

doing whatever is that they do. In other words, a naturalized explanation 

of the design process should be provided. 

3 What does it mean to naturalize the design process? 

There are many different kinds of naturalism, but almost all of its adher-

ents - especially those in favour of epistemological naturalism (see e.g. 

Feldman, 2006) – share the view that they provide different answers from 

those of traditional epistemologists to key epistemological questions such 

as the ways a cognitive system acts and the reasons for its actions. 
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Naturalization requires the justification of an explanation based on 

facts, i.e. based on natural relations or interactions. It is primarily an at-

tempt to look inside the system under consideration and try to understand 

and explain how it works. This seems to be the most valid strategy for 

naturalism, as in this case the respective explanations can be objectively 

verified. Science is inherently progressive and so „scientific‟ explanatory 

principles and rules should also be progressive; naturalization should 

have no end or a specific and discrete final state - it is an ongoing and 

open-ended process of scientific inquiry. Naturalization should be viewed 

as a constant process of reformulation of questions concerning a given 

phenomenon, making use of both quantitative and qualitative advances in 

the relevant field, thus aiming towards a better understanding, explana-

tion, and description and modelling of this phenomenon. 

We have argued elsewhere (Arnellos, Spyrou, Darzentas, 2007a, 

2007b) that the design process has an interactive nature, realised at the 

social level by acts of communication, which in turn are mediated by acts 

of cognition by individual cognitive agents.2 Hence, providing a natural-

ised description of the notion of agency (Arnellos, Spyrou, Darzentas, in 

press) could not be enough to amount to a naturalisation of the design 

process. Actually, a properly naturalised explanation of the design proc-

ess should include the main characteristics of that process, characteristics 

which also have their source in the relevant communicative and social 

(cooperative) dimensions. These fundamental characteristics are briefly 

presented in the next section. 

3.1 Ill-definedness and the Open-Ended Nature of the Design Proc-

ess 

Most design problems are defined in terms of the features and needs of 

the people who will use the outcome of the design process (an artefact, 

which can be material or immaterial), the purpose it has for them and the 

form the artefact should posses in order to be deemed successful. Such 

design problems are ill-defined and the possible solutions are not clear 

                                                           
  Another approach to the design process is the one which primarily considers the designer 

as a system which is able to engage in a circular and conversational process of creating innovative 

concepts and artefacts (e.g. Glanville, 2002, 2007). The approach adopted in this paper accounts for 

this case, as well as for the case where two or more cognitive agents are engaging in the design proc-

ess. These two approaches are almost coinciding given that, during the design process, the respective 

agents are informed and reformed, irrespectively if one is designing on its own (i.e. by interacting 

with himself) or he is just in the phase of using (interacting with) the artefact of a design process. 



5 / NATURALISING THE DESIGN PROCESS 

from the beginning. Particularly, finding a solution also requires us to 

find out what the „real‟ problem is, which in respect to human-centred 

problems is impossible. In such a complex process where solutions and 

problems co-evolve, one may well think that it is the solution that defines 

the problem. As such, the goal-oriented nature of the design process is 

usually related to a problem, or to a set of problems, the nature of which 

is constitutive of the design process itself. 

On the other hand, there may be no „problem‟ at all. Banathy (1996, p. 

29) states that design confronts “...a system of problems rather than a col-

lection of problems...” and he strongly argues in favour of viewing design 

as the attempt to find out what should become real, in terms of discerning 

what would be a desirable addition to the real word. From this perspec-

tive, the design process seems to be a form of inquiry driven by inten-

tional action. Accordingly, the meanings of each cognitive system par-

ticipating in the design process are continuously evolving and they are 

always incomplete and imprecise, however much problem-solving ad-

vances. So, design problems are also open-ended. There are different 

logical paths leading to a design solution - different cognitive systems 

construct different meanings of the design problem and consequently 

provide different meaning-based outcomes as solutions. This makes de-

signing into a process that is difficult to model and even more difficult to 

prescribe.  

3.2 The Design Process Needs an Interactive Network 

The ill-defined and open-ended nature of a design problem makes both 

the goal and the respective constraints highly ambiguous. An internal 

evaluation of a possible solution is not enough – it would be subjective 

and disregard real-world needs. Internal evaluations of a closed system‟s 

actions are bounded to its initial organizational complexity. The result 

will always be satisfactory for the system itself but rarely for its environ-

ment and hence for other systems. The lack of valuable information from 

the system at all stages of the design process is confronted by the opening 

of its boundaries to interact with the environment.  

Banathy stresses the interactive and participatory nature of the design 

process arguing that a design system cannot design for others, but it can 

only design with others. Otherwise, as Lazlo (2001) also suggests, the 

design system cannot be said to engage in authentic design, it is merely 

trying to impose its visions and values, a situation represented by the 

conception of a design system operating solely in a cognitivist mode. As 
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it is mentioned by Jonas (2001), there is a need to increase the internal 

complexity of a design system to deal with the increasing external com-

plexity. Banathy (1996), Glanville (2001, 2007) and Arnellos, Spyrou, 

Darzentas (2007a, 2007b), all argue that the design process has a sys-

temic nature implemented in an interactive and iterated mode. These two 

modes are both deemed necessary for they allow the testing of alternative 

solutions, the integration of insights, the formulation of viable strategies 

and attention to shifting parameters - factors that are all crucial to com-

plex design processes. 

3.3 The Content of the Design Process Is Not the Artefact Itself 

As is thoroughly analysed in (Arnellos, Spyrou, Darzentas, 2007a), the 

assignment of the design process to an interactive framework raises the 

question of the importance of the user of the design process outcome (the 

artefact). Users and stakeholders evaluate the artefact on the basis of their 

own individual experience. Considering that each user‟s experience and 

hence representational structures are different, the content of the design 

process should not be understood to be merely the artefact itself.  

Indeed, the content should not be attributed to the aesthetic and practi-

cal properties of a fixed object (Kazmierczak, 2003). The content of the 

design process is subjectively interpreted and is changed by the user‟s 

cognitive processes while (s)he, in turn, is purposefully engaging in fu-

ture design processes. The design system should now provide a form for 

dynamic and ill-defined content in such a way that will facilitate its crea-

tive interpretation by the user/receiver and, ultimately, other design sys-

tems. 

From this perspective, validating the design outcome is an extremely 

difficult task, as there can be quite unexpected benefits for the other de-

sign systems issuing from the use of that outcome. So the next difficult 

question might be where the design process ends. Of course, as men-

tioned before, design is an open-ended and iterated process, and as such it 

never comes to an end. But the designer should be able to take an open-

ended decision in this process and since the content under discussion is in 

fact a meaning understood by the participants; it would seem that their 

anticipation must have a key role in the design process. 

3.4 The Design Process Is Future-Anticipative 

The varied interpretation of content from multiple receivers implies that 

the design process should have the potential to be directed towards many 
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different possible outcomes and their consequences. In other words, the 

design process has an anticipatory nature by which it will be placed in a 

pragmatic context and simultaneously be projected towards the future, 

using different directions and time scales (Banathy, 1996; Nadin, 2000; 

Jonas, 2001). It is this orientation towards the future that makes design 

different from mere problem-solving. Its interactive nature implies a new 

kind of anticipation for each cognitive system engaging in the design 

process, a cognitive system which learns from the past and appraises 

what is presently useful and desirable by simultaneously projecting con-

tent into the future. 

According to the fundamental characteristics of the design process 

presented above, its naturalized explanation should incorporate in its de-

scription the engagement of individual cognitive systems (agents) in in-

tentional and purposeful interactions with their environment and conse-

quently with each other – actions undertaken in order to be able to fulfil 

their ill-defined goals. As argued in (Arnellos, Spyrou, Darzentas, 2007b) 

cognitive systems like these should have an autonomy that will guide 

them through this kind of interaction, based on their open-ended anticipa-

tive functionality. As expected, a complete analysis and description of the 

design process in a naturalised framework is not an easy task. We there-

fore begin this endeavour with a naturalised account of agency presented 

in detail in (Arnellos, Spyrou, Darzentas, in press) and we will try to 

show how the main characteristics of the design process are construc-

tively supported within the resulting framework. Autonomy and interac-

tivity will turn out to be core features in this naturalised framework. 

4 A Naturalized Description of Agency 

4.1 Autonomy drives agency via the intentional creation of func-

tional meaning 

There are many frameworks explaining agency in contemporary scientific 

literature and thus many diverse definitions of a cognitive agent. On the 

other hand, and as we have repeatedly suggested in (Arnellos, Spyrou, 

Darzentas, 2007b, 2008, in press) a strong notion of agency calls for: in-

teractivity – the ability of an agent/cognitive system to perceive and act 

upon its environment by taking the initiative; intentionality – the ability 

of an agent to effect a goal-oriented interaction by attributing purposes, 

beliefs and desires to its actions; and autonomy, which can be character-
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ized as the ability of an agent to function/operate intentionally and inter-

actively based on its own resources. 

This definition mentions three fundamental capacities that an agent 

should exhibit in a somewhat integrated way regarding their existence 

and their evolutionary development. According to this definition, agency 

requires interactivity – which in turn implies action on the environment. 

This action is not accidental but intentional; it is purposeful action di-

rected towards a goal and it is driven by content such as beliefs and de-

sires. In addition, an agent like this exhibits the property of autonomy as 

it interacts with the environment in an intentional manner based on its 

own resources, including its own internal content. These three properties 

seem quite interdependent, what becomes clear when one attempts to 

consider if it is possible for one of them to increase qualitatively while 

the others remain at the same level.  

This interdependency is emphasized by Collier (1999) when he sug-

gests that there is no function without autonomy, no intentionality without 

function and no meaning without intentionality. The interdependence is 

completed by considering meaning as a prerequisite for the maintenance 

of system‟s autonomy during its purposeful interaction with the environ-

ment. 

 
Figure 1. Interdependence of autonomy, functionality, intentionality 

and meaning in an autonomous agent. 

These properties and their interdependence are characteristic of the 

strong notion of agency (i.e. they are features of living systems) – that 

which is emergent in the functional organisation of a living/cognitive sys-
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tem. The term „functional‟ is used here to denote the processes of the 

network of components that contribute to the autonomy of the cognitive 

system and particularly, to the maintenance of the system as a whole (see 

e.g. Ruiz-Mirazo and Moreno, 2004). In this sense, meaning should be 

linked with the functional structures of the system. So meaning should 

guide the constructive and interactive processes of the functional compo-

nents of the system in such a way that these processes maintain and en-

hance its autonomy. As such, the enhancement of autonomy means set-

ting certain goals by the system itself. So the intentionality of the system 

is guiding its behaviour through meaning.  

It should be noted that in such a theoretical set-up, meaning and its 

functional substratum are the defining properties of an autonomous agent 

that can act intentionally. In other words, an autonomous system may act 

intentionally if its actions are mediated by meaning. The foundations of 

functional emergence of this sort have been established in the systems-

theoretic framework of second-order cybernetics. 

4.2 Closure and Self-Reference for Self-Organisation 

In second-order cybernetic epistemology, a cognitive system is able to 

carry out the fundamental actions of distinction and observation. It ob-

serves its boundaries and it is thus itself differentiated from its environ-

ment. As the cognitive system is able to observe the distinctions it makes, 

it is able to refer the result of its actions back to itself. This makes it a 

self-referential system, with the ability to create new distinctions (ac-

tions) based on previous ones, to judge distinctions, and to increase its 

complexity by producing new meanings in order to interact. The self-

referential loop can only exist in relation to an environment, but it never-

theless goes beyond classical system-environment models, which hold 

that the external control of a cognitive system‟s adaptation to its envi-

ronment is replaced by a model of systemic and opera-

tional/organisational closure (von Foerster, 1960, 1981). 

Due to this closure, the self-reference of an observation produces 

meaning inside the cognitive system, which is used as a model for further 

observations in order to compensate for external complexity. Indeed, this 

closure is functional in so far as the effects produced by the cognitive 

system produce the maintenance of its systemic equilibrium through the 

emergence of more complex organizations. With system closure, envi-

ronmental complexity is based solely on system observations, so system 

reality is observation-based. As von Foerster (1976) argued, the results of 
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an observation do not refer directly to the objects of the real world; they 

are instead the results of recurrent cognitive functions in the structural 

coupling between the cognitive system and the environment. So each 

emergent function based on observations is a construction; it is an in-

crease of the organisation and cognitive complexity of the agent. This 

process of emergent increment of order through the internal construction 

of functional organisations and simultaneous classification of the envi-

ronment is a process of self-organization (von Foerster, 1960, 1981). 

The nature of this systemic closure means that all the interactive alter-

natives of the cognitive system are internally generated and their selec-

tion is an entirely internal process. So, autonomous cognitive systems like 

this must construct their reality by using internally available structures. 

We should note that the respective self-organised structures (eigenvalues) 

are specific to the particular functionality of the cognitive system. Spe-

cifically, the functionality of the cognitive system is entirely dependent 

on its structural components and their interrelationships – interrelation-

ships that establish the respective dynamics. So the functionality of the 

cognitive system is immediately related to the maintenance of its sys-

temic cohesion (Collier, 1999), and consequently its self-organising dy-

namics. This inclination of a self-organising cognitive system to maintain 

its own self-organisation constitutes the core of its intentional and pur-

poseful (goal-oriented) interaction with the environment. This pattern of 

self-organising dynamics requires a certain type of cohesion. 

4.3 Cohesion via Process Closure for Self-Organisation 

Cohesion is an inclusive capacity of an autonomous system and it indi-

cates the existence of causal interactions among the components of the 

system in which certain capacities emerge - the respective components 

are constituents for the system itself. As such, cohesion can only be ex-

plained with respect to the causal roles that the constituent components 

and the relations among them, that is, their functional processes, acquire 

in the dynamic organization of the system. 

Cohesive systems exhibit different kinds of correlations between dif-

ferent processes with respect to the degree (or the type) of cohesion that 

they exhibit. Systems with very strong and highly local bonds exhibit 

powerful cohesion which does not necessarily provide them with genuine 

autonomy and agency. The essential type of cohesion emerges in systems 

that are thermodynamically open and function in conditions that are far 

from equilibrium (Collier and Hooker, 1999). As Collier (2007) has 
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stressed, since there is an internal need in these systems for the coordina-

tion of the processes to be able to achieve viability (self-maintenance), 

one should expect to find holistic organization in which organization-

ally/operationally open aspects of lower level are closed at higher organ-

izational levels. This is a highly constructive type of autonomy (see Ar-

nellos, Spyrou, Darzentas, 2008) and it requires what Collier (1999) sug-

gests we call process closure (in the convention of „organiza-

tional/operational closure‟), to stress the fact that in such autonomous 

systems there are some internal constraints controlling the internal flow 

of matter and energy, and by doing so, the whole system acquires the ca-

pacity to carry out the respective processes, since these processes will 

contribute to its self-maintenance. 

The preceding analysis of agency is a useful basis for understanding 

and explaining the design process. However, the description given is not 

adequately naturalized. Agency comes in degrees and at various levels in 

nature (Arnellos, Spyrou, Darzentas, in press). Genuine autonomous sys-

tems, such as living systems, are distinguished by a high degree of disen-

tanglement from the environment, not in terms of their interactive proc-

esses, but on the contrary, in terms of their ability to adapt in various en-

vironmental disturbances. The systems described so far seem to exhibit a 

functional organization that is too tightly connected with their environ-

ments, but with minimal interactive characteristics, and as such, they 

cannot evolve beyond a certain threshold. Such systems are at the thresh-

old of achieving autonomy, but at most this is a reactive kind of agency, 

insufficient to be able to engage in genuine design processes, where in-

teraction is a vital asset. 

Agency and the design process cannot be solely a matter of internal 

constructive processes and process closure. The need for open-endedness 

calls for interaction of the autonomous agent with the environment, 

while, the functional aspects of such an embodiment and its anticipatory 

content calls for advanced and efficient mechanisms of controlling and 

purposefully managing these interactions. 

4.4 Interaction Closure and the Emergence of Normative Func-

tionality 

In section 4.2 it was mentioned that any system (defined and considered 

under the more general framework of second-order cybernetics) makes a 

distinction between the components that constitute itself and the rest of 

the elements that form its environment. The respective qualitative and 
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quantitative imbalance indicates an asymmetry between a system and its 

environment. In the self-organizing systems described so far, this asym-

metry is created and maintained by the functionality of the system 

through the establishment of internal constructive relations that organiza-

tionally differentiate the system from its environment and specify its 

autonomy and its identity. 

This is an interpretive asymmetry (Hoffmeyer, 1998; Arnellos, Spy-

rou, Darzentas, in press) with some very interesting implications. Bick-

hard (1993, 2000) exemplifies the implications of this asymmetry by pos-

tulating a recursive self-maintenant system: a self-organizing system that 

has more than one means at its disposal to maintain its ability to be self-

maintenant in various environmental conditions. This is a self-organizing 

system which functions far from thermodynamic equilibrium by continu-

ously interacting with the environment, from where it finds the appropri-

ate conditions for the success of its functional processes. Processes which 

are far from equilibrium cannot be kept in isolation, as they will lose their 

dynamic-functional stability.  

So, the interactive opening of the system to the environment is consid-

ered the most important point in its evolution towards genuine autonomy 

and agency, as it first of all enhances the stability of the system and its 

ability to maintain its maintenance. Specifically, the interactions in which 

an autonomous agent engages will be functional and dysfunctional (Mo-

reno and Barandiaran, 2004). The former corresponds to those interac-

tions which are integrated in the functional organization of the agent and 

in this way they contribute to its self-maintenance. The latter corresponds 

to interactions that cannot be properly integrated in the functional organi-

zation and hence do not contribute or/nor disturb the self-maintenance of 

the system. 

So the primary goal of such a self-organizing system is to maintain its 

autonomy in the course of its interactions. Since it is a self-organizing 

system, its embodiment is of a kind that its functionality is immediately 

related to its autonomy, through the fact that its apparent inclination to 

maintain its autonomy - in terms of its self-maintenance (its purpose) - 

constitutes the intentionality of its actions and hence its interaction with 

the environment. As such, autonomous systems do not only exhibit proc-

ess closure, but also interaction closure (Collier, 1999, 2000, 2007), a 

situation where the internal outcomes of the interactions of the autono-

mous system with its environment contributes to the maintenance of the 

functional (constructive/interactive) processes of the system that are re-
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sponsible for these specific interactions. It is cohesion via process and 

interaction closure that truly distinguishes autonomous systems from 

other kinds of cohesive systems. An autonomous system is not only able 

to maintain itself, but it can also meaningfully alter its internal functional-

ity in order to adapt to complex and changing conditions around the envi-

ronment. 

This capacity for meaningful critique regarding the functional (the 

„good‟) and the dysfunctional (the „bad‟) with respect to the maintenance 

of the system is a normative one. Self-maintenant systems that exhibit 

normative functionality are truly autonomous systems and they present 

genuine agency. In this way, the overall functional closure (process and 

interaction closure) of an agent is guided by its autonomy - in the sense 

that the former contributes to the maintenance of the latter - while its in-

tentionality derives from this specific normative functionality, as the lat-

ter is being directed towards the primary purpose of maintaining self-

maintenance. This cohesive combination of process and interaction clo-

sure is responsible for the emergence of functional norms within the 

autonomous system and for the autonomous system itself.  

These functional norms, in a way, attribute values of truth or falsity, 

and they are emergent in the system‟s interactions with the environment. 

Particularly, they are internal constructions that attribute binary values of 

to processes and/or the interactions of an autonomous system. The binary 

nature does not imply explicitness, but on the contrary, it can be said that 

the higher the autonomy and agency of the cognitive system, the higher 

the degree of abstraction of the concepts to which some of its norms can 

be related. This means that even though norms are constructed by the 

autonomous system itself, there are too many cases where their interac-

tive satisfaction is not immediately recognizable by the autonomous sys-

tem.  

It would appear, according to the strong notion of agency introduced 

in 4.1, we are still lacking meaning - on the basis of which the cognitive 

system decides which of the available functional processes to make use 

of in order to successfully interact with a specific environment, i.e. to 

fulfil its goal or to satisfy its functional norms. An autonomous system 

anticipates via the respective representational content (meaning). But 

where exactly is this content to be found? The naturalistic requirement 

for an explanation of the constructive and interactive aspects of norma-

tive functionality - i.e. of the efficient control and management of the 
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constructive/interactive capabilities of an autonomous agent - calls for the 

introduction of interactive, emergent representations. 

4.5 Anticipations and the Emergence of Representational Content 

Bickhard argues that an autonomous system of the aforementioned kind 

should have a way of differentiating the environments with which it in-

teracts, and should possess a switching mechanism to choose among the 

appropriate internal functional processes that it will use in the interaction 

in question. The differentiations are implicitly and interactively defined, 

as the internal outcomes of the interaction - which in turn depend on the 

functional organization of the participating subsystems and on that of the 

environment. These differentiations create an epistemic contact with the 

environment, but they do not carry any representational content at all. 

However, they are indications of the interactive potentiality of the func-

tional processes of the autonomous system itself. As such, these differen-

tiations functionally indicate that some type of interaction is available in 

the specific environment and hence implicitly anticipate that the envi-

ronment exhibits appropriate conditions for the success of the indicated 

interaction. 

In this model (Bickhard, 1993; 2000), differentiated indications like 

the aforementioned constitute emergent representations. The conditions 

of the environment that are functionally and implicitly responded to by 

the differentiation, as well as the internal conditions of the autonomous 

cognitive system (i.e. other functional processes or conditions), that are 

supposed to be supporting the selected type of interaction, constitute the 

dynamic presuppositions of the functional processes that will guide the 

interaction. These presuppositions constitute the representational content 

of the autonomous cognitive system regarding the differentiated envi-

ronment. This content emerges in the interaction of the system with the 

environment. What remains to be shown is how this representational con-

tent is related to the anticipations of an autonomous system. 

Anticipation relates the present action of an agent with its future state. 

An anticipatory system has the ability to organise its functional state, in 

such a way that its current behaviour will provide the ability to success-

fully interact with its environment in the future. Such a system needs to 

be able to take into consideration the possible results of its actions in ad-

vance, hence, anticipation is immediately related to the meaning of the 

representations of the autonomous cognitive system (Collier, 1999). In 

this way, anticipation is one of the most characteristic aspects of autono-
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mous systems due to their need to shape their dynamic interaction with 

the environment so as to achieve future outcomes (goals of the system) 

that will enhance their autonomy. In the context of the autonomous sys-

tems discussed so far, these future outcomes should satisfy the demand 

for process and interaction closure of the system and in general, for sys-

tem‟s normative functionality. 

Normative functionality is evaluated on the basis of the functional 

outcomes of the autonomous system; therefore, anticipation is immedi-

ately related to functionality (Collier, 2007). Even the simplest function 

requires anticipation in order to be effective. As mentioned before, an-

ticipation is goal-directed. As a matter of fact, anticipation almost always 

requires functionality, which is, by default, a goal-oriented process. From 

this perspective, anticipation guides the functionality of the system 

through its representational content. In the model of the emergence of 

representations in the special case of an autonomous agent presented 

above, the representational content emerges in a system’s anticipation of 

interactive capabilities (Bickhard, 2001). In other words, the interactive 

capabilities of a system are the subject of anticipation by the self-same 

system. This anticipation may be erroneous, potential errors being detect-

able by the system. Anticipation is an integral part of the functional con-

text of a goal-directed system (a system which exhibits what we call 

„emergent normativity‟). 

These anticipations guide the interpretive interactions of an autono-

mous agent. In case these interactions contribute to the agent‟s self-

maintenance, its capability for interactive anticipation progressively in-

creases and as such its intentional capacity increases too (Christensen and 

Hooker, 2002; Arnellos, Spyrou, Darzentas, in press). 

5 The Design Process as Interaction between Autonomous 

Systems 

Following on from the analysis made above, each autonomous cognitive 

system participating in the design process is considered a self-organising 

system with the ability to maintain its autonomy in terms of its self-

maintenance in different and dynamic environments. Hence, an autono-

mous cognitive system acquires the identity of a UD system3 the very 

                                                           
  In a serial description (applicable only for demonstrative purposes) of the design process, 

each one of the participating autonomous systems could be defined as design-systems or user-

systems at different time instances. However, the systemic and interactive approach adopted in this 
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moment that it intentionally decides to engage in a design process. Con-

sequently, in the framework described so far, the design process is viewed 

as an interaction between two or more autonomous UD systems, in order 

to maintain their capacity for self-maintenance, or in other words, in or-

der to maintain the type of autonomy that permits them to internally cre-

ate representational content. 

In the analysis sketched before, autonomy guides functionality; so the 

functional aspect of the design process in which each UD system interac-

tively participates becomes the purposeful and ongoing transformation 

and expansion of their already existing representations. For each UD 

system, a different representational content is internally emerging from 

their mutual attempts to incorporate the results of each other actions (the 

artefact in each instance of the design process), as a perturbation and not 

as a static informational structure nor as a content in itself, into their 

functional organisation. In addition, a group of autonomous UD systems 

such as these, engaging in the design process constitutes a design system, 

which (as expected from the interactive nature of the design process) it is 

defined on the communicative/co-operative level. 

A logical sequence of the interaction cannot be implied, but for the 

benefit of this analysis let‟s just assume that a UD system attempts to 

communicate its representations, regarding a possible solution towards an 

ill-defined goal, to the other UD systems participating in the design proc-

ess, via the creation of an artefact. Considering the participative and co-

operative aspects of the design process, the aim of this communication is 

to induce, in the other UD systems, the emergence of the necessary repre-

sentational content that will guide their functional organisation towards 

the ill-defined goal.  

From the perspective of autonomy, the aim of this communication, 

from the point of view of the UD system that decides to communicate an 

artefact, is to indirectly enhance the degree of variety found in the envi-

ronment, so that the interaction of the UD system with this environment 

will facilitate the emergence of richer representational content that will 

further enhance its autonomy. Since, as discussed in 4.5, the representa-

tional content of each autonomous cognitive system partly depends on the 

dynamic presuppositions provided by the environment with which it 

                                                                                                                                   
paper calls for a more participative and cooperative term, such as „user-designer‟ (called as UD, 

hereinafter), used by Banathy to denote the „designing-within-the-system‟ approach to design (Bana-

thy, 1996, p. 226) 
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chooses to interact, and partly on the functional dynamics of the system 

itself, the only way for an autonomous cognitive system to enhance its 

content is to provide for the enhancement of the representational content 

of all the other participants in the design process. Furthermore, this mu-

tual enhancement should take place in a way that furthers the achieve-

ment of the specific but ill-defined goal standing before the system, since, 

according to the framework we have adopted; its attainment will implic-

itly enhance the autonomy of the cognitive system. 

5.1 The Role of Ill-Definedness 

Initially, in the early stages of an autonomous cognitive system this mu-

tual dependence upon an ill-defined goal can be easily overcome. The 

achievement of goals becomes harder as those ill-defined goals become 

more complicated. This happens when different cognitive systems con-

struct different meanings of the design problem and provide different 

outcomes as possible solutions. This means that the ill-defined goal of the 

design process will never have a genuine and mutual recognition between 

its participants. Indeed, the degree of mutuality will decrease as far as the 

ill-defined goal becomes more complicated. On this basis, it can be con-

cluded that the design process is purposeful communication between two 

or more autonomous UD systems, in order to shape their dynamical in-

teraction with the environment, so as to achieve a kind of functionality 

that contributes to the enhancement of their autonomy, by attempting to 

direct their functional organisations (i.e. themselves) towards an alleg-

edly common, ill-defined goal. 

At this point, it has been argued that two or more self-organising sys-

tems engage in an intentional and purposeful interaction with each other, 

in order to maintain and enhance their autonomy. In other words, self-

organising systems engage in a design process out of necessity. From an 

observer‟s point of view, the design process could be considered as the 

attempt of two or more cognitive agents to provide each other a specific 

solution regarding a specific problem. In the interactive framework of 

second-order cybernetics, the design process should be seen as an at-

tempt of two or more autonomous systems to communicate their repre-

sentational content regarding a possible solution to an ill-defined goal – 

which is internally and differently formulated by each autonomous system 

–in order to maintain and enhance their autonomy. 
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The ways this enhancement takes place in the face of complicated ill-

defined goals and the ways the design process might acquire a greater 

directionality towards these goals are discussed in the following section. 

5.2 The Design Process Is Directed By Dynamic Anticipation of the 

Participating Autonomous Systems 

As mentioned above, the design process is open-ended and emerges out 

of the ill-defined goals and purposes of its participants (autonomous sys-

tems), while it also results in ill-defined outcomes with ill-defined conse-

quences. The anticipatory content of each autonomous system engaging 

in the design process should be open to revision and evolution. Consider-

ing the dynamic and future-oriented type of anticipation described in 4.5, 

it can be said that each UD system participating in a design process 

should have the capability for anticipative interaction with the environ-

ment, in order to achieve the closure conditions that will contribute to its 

autonomy. 

As already said, the only way for an autonomous system to enhance 

its autonomy is by constructing even more adaptive representations to-

wards its ill-defined goal. But this can only be achieved through the en-

hancement of its environment, that is, the emergence of new and more 

complex representations in the other UD systems which belong in the 

same overall design system. If this is to move in the direction of the oth-

erwise subjectively formulated ill-defined goal, then the ability of each 

one UD system to anticipate the variety of the functional structures of all 

the other UD systems is crucial for the enhancement of autonomy. Actu-

ally, the higher the degree of anticipation in each UD system, the higher 

its capacity to evaluate its interaction and the greater its ability to incor-

porate multiple possibilities in its performance, and also, the higher its 

capacity to consider the ill-defined consequences of the outcome of the 

design process, that is, the multiple ways in which each one of the other 

UD systems may choose to interact with the artefact. 

In general, it can be said that the more the representational content of 

an autonomous system is evolved, the more dynamic its anticipative 

structures become (Collier, 1999; Bickhard, 2001). This has a positive 

effect in the anticipatory capacity of the autonomous system and in its 

capacity to evaluate its future interactions. The increase of the system‟s 

capacity for dynamic anticipation expands that what Christensen and 

Hooker (2000) call the anticipatory time window, which provides a cer-

tain degree of directionality (Christensen and Hooker, 2002) in the goal-
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directed interaction of the autonomous system. Overall, these capacities 

result in the emergence of new cognitive abilities for the autonomous sys-

tem, thus, implicitly increasing its interactive autonomy. 

5.3 The Design Process as Learning 

Nevertheless, no matter how large the window of anticipatory interaction 

may be, not all possibilities and selections regarding the outcomes and 

the ill-defined consequences of the design process can be inherent in the 

organisation of each UD system. A possible solution to this predicament 

is for the UD system to evolve learning capabilities. This would provide a 

way to expand its dynamical anticipation capacity and its ability to evalu-

ate a possible interaction. The UD system becomes less dependent and 

more sensitive regarding its contextual interactive capabilities. It in-

creases its ability to better recognize its environment, evaluate conditions 

and better formulate its goal regarding the problem. This provides an in-

frastructure better suited for the UD system to be able to define the design 

problem and anticipate the possibility of success in the emergent interac-

tions between the other UD systems and the communicated artefact. 

Structural coupling is strengthened and the new and more adaptive repre-

sentational content acquires a more prosperous field of emergence. Con-

sequently, autonomy is increased. 

However, in the proposed framework closure is achieved at the level 

of differentiations and of the respective emergent representational con-

tent, so autonomy cannot be statically identified. Instead, as Collier 

(2000, 2002) suggests, it has a gradual nature. So autonomy should be 

considered an anticipative and future-directed property and it is a vital 

asset directly related to the variety with which the UD systems participat-

ing in the design process will internally create adaptive emergent repre-

sentations towards their ill-defined goals. The artefacts are not objects 

any more, but interfaces functioning as triggers that drive the formation 

of new representational content. Therefore, each UD system should ex-

ploit each artefact, as both a means of maintenance and a source of en-

hancement of its own autonomy. A consequence of this point of view is a 

paradigm shift: from focusing on designing static things to focusing on 

designing the emergence of thoughts and of novel representational con-

tent. Interaction with an artefact results in a differentiated indication of 

the interactive capabilities of each UD system engaging in the design 

process. From this perspective, autonomy depends on the degree to which 

the communicated representational content of each UD system, through 
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the artefact, gives the other UD systems the proper indications of the po-

tentialities of their interactive capabilities. Ultimately, the increase of 

autonomy is the result of a creative design process (Arnellos, Spyrou and 

Darzentas, 2007a). 

 
Figure 2. The design process as the interaction between two autono-

mous systems that guide their learning through the use of dynamic antici-

pations with emergent representational content. 
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The design process together with its key aspects, supported by its par-

ticipating autonomous systems, is abstractly depicted in Fig. 2. What 

should be noted at this point is that from this perspective, the content of 

the design process is not the artefact itself. It is not static, since it is the 

attempt to communicate the UD system‟s representational content to the 

other UD systems actively participating in the design process. Moreover, 

due to the capacity for directed interaction, all UD systems engage in a 

mutual dependence with each other, while they are trying to increase their 

anticipatory capacity, no matter the degree of mutual recognition of their 

ill-defined goals. In their attempt to create richer representational struc-

tures towards their ill-defined goals, they are continuously interacting 

with the artefacts and hence, they learn to anticipate, or as it is suggested 

by Bickhard (2001) they anticipate the necessity to acquire new anticipa-

tions. Furthermore, the progressively increasing capability of the UD sys-

tem‟s anticipation also creates an intentional capacity. This is not the 

same as the traditional notion of intentionality considered as the sum of 

all system‟s representations. Intentionality derives from the UD system‟s 

functional capability of anticipative and purposeful interaction, and aims 

to enhance each UD system‟s autonomy. 

6 Conclusions 

Naturalization is quite controversial: one has to proceed with a continu-

ous formulation of questions about the phenomenon in question, taking 

into consideration both the quantitative and the qualitative progress of 

science with respect to relevant notions and beliefs. Design should have a 

cognitive foundation. Agency appears to be one of the most complicated 

capacities that nature presents and the quest for its naturalized explana-

tion is not easy (Arnellos, Spyrou, Darzentas, in press). 

An attempt has been made to provide a naturalized analysis of the de-

sign process by considering the latter as the purposeful interaction be-

tween two or more autonomous agents. The interaction of each cognitive 

system is guided by its self-organising functionality, which arises from its 

autonomy and it is directed towards the maintenance and/or the en-

hancement of this autonomy. The respective analysis departs from the 

systemic framework of second-order cybernetics, where an agent is 

viewed as a self-organising system exhibiting self-reference and organi-

sation closure. The respective functional circularity is the result of inter-

action closure, which combined with process closure provides the means 

for the emergence of functional norms in each autonomous system. 
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This normative nature is grounded in values produced within the sys-

tem and used in order to guide its interactions. As an agent evolves, some 

of its norms cannot be immediately identified and hence satisfied in its 

functional organization – so some mediation of their uncertain interactive 

potentialities is required. This mediation takes place through the forma-

tion of relevant anticipations with the respective representational content. 

These dynamic anticipations guide the autonomous system in the design 

process and provide the system with the ability to bring itself closer to its 

ill-defined goals. In this way, autonomy drives the interactive design 

process and at the same time profits from it. 
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