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Abstract:

Facial Expression conveys non-verbal cues, which plays an important role in interpersonal relations. The Cognitive Emotion AI system is the process of identifying the emotional state of a person. The main aim of our study is to develop a robust system which can detect as well as recognize human emotion from live feed. There are some emotions which are universal to all human beings like angry, sad, happy, surprise, fear, disgust and neutral. The methodology of this system is based on two stages- facial detection is done by extraction of Haar Cascade features of a face using Viola Jones algorithm and then the emotion is verified and recognized using Artificial Intelligence Techniques. The system will take image or frame as an input and by providing the image to the model the model will perform the preprocessing and feature selection after that it will be predict the emotional state.
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Introduction:

In one of the important ways humans display emotions is through facial expressions. Facial expression recognition is one of the most powerful, natural and immediate means for human beings to communicate their emotions and intensions.

Humans can be in some circumstances restricted from showing their emotions, such as hospitalized patients, or due to deficiencies; hence, better recognition of other human emotions will lead to effective communication. Artificial Intelligence is the science of 21st century. Artificial Intelligence (AI) is defined as the ability for a machine to “think or act humanly or rationally”.
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Machines are now able to process the vast amount of data in real time and respond accordingly. However, these machines with high IQ (Intelligence Quotient) were always lacking Emotional Intelligence (EI)/ Emotional Quotient (EQ). As technology progresses and the world becomes more and more virtual, there is a fear that we will lose the human connection and communication; but what if our devices could replace those interactions? The question of the era is whether we can build machines that can recognise human emotions.

The study and analysis of human emotions is not new. In 1872, Charles Darwin wrote in his book, The Expression of the Emotions in Man and Animals, “Facial expressions of emotion are universal, not learned differently in each culture”. The seminal research into the topic came from Paul Ekman, a psychologist. He was the first one to classify the emotions.

1. **Joy (Happiness)** - symbolized by raising of the mouth corners (an obvious smile) and tightening of the eyelids
2. **Surprise** - symbolized by eyebrows arching, eyes opening wide and exposing more white, with the jaw dropping slightly
3. **Sadness** - symbolized by lowering of the mouth corners, the eyebrows descending to the inner corners and the eyelids drooping
4. **Anger** - symbolized by eyebrows lowering, lips pressing firmly and eyes bulging
5. **Disgust** - symbolized by the upper lip raising, nose bridge wrinkling and cheeks raising
6. **Fear** - symbolized by the upper eyelids raising, eyes opening and the lips stretching horizontally
7. **Contempt** - symbolized by half of the upper lip tightening up and often the head is tilted slightly back.

These emotions are said to be the universal emotions. Developers and researchers have been advancing artificial intelligence to not only create systems that think and act like humans, but also detect and react to human emotions. Humans show universal consistency in recognizing emotions but also show a great deal of variability between individuals in their abilities. Enabling the devices around us to recognize our emotions can only enhance our interaction with machines, as well as among the family of humanity. The point of this project research is to develop personalized user experiences that can help improve lives. The fig1,2,3 shows the model facial emotions in samples [1-5].
Figure 1: Example of subjects in the same class disgust in the CK+ dataset having different head shapes and ethnicities.

Figure 2: Example of various illuminations ((a) and (b) in the CK+) and head orientations ((c) and (d) in the JAFFE) for subjects in the same dataset.

Figure 3: Example of high similarity between facial expressions in two different classes.
Proposed Methodology

After the face detection, an efficient CNN-based architecture is used for the training and testing of face mask detection. There are several already available architectures for the training purpose, which were already discussed in the literature review section. In this work, we presented a custom architecture to detect whether the person wears a face mask or not. In the proposed work, face mask detection is performed by facial feature analysis.

The proposed lightweight CNN model consists of four convolutions, one fully connected and the output layer, and after each convolution layer, a nonlinear ReLU activation function is used to perform thresholding operation. The ReLU activation function drops neurons from the network whose values are less than zero, and the neuron with positive values are unchanged. In the proposed model, we employ two maximum pooling layers for dimensionality reduction, which affects the training duration of the network [6-11].

During training the model, the problem of overfitting can be occurred due to the model and data simplicity. To reduce the overfitting problem, we used the dropout and batch normalization mechanism. The output neurons in the last fully connected layer are equal to the
number of classes recognized by the network, and lastly, the softmax classifier is used to classify the given input into the corresponding class such as face mask detected and no face mask detected.

**IMAGE ACQUISITION (DATA SET DESCRIPTION)**

The output of the first convolution layer is the input of the second convolutional layer after normalization and pooling layers. There is a total of 64 kernels with a size of 3 _ 3 in the second convolutional layer. The rest of the convolutional layers are connected without any intervening subsampling or batch normalization. In the third convolutional layer, 128 kernels are used, where each kernel has a size of 3 _ 3 _ 3. The final convolutional layer has 256 kernels having of size 3 _ 3 _ 3. The fully connected layers have a total of 128 neurons. The output of the fully connected layer is fed into a softmax layer, which produces a distribution over the 2-class labels, namely, mask detected and mask not detected. The complete detail of the proposed system is shown in Figure 3 along with subsequent layers descriptions.

![Figure 5 Image Data Set Descriptions](image-data-set-descriptions)
IMAGE PRE-PROCESSING

As our input images are grayscale images, the pixel value ranges between 0 and 255 (256 Levels of grey). 0 representing white and 255 representing black colours. Having such big numbers as input, the neural network computation of optimal weights and bias will be too difficult. So we need to pre-process these image pixel values between -1 and 1. So we divide each of these pixel values by 255 and then map to a value between -1 and 1.

The pre-train program uses a set of labeled facial images to train on a CNN deep learning training model. Figure 3 shows the required input and the output files type for the pre-train program. Images collected from user is option and chapter 4 will discuss this option. The recognizer uses an RGB camera to obtain real time video. The facial detector detects the largest face and crops a facial image from the frame.

The facial image is used as input for the facial expression recognizer. The facial expression recognizer processes the facial image and shows the result on the command line. The inputs of the recognizer are an RGB real time video from a camera and checkpoint file from the pre-train program. The output of the facial detector is a fixed size image which is an input for the facial expression recognizer that uses it for the identification of the facial expression. The facial detector reads frames from the live video and uses OpenCVs cascade classifier to detect faces from the frames. While faces are being detected, a square facial image of the largest face is extracted from frame. Figure 4 shows an example detection of the facial detector[12-19].

In our work, this Haar cascade classifier is adopted for face detection both in our offline and real-time systems, and we ignore the non-frontal situation since the primary concentration is on the FER part. The input images are loaded and converted into grayscale mode. If the classifier finds the faces, it returns the four coordinates of the rectangular region of interest (ROI) of the faces. Once the locations of this ROI are obtained, these four vertices are used to crop the faces, and the irrelevant backgrounds are deleted; image processing can be addressed later. Examples of detected ROI for faces of the two datasets (CK+ and JAFFE) are shown in Figure 3.3. Concerning the FER-2013 dataset, the low resolution of its images (48_48 pixels) and
the various head orientations prevent reliable face detection, so no face detection was applied to this dataset. Even without face detection, the performance is remarkably enhanced when FER-2013 is applied to the first stage of fine-tuning, as shown in below figure.

Figure 6. Face Detection Using Distance Metrics

<table>
<thead>
<tr>
<th>Distance</th>
<th>Description of the distances</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1 and D2</td>
<td>Distance between the upper and lower eyelid of the right and left eyes</td>
</tr>
<tr>
<td>D3</td>
<td>Distance between the inner points of the left and right eyebrow</td>
</tr>
<tr>
<td>D4 and D5</td>
<td>Distance between the nose point and the inner point of the left and right eyebrow</td>
</tr>
<tr>
<td>D6 and D8</td>
<td>Distance between the nose point and the right and left mouth corner</td>
</tr>
<tr>
<td>D7 and D9</td>
<td>Distance between the nose point and the midpoint of the upper and lower lip</td>
</tr>
<tr>
<td>D10</td>
<td>Distance between the right and left mouth corner</td>
</tr>
<tr>
<td>D11</td>
<td>Distance between the midpoint of the upper and lower lip</td>
</tr>
<tr>
<td>D12</td>
<td>Mouth circumference</td>
</tr>
</tbody>
</table>

Table 1 Distance Metrics
FEATURE EXTRACTION

Facial Features extraction is an important step in face recognition and is defined as the Process of locating specific regions, points, landmarks, or curves/contours in a given 2-D image or a 3D range image. In this feature extraction step, a numerical feature vector is generated from the resulting registered image. Common features that can be extracted are:

1. Lips  
2. Eyes  
3. Eyebrows  
4. Nose tip

DATA AUGMENTATION

Data augmentation is often employed during the training of the CNN since the process itself incorporates a large quantity of data. In the training scheme of this work, the cropped faces are first distorted with a lightweight library in Tensor Flow [20-27] before feeding them into the CNN.

Figure 7: Examples of face detection. Examples of detected ROIs for faces in the CK+ and JAFFE datasets.
RESULT AND DISCUSSION

Accuracy is the overall number of the correct predictions fractionated by the whole number of predictions created for a dataset. It can inform us immediately if a model is trained correctly and by which method it may perform in general. Nevertheless, it does not give detailed information concerning its application to the issue. Precision, called PPV, is a satisfactory measure to determination, whereas the false positives cost is high. Recall is the model metric used to select the best model when there is an elevated cost linked with false negative. Recall helps while the false negatives’ cost is high. F1-score is required when you desire to seek symmetry between both precision and recall. It is a general measure of the accuracy of the model. It combines precision and recall. A good F1-score is explained by having low false positives and also low false negatives [28-33].

True Positives (TP):- These are the correctly predicted positive values, which mean that the value of the actual class is yes and the value of the predicted class is also yes.

True Negatives (TN):- These are the correctly predicted negative values, which means that the value of the actual class is no and value of the predicted class is also no.

False positives and false negatives, these values occur when our actual class contradicts with the predicted class.

False Positives (FP):- When actual class is no and predicted class is yes.

False Negatives (FN):- When actual class is yes but predicted class in no.

\[
\text{Accuracy} = \frac{(TP + TN)}{(TN + FN) + (FP + TP)} \\
\text{Recall} = \frac{TP}{(FN + TP)} \\
\text{Precision} = \frac{TP}{(FP + TP)} \\
\text{F1 - measure} = 2 \times \frac{(\text{Precision} \times \text{Recall})}{(\text{Precision} + \text{Recall})}
\]
Where,

- True positive (TP) = correctly identified
- False positive (FP) = incorrectly identified
- True negative (TN) = correctly rejected
- False negative (FN) = incorrectly rejected

Precision

Precision means to determine the number of positive class predictions that actually belong to the positive class.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

Recall

Recall means to determine the number of positive class predictions made out of all positive samples in the dataset.

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

Fig.8 Prediction Result Screen Shot for Camera – Happy Face with Accuracy level
Fig. 9 Prediction Result Screen Shot for Camera – Sad Face with Accuracy level

Fig. 10. Prediction Result Screen Shot for Camera – Angry Face with Accuracy level
Conclusions:

Prediction of human facial expression using soft computing techniques are important in human communication and interactions. Also, they are used as an important tool in behavioral studies and in medical rehabilitation. Facial image detection techniques provide a fast and practical approach for non-invasive detection. The purpose to present this concept was to develop an intelligent system for facial image expression classification using neural networks.
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