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This dissertation explores how machine learning-based artificial intelligence (ML-based 
AI) impacts information privacy, particularly analysing how inference as a process 
associated with ML affects information privacy. Furthermore, this research highlights 
the limitations of  the General Data Protection Regulation (GDPR) in addressing issues 
concerning inference, and suggests design requirements to embed the value of  privacy  
into systems. 
In its philosophical investigation, this dissertation distinguishes between various components 
and activities related to inference, including inferred information, AI models’ performance, 
and accessing anonymous information uncovered by ML models. Two aspects of  privacy 
are considered: the descriptive, which pertains to its definition, and the normative, which 
relates to its value and the right to privacy. The investigation explores how inferred 
information affects the definition of  privacy, the influence of  AI models’ performance on 
the social value of  privacy, and the implications of  accessing information uncovered by ML 
models for group privacy, more precisely the group right to privacy. 
In its legal investigation, this dissertation examines the GDPR’s effectiveness in addressing 
privacy issues related to information inferred about or ascribed to a person as a member of  
a group, as well as information derived from inference about a group as a whole.
In its technical investigation, this research proposes design requirements to embed the social 
value of  privacy into systems. It develops a value hierarchy for privacy in which the highest 
layer examines the relationships between privacy and social autonomy, the middle layer 
identifies norms regarding promoting or protecting social autonomy, and the lowest layer 
translates those norms into design requirements. 
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Chapter 1:  
Introduction 

 
 
 
Artificial intelligence (AI) systems based on machine learning (ML) have the ability to 
learn without being explicitly programmed. ML algorithms are designed to learn how 
to perform specific tasks by generalising from data, such as making accurate 
predictions or identifying structures within the data (Samuel, 1959). To execute these 
tasks, ML algorithms require training on massive collections of data, known as 
training datasets (Crawford, 2021). These datasets serve as the input data for ML 
algorithms, which are then used to build models. The development of ML models is 
iterative, meaning various model configurations are tested and refined repeatedly 
using the training datasets. Once certain models display promise, they undergo further 
analysis, and the unseen data are fed into them to perform their intended task (Al-
Rubaie & Chang, 2019; Aouad et al., 2007).  
 Data drive the success of ML-based AI systems. A mass collection of data (i.e., 
training datasets) is required to train ML models. Ongoing streams of data are 
required to enhance the accuracy of ML models. Moreover, for the systems to operate, 
they require a steady input of data (Crawford, 2021). The task of developing an ML 
model involves uncovering correlations within the data. Therefore, a developer must 
collect substantial quantities of data, building the training datasets necessary for 
training the model (Aouad et al., 2007). The accuracy of the developed model is 
enhanced by testing it with the information in the training datasets. When trained, the 
model requires new data to be inputted to execute its tasks, which include identifying 
correlations among the features of data it has never previously encountered 
(Crawford, 2021). 
 Massive quantities of data, which serve as the foundation for AI systems, are 
collected from diverse sources, each adapted to the specific field in which ML is 
applied. For instance, in the field of astronomy and astrophysics, data about various 
astronomical phenomena and objects are collected to train ML models (Rodríguez et 
al., 2022). In agriculture, data about environmental factors are collected to assess soil 
and water conditions (Liakos et al., 2018). The application of ML in healthcare shows 
promises in medical diagnosis, personalised healthcare, improved treatment, and the 
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reduction of healthcare costs (Chowriappa et al., 2014). These advancements are 
achieved by collecting and analysing health-related information about persons 
(Akselrod-Ballin et al., 2019). 
 Certain AI systems depend on information1 about persons—personal 
information—for their development and operation. Personal information is defined 
as ‘any information relating to an identified or identifiable natural person (“data 
subject”); an identifiable natural person is one who can be identified, directly or 
indirectly, in particular by reference to an identifier such as a name, an identification 
number, location data, an online identifier, or to one or more factors specific to the 
physical, physiological, genetic, mental, economic, cultural or social identity of that 
natural person’ (EU Parliament, 2016, Art. 4(1)). 
 Personal information can be categorised to include a person’s purchasing 
behaviour, financial information, and health data. The collection of this information 
enables the development of models for specific applications (Chen et al., 2014). For 
example, information about a person’s purchasing behaviour can be used to build 
models used for business execution and commerce (Abualganam et al., 2022). 
Financial information can be employed to develop models in finance, such as 
determining a person’s eligibility for a loan (Citron & Pasquale, 2014). In healthcare, 
health information is collected to develop models for purposes such as the diagnosis 
of a particular type of asthma (Haldar et al., 2008).  
 This dissertation does not confine itself to specific applications of ML and, 
therefore, does not examine specific categories of personal information. Instead, it 
focuses on personal information in general. The main reason for not limiting the focus 
to specific applications of ML and categories of personal information is to provide a 
comprehensive understanding of the broader issues associated with the use of personal 
information in ML. By avoiding a narrow focus, this dissertation offers insights 
applicable to a wide range of ML applications that depend on personal information.  
 This study concentrates on ML-based AI systems that employ predictive analytics, 
based on inductive or deductive reasoning (see Section 1.2), to predict (personal) 
information through the analysis of training datasets. The functioning of these systems 
can be described as follows: Personal information is collected, formatted as features 
by developers or data scientists, and then input into the systems. Subsequently, ML 
models are developed to predict (personal) information. Personal information, 
including features such as x1 (e.g., age), x2 (e.g., gender), and x3 (e.g., browsing history), 

___________________________________________________________________ 
1  Throughout this dissertation, I use the words ‘data’ and ‘information’ interchangeably, regardless of 

their differences. 
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is collected to predict a specific outcome, y (e.g., online behaviour). The symbolic ML 
model representing the correlation between the features (x1, x2, and x3) of the personal 
information collected and the outcome y can be expressed as follows:  
 y = a. x1 + b. x2 + c. x3, in which a, b, and c are coefficients that quantify the 
influence or weight of each respective feature on the predicted outcome y. Once the 
model is developed, uncovering correlations between features, such as x1, x2, and x3, 
when new data are sent to the model, the model employs the learned correlations to 
identify similar patterns in the new data based on the features present, predicting the 
outcome y. For example, if a website visitor is 30 years old, male, and has a browsing 
history of sports websites, the model—in which each feature such as age, gender, and 
browsing history impacts the prediction by certain amounts—predicts that the visitor 
is likely interested in sports ads. 
 Regarding the above discussions, this dissertation focuses on ML-based AI systems 
that centrally involve personal information and has an overarching concern with 
privacy and ML-based AI systems. To address this concern effectively, it conducts 
philosophical, legal, and technical investigations. First, through philosophical 
investigations, this study identifies and analyses how inference, as a process associated 
with ML-based AI systems, impacts the definition, the value of, and the right to 
privacy. This dissertation addresses the existing gap in the literature concerning 
inference not only by exploring how inference may invade or violate privacy but also 
by fundamentally examining its impacts on various aspects of privacy. Second, 
through legal investigations, it assesses whether and how the General Data Protection 
Regulation (GDPR) addresses inference. Third, through technical investigations, it 
proposes design requirements to embed the social value of privacy into systems.  
 The findings of this dissertation contribute to a more comprehensive 
understanding of privacy and the issues arising from the activities of (or in) AI systems, 
suggest the expansion of the scope of the information protected by principles 
established by the GDPR, and enable individuals to live their lives autonomously—
considering that the value of privacy is realised when a person’s autonomy is protected 
or promoted. 
 In the following sections, Section 1.1 provides an overview of the analysis on how 
AI systems impact information privacy, outlines legal provisions for privacy and data 
protection, and discusses technical requirements for integrating privacy into systems. 
Furthermore, this section identifies gaps and limitations in the existing literature on 
the philosophical, legal, and technical investigations into privacy and AI. Accordingly, 
it illuminates the contributions of this dissertation to these respective investigations. 
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Although the information presented in this section does not extend to the rest of the 
dissertation, it is crucial in identifying gaps and limitations that are subsequently 
bridged and addressed throughout the dissertation. 
 Section 1.2 elaborates on the components and activities categorised under 
inference as a process associated with ML-based AI. It delves into the gaps and 
limitations highlighted in the previous section, specifically concerning the impacts of 
inference on privacy and the limitations of the GDPR in addressing inference. Section 
1.3 outlines the research aims and questions. Section 1.4 discusses the methodologies 
and approaches adopted in this dissertation. Finally, Section 1.5 addresses the 
dissertation structure and provides an overview of the chapters. 

1.1. Information Privacy and Artificial Intelligence 

Data practices that involve personal information raise ethical issues, typically 
regarding privacy, as van den Hoven (2009) notes. More precisely, data practices in 
AI systems, particularly those involving personal information, raise concerns about 
‘information privacy’.2 Following Solove (2008), data practices and activities that 
affect information privacy are categorised into different groups, including information 
collection, information processing, and information dissemination. Each 
group further contains various sub-activities (Solove, 2008, pp. 104–105). Solove’s 
description provides a useful way to link existing scholarship on privacy with the 
changes ushered in by AI, and these activities offer a way to identify and analyse 
privacy issues. Adopting these activities as a basis, I conduct a structural analysis of 
how AI systems affect information privacy. A detailed examination of these issues is 
provided in the subsequent paragraphs. 

___________________________________________________________________ 
2  In the digital age, privacy is frequently concerned with information—more precisely, personal 

information. While some privacy scholars discuss privacy as a matter that solely concerns information 
(Parent, 1983), others have disputed this perspective, claiming that privacy may relate to more than 
just information (Finn et al., 2013; Rössler, 2005). According to these scholars, privacy pertains to 
physical space and location, as well (Rössler, 2005). Non-informational privacy has further expanded 
to encompass one’s decisions, modes of behaviour, ways of acting, and the life projects they pursue 
(Rössler, 2005). Privacy also extends to aspects related to appearance, scent, taste, touch, and sound 
(Macnish & Asgarinia, 2023).  

 I acknowledge that privacy relates to more than just information, as non-informational privacy 
becomes pertinent when discussing privacy issues related to new developments in the virtual world, 
such as the metaverse, as highlighted by Brey (2023). However, due to this dissertation’s emphasis on 
AI systems, particularly ML-based AI systems that process large quantities of personal information 
to develop models, I focus specifically on information privacy. 
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 Information collection is a form of surveillance that threatens privacy (Véliz, 
2022), as it may reveal private information that would typically remain undisclosed 
(Solove, 2008). Thus, collecting personal information to develop AI models constitutes 
a form of surveillance, threatening the privacy of those from whom information is 
collected. 
 Information processing is divided into five sub-groups of activities, each 
representing a threat to privacy: aggregation, (re-)identification, insecurity, secondary use, and 
exclusion (Solove, 2008). Aggregation, which provides extensive knowledge about 
individuals that they have not knowingly and willingly shared, threatens the privacy 
of individuals (Henschke, 2017; Solove, 2008). AI systems exacerbate privacy 
concerns by making it possible for the aggregation of innocuous information that leads 
to the revelation of sensitive information about a person (Henschke, 2021). 
 Re-identification raises concerns about a person’s privacy, as it can inhibit their 
ability to be anonymous (or de-identified; Solove, 2008). Individuals in de-identified 
datasets can be re-identified when multiple datasets are combined or cross-referenced 
with one another. When different datasets are merged, identifiers that were previously 
removed, such as names, might be available in one of the combined datasets, leading 
to the possibility of individuals being re-identified (Kammourieh et al., 2017), as Ohm 
(2009) also highlights. The issue of re-identification has intensified with the 
advancement of AI systems. Previously, techniques that added noise or random 
elements to datasets helped protect identities. However, with advancements in ML 
algorithms, these algorithms can detect and remove noise and random elements, 
increasing the risk of re-identifying individuals in datasets (Kammourieh et al., 2017). 
 Insecurity involves carelessness in protecting stored information from leaks and 
unauthorised access (Solove, 2008). A security breach occurs when ML models leak 
information about the individual data records on which they were trained (Shokri et 
al., 2017). For example, in cases in which a person knows that data about individuals 
with a specific disease have been collected for research on which algorithms were 
trained, if individual data records are leaked, then that person might conclude that 
the individual whose data were leaked has the disease, resulting in an invasion of that 
person’s privacy. 
 Secondary uses of data violate people’s expectations about how their information will 
be used, and they may be hesitant to provide their data if they know about the 
possibility of secondary use (Solove, 2008). Secondary uses of information may occur 
in AI systems. In these systems, the same dataset might be repurposed to train models 
in different contexts or to develop AI systems other than those intended when the data 
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were originally collected. As Crawford notes, once information is collected to train 
ML models, the context in which it was gathered is considered irrelevant (Crawford, 
2021). The irrelevance of context makes it possible for the information to be used for 
secondary purposes, which, if done without individuals’ consent or awareness, poses 
risks to their privacy. 
 Exclusion refers to the failure to allow individuals to know about, manage, correct, 
or amend a record of identifiable information about them that others have. This lack 
of inclusion deprives individuals of control over their personal information (Solove, 
2008), which might impact their privacy. When ML models operate as black boxes, 
they make end-decisions with processes that are not transparent, explainable, or 
answerable. The obscurity regarding the consequences of AI’s actions or decisions, or 
the lack of awareness of alternatives, leads to a loss of control over the use of AI 
(Coeckelbergh, 2020). Concurrently, individuals whose data are used by AI face 
challenges in comprehending how their information is being used and the decisions 
AI makes, which prevents them from exercising control over their personal 
information. 
 Information dissemination, including disclosure, affects privacy. Disclosure 
involves the revelation of information about a person that affects the way others judge 
them (Solove, 2008). An ML model might establish a correlation between certain 
features of X, which may often be innocuous information, and information with social 
or group characteristics, such as religious beliefs or ethnic origin, ‘which most 
individuals in a given society at a given time do not want widely known about 
themselves’ (Parent, 1983, pp. 269–270). Disclosing an ML model that communicates 
this kind of information allows others to ‘target a person’, in Henschke’s (2017) words, 
by knowing features of X about them, which leads to inferring sensitive information, 
such as their religious beliefs. Thus, the release of an ML model compromises the 
privacy of individuals, who can easily be targeted based on the information that the 
model reveals. 
 To protect natural persons regarding the processing of personal information, the 
GDPR was designed. The GDPR, which is the European Union’s landmark data 
protection legislation, aims to address data protection challenges in a global and 
increasingly interconnected era characterised by rapidly evolving technology (EU 
Parliament, 2016). The GDPR established seven privacy and data protection 
principles related to the processing of personal data. These principles specify that 
personal data shall be: (1) processed lawfully, fairly, and in a transparent manner in 
relation to the data subject; (2) collected for specified and legitimate purposes; (3) 
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minimised to what is necessary in relation to the purposes for which they are 
processed; (4) accurate and up-to-date; (5) stored only as long as necessary for the 
purpose for which they are processed; (6) secured to ensure integrity and 
confidentiality; and (7) managed in a manner that holds the data controller 
accountable.  
 Furthermore, it is increasingly recognised that technological design expresses 
certain values, making it desirable to explicitly address values during the technological 
design process. An approach specifically focused on privacy is privacy-by-design (van 
de Poel, 2021b). Privacy-by-design aims to reduce privacy risks by incorporating 
measures that ensure that the development and design of the technology protect 
privacy (Strauß, 2017). Such measures could include the use of various privacy-
preserving techniques. Among the advanced privacy-preserving techniques, two 
primary ones are those aimed at ensuring the confidentiality of data and protecting 
the identity of data subjects. Hence, privacy-preserving techniques integrate the value 
of privacy into systems focusing on the relationships between privacy, confidentiality, 
and identity. Techniques such as obfuscation (Brunton & Nissenbaum, 2015), 
encryption (Miller & Bossomaier, 2021), such as homomorphic encryption (Naehrig 
et al., 2011), secure multi-party computation (Zhao et al., 2018), differential privacy 
(Dwork, 2008), and access control (Tourani et al., 2018) can be employed to ensure 
the confidentiality of data. Meanwhile, anonymisation (Irti, 2022) and 
pseudonymisation (EU Parliament, 2016) can be employed to protect the identity of 
data subjects.  
 Nonetheless, the existing literature exhibits shortcomings in addressing a 
challenging group of activities (i.e., inference) associated with AI systems based on ML 
that affect privacy. Although inference is sporadically mentioned in the literature (see 
Henschke, 2021), it has not been studied as a group of activities affecting privacy. In 
this regard, the literature reveals a gap in identifying and comprehensively analysing 
how inference impacts privacy. Furthermore, the GDPR has certain limitations 
regarding the inclusion of inferred data within its scope, leading to ambiguity in 
applying its principles related to data processing. Moreover, although the 
aforementioned techniques help protect privacy—once data are collected, stored, 
aggregated, and shared—by concentrating on the value of privacy and its relation to 
confidentiality and a person’s identity, there is relatively limited philosophical 
discourse on the incorporation of the social value of privacy into systems. 
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1.2. Inference 

Inference in relation to ML includes inductive and deductive inferences (Crawford, 
2021). First, there is inductive inference: information acquired from processing and 
analysing training datasets is generalised for all those whose information was not in 
the training datasets. These inductive inferences are supported by the data available 
in the training datasets. For example, from ‘all apples in training datasets are red, not 
green’, ML induces that ‘all apples are red, not green’ (Crawford, 2021, p. 97). 
Second, there is deductive inference, which, according to the Organisation for 
Economic Co-operation and Development’s (OECD) document (2022), is referred to 
as model inference or using a model. After the model is developed, new data on which 
it was not trained are fed into it, and information about the new data is deductively 
inferred to derive a prediction, recommendation, or other outcome. For example, the 
information conveyed by an ML model is that ‘those who have the feature X are more 
likely to have the feature Y’. If a person A, whose data were not used to train the 
model, has feature X, then it logically entails that A is more likely to have feature Y.  
 Accessing certain pieces of information about groups of individuals derived from 
inductive inferences—which could enable those groups to be easily identified and 
targeted and would likely be used to harm them in morally objectionable ways—raises 
concerns about the privacy of those groups.3 Furthermore, targeting a person with the 
information acquired from ML models entails revealing sensitive information about 
that person following a deductive inference (see Henschke, 2021). Making inferences, 
even from innocuous information, might raise concerns about privacy, as the inferred 
data might reveal sensitive or intimate information about a person (for more 
information, see Henschke, 2017, 2021). 
 Although the information obtained about a group is not linked to a specific person 
in the group, preventing it from being categorised as personal data, it is linked to a 
group and thereby enables the identification of the group. Therefore, the scope of 
privacy must be expanded to include group privacy, and the data considered within 
the realm of privacy should extend beyond mere information about natural persons 
to include information about the group as a whole, as well (Floridi, 2014, 2017). 
Moreover, as Wachter and Mittelstadt (2018) emphasise, information that is 
(deductively) inferred from the personal data fed into ML models must also be 

___________________________________________________________________ 
3  Chapter 4 argues that generalising information gives rise to concerns about epistemic injustice, while 

accessing specific generalised information raises concerns about group privacy. 
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considered personal information, and thus it must be considered within the scope of 
privacy and data protection.  
 In light of the above discussion, two activities related to inference impact privacy. 
First, activities that involve accessing specific pieces of information which were 
uncovered by a model and which would likely be used in morally objectionable ways, 
raise concerns about privacy at the group level. Second, activities that pertain to using 
a model, in the OECD’s (2022) terms, with a particular emphasis on the model’s 
output (i.e., inferred information), impact privacy at the individual level. In addition 
to these two activities, I also consider AI’s performance to be a component related to 
using a model, as it impacts the quality of inferred information (OECD, 2021) and, 
consequently, affects privacy. The impact of this component on the (social) value of 
privacy is discussed in detail in Chapter 3. Thus, the activities and a component that 
I categorise under inference include accessing information uncovered by a model, 
using a model with a particular emphasis on inferred information, and AI models’ 
performance. Accordingly, in this discussion, I regard inference as a process that 
includes activities and components that are either associated with it or that result from 
it.  
 According to the preceding discussions, the literature reveals a gap and a 
corresponding limitation. First, the gap pertains to the exploration of the impacts of 
inference on privacy. Through detailed analysis, I consider the inference into inferred 
information, AI models’ performance, and accessing information uncovered by an AI 
model. More precisely, I claim that the gap in the literature relates to the analysis of 
the impacts of these aspects on privacy. Second, as indicated in this section, this 
analysis exposes limitations in current privacy schemes such as the GDPR, as they do 
not include information about groups designed by ML algorithms (henceforth referred 
to as clustered groups) and inferred data within the scope of privacy and data 
protection.  

1.3. Research Aims and Questions 

This dissertation has an overarching focus on privacy and ML-based AI systems. 
Drawing from the privacy impact assessment (see Section 1.4), this dissertation has a 
three-fold aim. The first aim is to investigate the impacts of ML-based AI on privacy, 
with a particular focus on inference. To achieve this, activities and a component 
related to inference are distinguished and discussed separately: activities concerning 
the use of a model, with a particular focus on inferred information; the component of 
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the model’s performance; and activities related to accessing information uncovered by 
an ML model. Concurrently, two aspects of privacy—the descriptive and the 
normative—are identified and explored independently. Within the normative aspect, 
the value of privacy—particularly its social value—and the right to privacy—
particularly that of groups—are analysed separately.  
 To be more precise, the first aim of this dissertation is to analyse the impact of 
inferred information on the descriptive aspect of privacy (the definition of privacy); 
the impact of AI models’ performance on the social value of privacy; and the impact 
of accessing information uncovered by a model on the privacy of a group. The 
discussion of group privacy necessitates an analysis of recent discussions regarding the 
recognition of the group right to privacy. Thus, this dissertation extends beyond 
merely discussing potential harms to privacy and delves into how inference impacts 
the definition of privacy, its value, and the right to privacy. 
 The second aim includes highlighting the limitations of the GDPR in addressing 
privacy issues concerning activities related to inference and providing suggestions to 
mitigate those limitations. The third aim is to embed the value of privacy into systems 
by proposing design requirements. These requirements are translated from norms that 
aim to promote autonomy, an end for which the instrumental value of privacy is 
defined. 
 Accordingly, the main research questions (RQs) are as follows: 
 RQ1: How does an ML-based AI system affect privacy? 
 RQ2: How effectively does the GDPR assess and address privacy issues 
concerning both individuals and groups? 
 RQ3: How can the value of privacy be embedded into systems? 
 To respond to RQ1, the following three sub-questions (SQ) are formulated: 
 SQ1: How does inferred information affect the definition of privacy? 
 SQ2: How does the performance of an AI model affect the social value of privacy?  
 SQ3: What impact does accessing information uncovered by AI models have on 
the privacy of groups, and how can group privacy be respected? 
 The responses to SQ1 to SQ3, which together serve to answer RQ1, are detailed 
in Chapters 2 to 4 of this dissertation. RQ1 explores how inference impacts privacy 
and is divided into three SQs. Each SQ examines the impacts of a specific component 
of inference on a particular aspect of privacy. Addressing SQ1 to SQ3 jointly provides 
answers to RQ1. The response to RQ2 is thoroughly explored in Chapter 5, while the 
responses to RQ3 are outlined in Chapter 6. 
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1.4. Methodologies and Approaches 

AI systems, which depend on personal information, have significant impacts on 
privacy. To comprehend the effects of AI on privacy and to ensure its adequate 
protection, a privacy impact assessment (PIA) can be used. A PIA ‘is a methodology 
for assessing the impacts on privacy of a project, policy, programme, service, product 
or other initiative which involves the processing of personal information and, in 
consultation with stakeholders, for taking remedial actions as necessary in order to 
avoid or minimise negative impacts’ (Wright & de Hert, 2012, p. 5). A PIA is a 
systematic process that should begin at the earliest possible stages, when there are still 
opportunities to influence the outcome of a project. This process should continue until 
and even after the project has been deployed (Wright & de Hert, 2012). By identifying 
privacy issues at an early stage and providing system designers with relevant 
knowledge, a PIA can help raise the system’s privacy baseline, thereby enhancing the 
privacy of data subjects (Tancock et al., 2010). 
 There are several approaches to PIAs that differ in detail and the particular 
contexts of application. However, regardless of the differences, conducting a PIA 
generally includes the following fundamental stages: first, identifying and evaluating 
the potential privacy effects of the processing of personal information; second, 
checking for compliance with privacy legislation to determine whether a technology 
involving personal information processing complies with relevant legislative or 
regulatory requirements; and third, considering how to avoid or mitigate privacy 
issues by taking into account some measures to ensure that the development and 
design of the technology protect the privacy of data subjects (Wright & de Hert, 2012). 
An umbrella term for such measures is privacy-by-design, which aims at reducing 
privacy risks by avoiding or limiting the disclosure or processing of personal 
information (Strauß, 2017). 
 In this dissertation, I adopt a PIA as the overall methodology. A PIA is a risk-based 
approach used to identify and mitigate risks to privacy. However, this dissertation goes 
beyond merely exploring privacy risks; it examines the impacts of AI on the definition 
of privacy, the value of privacy, and the right to privacy, and proposes design 
requirements to protect privacy by integrating privacy into systems. Therefore, I do 
not conduct a PIA per se but rather adopt it as a structural element in my analysis. A 
PIA is intended to answer analytical, legal, and technical questions in relation to a 
single system, whereas in this dissertation, I adopt it to guide me in navigating issues 
concerning a single process common across a class of information systems. This 
methodological choice underscores the importance of focusing on the process during 
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investigations into privacy and AI, and suggests integrating this process into the 
investigations of privacy issues within a specific AI application or system. I articulate 
the three stages of the PIA as follows: 
 First, the analytical stage concerns the analysis of the impacts of ML-based AI on 
privacy, particularly with respect to inferred information, AI models’ performance, 
and accessing information uncovered by an AI model. It is important to note that 
although the analytical stage of a PIA is commonly taken to evaluate the effects of 
specific software or systems on privacy, in this stage, I analyse how a specific process 
associated with ML-based AI (i.e., inference) impacts privacy. The analytical stage is 
covered in Chapters 2 through 4. 
 Second, the legal assessment stage involves assessing whether AI that involves the 
processing of personal information and developing AI models complies with the 
GDPR and, more importantly, evaluating whether the GDPR can address privacy 
issues concerning inferred information. This is done in Chapter 5. 
 Third, the design requirement stage pertains to proposing design requirements for 
systems aimed at protecting privacy by embedding privacy into systems. This is 
accomplished in Chapter 6. 
 Having outlined the overall methodology, I now elaborate on the specific 
approaches and methodologies I employ throughout the dissertation. 
 Chapter 2 contributes to answering the conceptual question of what privacy entails 
by analysing the recent descriptive accounts of privacy. The tradition of discussing 
conceptual questions in analytical philosophy involves the use of various thought 
experiments and counter-examples, which provide tools that may help to better 
understand the concept under debate. This approach is adopted in Chapter 2.  
 Chapter 3—which concerns the normative aspects of privacy, particularly its 
social value—analyses various discourses on the value of privacy to understand which 
essential components constitute privacy as a social value. In the discussion, I consider 
perspectives according to which the social value of privacy is discussed in relation to 
trust and adopt the doxastic account of trust. Accordingly, through an epistemological 
analysis of trust, I explore the relationship between trust and privacy. 
 Chapter 4—which is dedicated to the normative aspect of privacy, specifically the 
right to privacy—focuses on the group right to privacy. To study whether an 
algorithmically designed group has the right to privacy, I analyse different approaches 
in the literature on group rights and outline the conditions and criteria that are 
satisfied in cases in which a group has a right. According to these approaches, if a 
clustered group can have a right to privacy, then the right must be a collective or a 
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corporate right. I critically evaluate the consequent and demonstrate that it is false, 
which then logically implies the falsehood of the antecedent. 
 Chapter 5 checks for compliance with the GDPR and extends the analysis beyond 
merely determining whether an AI system complies with the GDPR in its collection 
and processing of personal information. It also involves a critical evaluation of the 
relevant regulations themselves, aiming to identify their limitations, particularly 
concerning the privacy of clustered groups. 
 Chapter 6 proposes design requirements for privacy. Among various embedded 
approaches, including value sensitive design (VSD; Friedman et al., 2008), and 
disclosive computer ethics (Brey, 2000), I focus on one specific aspect of VSD, namely 
the translation of values into more tangible design requirements (van de Poel, 2013), 
and construct a possible value hierarchy for privacy, focusing on its instrumental value 
in protecting and promoting autonomy (Mackenzie, 2008; Rössler, 2005). 
 I now summarise in Table 1.1 the specific methodologies employed to achieve the 
goal of each individual chapter. 
 
Table 1.1. Overview of Chapter Goals and Methodologies 

Chapter 
Number 

Goal Methodology/Approach 

Two Analysing how AI impacts 
the descriptive aspect of 
privacy 

• Analysing recent descriptive 
accounts of privacy (Macnish, 2018, 
2020; Menges, 2020b, 2020a) 

• Utilising thought experiments and 
counter-examples involving inferred 
information 

• Revising the proposed accounts of 
privacy 

Three Analysing how AI impacts 
the normative aspect of 
privacy, particularly its 
social value 

• Analysing various discourses on the 
value of privacy (Altman, 1976; 
Nissenbaum, 2010; Steeves, 2009; 
Waldman, 2015) 

• Epistemological analysis of trust and 
its relationship with privacy 
(Goldman, 2015; Hawley, 2019) 
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Four Analysing how AI impacts 
the normative aspect of 
privacy, particularly the 
right to privacy 

• Analysing different approaches to 
group rights in literature (Newman, 
2004; Raz, 1988; Réaume, 1988) 

• Critical evaluation of the 
assumption that algorithmically 
designed groups have a right to 
privacy (Floridi, 2014, 2017; Taylor 
et al., 2017) 

Five Identifying the limitations 
of the GDPR, particularly 
concerning the privacy of 
algorithmically designed 
groups 

• Analysing issues that arise from the 
collection and processing of personal 
information 

• Critical evaluation of the relevant 
articles of the GDPR 

• Identifying the limitations of the 
GDPR, specifically regarding the 
privacy of algorithmically designed 
groups 

Six Proposing design 
requirements for 
embedding the value of 
privacy into systems 

• Considering various embedded 
approaches: Value Sensitive Design 
(VSD; Friedman et al., 2008), and 
disclosive computer ethics (Brey, 
2000)  

• Focused examination of a specific 
aspect of VSD: translating values 
into tangible design requirements 
(van de Poel, 2013) 

• Constructing a possible value 
hierarchy for privacy, with emphasis 
on its instrumental value in 
promoting autonomy (Mackenzie, 
2008; Rössler, 2005) 

1.5. Dissertation Structure and Overview of the Chapters 

This dissertation contains an introduction, five main chapters, and a conclusion. 
Adopting the PIA as its overall methodology, which has three stages, the main part of 
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the dissertation is further divided into three parts. Part I is devoted to the first stage of 
PIA, the analytical assessment, and consists of three chapters. Each chapter responds 
to one of the three SQs. Part II focuses on the second stage, the legal assessment, and 
consists of one chapter that responds to RQ2. Part III pertains to the third stage, 
which proposes design requirements, and consists of one chapter that responds to 
RQ3. Each chapter is written as an independent research paper.  
 Chapters 3, 4, 5, and 6 are modified versions of the corresponding publications. 
The idea published in the conference paper is expanded upon in Chapter 3. The 
introduction section is elaborated upon further in Chapter 4. The publication 
corresponding to Chapter 5 proposes adopting methodological approaches instead of 
theoretical ones in relation to the group right to privacy. This chapter elaborates on 
this suggestion by exploring methodological approaches in a specific case involving 
clustered groups. The introduction section and section on authenticity and 
identification, Section 6.2.2.1, are elaborated upon further in Chapter 6. 

Part I 

Part I analyses the impacts of inference on both the descriptive and normative aspects 
of privacy. The structure for this part is outlined in three chapters. They discuss the 
definition of privacy, the value of privacy, and the right to privacy. The impacts of 
inference on privacy, including in relation to inferred information, AI models’ 
performance, and accessing information uncovered by a model, are examined. 
 The descriptive aspect of privacy incorporates the presumption that privacy is a 
neutral concept, defined by elucidating what privacy entails (Gavison, 1980; Macnish, 
2020) without endorsing whether privacy is good or worth having. Neutral terms, such 
as ‘decrease’, ‘diminishment’, and ‘reduction’, describe the states, conditions, or 
measures of privacy. However, the normative aspect of privacy incorporates the 
presumption that privacy is something worthwhile, valuable, and deserving of 
protection (Nissenbaum, 2010), defined by elucidating what privacy should entail 
(Macnish, 2020). Value-laden terms such as ‘violation’ and ‘intrusion’ are used to 
define what counts as a violation of privacy (Post, 1989).  
 Distinguishing between the descriptive and normative aspects of privacy allows 
one to talk about states of privacy without begging the normative question of whether 
these states are bad (Nissenbaum, 2010). It opens up the possibility that, in certain 
circumstances, a reduction in privacy is not morally wrong, as it does not entail harm 
(see Chapter 2). As Nissenbaum posits, such a reduction need not constitute a 
violation, intrusion, or incursion. Therefore, in assessing an action or practice, a 
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reduction in privacy is not equivalent to being morally problematic (Nissenbaum, 
2010, pp. 68–69).  
 The normative aspect of privacy involves discussions about the value of privacy 
and the right to privacy. In this dissertation, I distinguish between discussions 
concerning the value of privacy (see Chapter 3) and those pertaining to the right to 
privacy (see Chapter 4). This distinction suggests that, in certain cases, particularly in 
certain kinds of clustered groups, although privacy is valuable and deserving of 
protection to prevent potential harms, the right to privacy cannot be recognised to 
respect the privacy of these groups.4 Instead, other approaches or moral principles 
should be considered to the privacy of these groups. Distinguishing between privacy 
as a value and the right to privacy prevents confusion regarding how to protect the 
privacy of entities that are incapable of holding rights. 

Chapter 2: Convergence of the Source Control and Actual Access 
Accounts of Privacy 

Chapter 2 aims to respond to SQ1: ‘How does inferred information affect the 
definition of privacy?’ In addressing this question, it delves into the definition of 
privacy, with particular emphasis on information inferred from shared personal data. 
It analyses two recent accounts of the definition of privacy, namely the ‘source control 
view’ proposed by Menges (2020a, 2020b) and the ‘actual access view’ proposed by 
Macnish (2018, 2020). It discusses objections to both accounts by examining cases 
involving inferred information. Given the counter-examples presented, the accounts 
are revised, resulting in the proposed definitions of privacy. 
 There is confusion and disagreement about the definition of privacy, and several 
theories have been developed in the philosophical literature to define it. Inness 
describes such confusion well in her book Privacy, Intimacy, and Isolation: 

‘Exploring the concept of privacy resembles exploring an unknown swamp. We start on 
firm ground, noting the common usage of “privacy” in everyday conversation and legal 
argument. We find intense disagreement about both trivial and crucial issues. ... [W]e 
find chaos. ... [T]he ground starts to soften as we discover the confusion underlying our 
privacy intuitions’. (Inness, 1992, p. 3) 

Modern discussion regarding the definition of privacy typically began with Warren 
and Brandeis, who, in 1890, define privacy as ‘the right to be let alone’. The concept 

___________________________________________________________________ 
4  This argument is presented in Chapter 4. 
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then evolved through two prominent approaches: the control definition and the access 
definition of privacy. The account of privacy as control holds that privacy is about the 
control that one has over oneself, as, for example, Inness (1992) and Westin (1967) 
advocate. By contrast, the account of privacy as access holds that privacy is a function 
of the extent to which people can access a person either physically or access 
information about that person, as, for example, Gavison (1984) and Reiman (1995) 
posit.  
 In recent years, discussions on the control definition and access definition of 
privacy have become more detailed, with the nuances of control and access being 
more explicitly defined in scholarly theories. Menges (2020a, 2020b), who advocates 
the control account of privacy, refines this approach by arguing that a loss of privacy 
occurs when a person loses what he calls source control over their personal 
information. Menges emphasises the importance of one’s uncoerced desires and 
intentions in determining whether a privacy loss has occurred. Parallel to Menges’s 
refinement in the realm of control, Macnish (2018, 2020) introduces nuances to the 
access account. He argues that, for a reduction of privacy to occur, the information 
must be accessed. Further, though, the information accessed must also be understood 
by the person accessing that information. The traditional access account is therefore 
supplemented by a semantic account that describes the capacity to understand the 
information by an agent.  
 Apart from the aforementioned views, Henschke (2020) develops the institutional 
model of privacy. Instead of discussing privacy in terms of information, control, or 
access, Henschke argues that privacy can also be understood in relation to inequalities 
in power, positing that individuals need privacy to protect them from the inequalities 
in power exerted by institutions, which stem from the knowledge they obtain from 
individuals. This view aligns with the political account of privacy that developed by 
Véliz (2021). 
 In Chapter 2, I do not examine privacy from either an institutional or a political 
perspective, topics that deserve separate studies. Instead, I limit my focus to the 
competing camps of control and access. I examine different cases discussed by the 
defenders of the respective accounts of privacy. I then revise the proposed accounts of 
privacy in the face of counter-examples involving inferred information, thereby 
elucidating what privacy entails within the seemingly endless debates on the topic.  
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Chapter 3: How Does an Artificial Intelligence System Affect Privacy? 
Adopting Trust as an Ex Post Approach to Privacy 

Chapter 3 aims to respond to SQ2: ‘How does the performance of an AI model affect 
the social value of privacy?’ by examining the impacts of AI on trust. Privacy is defined 
as a social value constituted by trust-based relationships. According to this definition, 
the social value of privacy depends on trust. Hence, trust is a way of realising privacy 
in the context in which information has been shared; trust is an ex post approach to 
privacy. In this regard, the authority of trust norms is established because they are 
constitutive of privacy. According to the commitment account of trust (Hawley, 2019), 
one such trust norm is competency. By investigating how a person’s competency is 
affected by AI, with a focus on specific features of AI’s performance, I specify the 
impacts of AI on trust and, ultimately, on privacy. 
 Different theories explain the value of privacy for individuals depending on the 
particular value that is associated with it. Privacy is valuable in that it is connected to 
human dignity (Bloustein, 1964; Warren & Brandeis, 1890). Other theories articulate 
the value of privacy in terms of its relationship to freedom and autonomy (Goffman, 
1959; Reiman, 1995; Rössler, 2005). The importance of privacy is also underscored 
in terms of its connections with human flourishing and well-being (Gavison, 1980; 
Moore, 2010). 
 The importance of privacy is described not only in terms of the moral values with 
which it is associated, but also regarding its role in preventing specific harms or 
problems that arise from its absence for individuals. Hence, privacy is valuable 
because it protects a person against harms or problems, as outlined by van den Hoven 
(1997), including information-based harm, informational inequality, informational 
injustice, and encroachment on moral autonomy. 
 Analysing the value of privacy is not limited to theories that describe its importance 
from an individual perspective or the value that it has for individuals. Rather, different 
theories have been developed to explain the value of privacy from a social perspective. 
The social value of privacy, or the value of privacy to society, is described in several 
connected and overlapping senses. Privacy is valuable in that it is a fundamental 
condition for progress and intellectual development (Richards, 2008); it enables a 
person to immerse and embed themselves in public or social relationships and 
interactions (Fried, 1968, 1984; Hughes, 2015; Nissenbaum, 2010; Rachels, 1975; 
Rössler & Mokrosinska, 2013); it is a common good (Nehf, 2003; Regan, 1995); it is 
understood as a social value (Steeves, 2009); and it has social implications, such as 
impacting democracy (Henschke, 2020; Lever, 2012; Merton, 1968). 
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 From a social perspective, privacy is also valuable because it prevents the harms 
or problems that a lack of privacy can cause for society. The contribution of privacy 
to society is conceived in accordance with the kinds of problems or harms that it 
safeguarded against. There is social value in protecting against each problem or harm, 
and the value of privacy differs substantially depending on the nature of each problem 
(Solove, 2008, 2015). 
 In Chapter 3, I focus on the social value of privacy. While admitting that privacy 
is necessary to develop and maintain relationships of trust with different people by 
giving one the ability to mediate various social relationships (Fried, 1984; Rachels, 
1975), I emphasise that, as a social value, privacy is constituted in trust-based 
relationships. To reconcile the tension between these two perspectives concerning 
which notion is theoretically more basic, I argue that privacy and trust play a major 
role in forming each other. Fazlioglu (2023) also confirms this view, arguing that 
privacy and trust are intertwined with each other. In Chapter 3, I concentrate on the 
perspective according to which trust is a constituent of privacy, indicating that privacy 
depends on trust. Considering privacy as a social value constituted by trust forms the 
basis of the argument in Chapter 3. Through an epistemological analysis of trust and 
its relationship with privacy, I reach a conclusion that demonstrates how AI’s 
performance impacts the social value of privacy.  

Chapter 4: Limiting Access to Certain Anonymous Information: From 
the Group Right to Privacy to the Principle of Protecting the Vulnerable 

Chapter 4 aims to respond to SQ3: ‘What impact does accessing information 
uncovered by AI models have on the privacy of groups, and how can group privacy 
be respected?’ It examines the effects of AI on privacy, focusing specifically on the 
right to privacy, in particular the group right to privacy. The chapter elucidates the 
issue of group privacy, contending that accessing certain pieces of information about 
a clustered group, which could be used in morally objectionable ways to harm that 
group, raises concerns about the privacy of the group as such. The chapter then 
analyses the predominant approach taken to protect the privacy of groups—the group 
right to privacy—which is explored, for example, by Floridi (2014, 2017) and 
Mantelero (2017). Subsequently, it investigates the plausibility of recognising such a 
right for these groups to limit access to certain information about them. 
 Privacy is recognised as a human right. Article 12 of the Universal Declaration of 
Human Rights states, ‘No one shall be subjected to arbitrary interference with his 
privacy, family, home, or correspondence, nor to attacks upon his honour and 
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reputation. Everyone has the right to the protection of the law against such 
interference or attacks’ (United Nations, 1948). Moreover, Article 8 of the European 
Convention on Human Rights (ECHR), which entered into force on 3 September 
1953, grants individuals a fundamental right to respect for private and family life (see 
Grabenwarter, 2014, for a discussion on the rights granted by Article 8 of the ECHR). 
 Although the modern discussion on the right to privacy began with Warren and 
Brandeis’s (1890) idea of the right to be let alone, in philosophical debate, the 
discussion of the right to privacy is generally considered to have started with 
Thomson’s (1975) paper ‘The Right to Privacy’. Thomson argues that ‘the right to 
privacy is itself a cluster of rights, and that it is not a distinct cluster of rights but itself 
intersects with the cluster of rights which the right over the person consists in and also 
with the cluster of rights which owning property consists in’ (Thomson, 1975, p. 306). 
In this regard, Thomson challenges the suggestion that there is such a thing as a right 
to privacy, arguing that the right to privacy can be understood as a cluster of derivative 
rights. Similarly, Henschke (2017) challenges singular conceptions of privacy and 
makes an analogy between ownership as a bundle of rights and privacy as a cluster of 
related conceptions, which gives rise to offering a pluralistic approach to describing 
privacy. 
 In ‘What Is the Right to Privacy?’, Marmor (2015) disagrees with Thomson, 
arguing instead that there is a general right to privacy. He provides a noteworthy 
philosophical account of the individual right to privacy by identifying the interests that 
deserve protection by imposing obligations on others. Marmor argues that the 
individual right to privacy is grounded in an individual’s interest in having ‘a 
reasonable measure of control over the ways in which they can present themselves 
(and what is theirs) to others’ (Marmor, 2015, p. 4).  
 So far, the discussion has centred on the right to privacy as a right held by a natural 
person. However, Floridi (2014), who first raised the concept of group privacy in 
relation to big data analytics technologies, discusses the recognition of the right to 
privacy for groups designed by algorithms—a right ascribed to groups as a whole—
which has received attention from scholars such as Mantelero (2017) and van der Sloot 
(2017). Floridi (2017) argues that making anonymised data available in cases in which 
groups can be easily identified and potentially discriminated against increases the risk 
of violating the right to privacy of these groups as a whole. In the discourse on group 
privacy, a consensus has been adopted in the work of scholars (e.g., Floridi, 2017; 
Mantelero, 2017; and van der Sloot, 2017) that the right to privacy of a (clustered) 
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group can achieve the goal of protecting these groups against discrimination. Hence, 
they argue that the rights to privacy of these groups must be recognised. 
 In Chapter 4, I discuss how limitations on accessing the information must be 
imposed. As the recognition of the right to privacy of the clustered group is considered 
to impose such a limitation, I focus on the group right to privacy. I explore the 
plausibility of recognising the right to privacy for clustered groups to ascertain whether 
this right can be defended or if moral principles must be developed and considered in 
the discourse on group privacy to protect clustered groups against discrimination by 
limiting access to certain information about them. 

Part II 

Part II conducts legal investigations into privacy and AI as part of the PIA legal 
assessment stage and consists of one chapter. Although, in April 2021, the European 
Commission presented a proposal for a regulatory framework for AI within the EU, 
this part of the dissertation concentrates on the GDPR, as this legal framework is 
aligned with the dissertation’s objective of examining the effects of processing personal 
information on privacy.  
 The AI Act is the first endeavour to implement comprehensive, horizontal 
regulation for AI. The proposed legal framework centres on the particular use of AI 
systems and the risks associated with them. The proposed AI Act’s risk-based 
approach distinguishes between different levels of risks that AI applications might 
have for fundamental rights and user safety (EU Parliament, 2023).  
 The EU AI Act provides regulations regarding the applications of AI systems in 
specific areas, such as employment, education, and healthcare. However, this 
dissertation does not limit its focus to specific applications of AI systems; rather, it 
concentrates on the specific processes associated with such systems. Consequently, this 
part of the dissertation focuses on the GDPR. 

Chapter 5: Big Data as Tracking Technology and Problems of the Group 
and its Members 

Chapter 5 aims to respond to RQ2: ‘How effectively does the GDPR assess and 
address privacy issues concerning both individuals and groups?’ This chapter, in 
addition to highlighting privacy issues, identifies the most significant ethical issues that 
arise from using AI systems as tracking technologies and their impacts on groups and 
their members. Furthermore, the chapter assesses whether the requirements and 
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obligations outlined in the GDPR can effectively address the identified issues, with a 
specific focus on group privacy.  
 The GDPR has certain limitations regarding the inclusion of inferred or ascribed 
data within its scope. It defines personal data as data relating to an identified or 
identifiable natural person, excluding data that are inferred or ascribed to an 
individual based on group membership. This exclusion introduces uncertainty 
regarding the application of the GDPR’s principles to such types of information. In 
Chapter 5, I highlight the limitations of the GDPR in providing measures to protect 
this kind of information and, thereby, protect the privacy of a person. 
 At the group level, the GDPR has the potential to provide safeguards for specific 
groups. It provides enhanced protection for certain types of highly sensitive data, 
including data ‘revealing racial or ethnic origin, political opinions, religious or 
philosophical beliefs, trade union membership, and […]  the processing of data 
concerning health’ (EU Parliament, 2016, Art. 9(1)). While protection is granted to 
individuals, its effects also serve to provide safeguards for groups, such as racial and 
ethnic groups (Kammourieh et al., 2017).  
 The question that arises is whether the protection of the privacy of members of a 
clustered group extends to protecting the privacy of the group as a whole, particularly 
in cases in which individuals are often incidental to analysis, and it is the group as a 
whole that is affected and harmed by the analysis (Floridi, 2017). In Chapter 5, I 
address this question, exploring privacy issues at the group level and assessing whether 
and how the GDPR can adequately address these issues.  

Part III 

Part III aims to propose design requirements, as part of the design requirements stage 
of the PIA. This part consists of one chapter. It suggests design requirements to 
integrate the social value of privacy into systems. 

Chapter 6: Design for Embedding the Value of Privacy in Personal 
Information Management Systems 

Chapter 6 aims to respond to RQ3: ‘How can the value of privacy be embedded into 
systems?’ It proposes design requirements aimed at embedding the social value of 
privacy in systems. It contends that privacy is valuable for the sake of personal 
autonomy (Rössler, 2005), a view that is modified to align with relational autonomy 
(Mackenzie, 2008). After discussing the three components of personal autonomy—
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authenticity and identification, the genesis of desire, and goals and projects—general 
and specific norms are translated from them. Subsequently, I propose design 
requirements based on these norms, leading to the construction of a value hierarchy 
for privacy. 
 Focusing on the value of privacy, which is defined for the sake of autonomy 
(Rössler, 2005), I propose design requirements that are translated from norms aimed 
at promoting or protecting (relational) autonomy. Relational autonomy, as discussed 
by Mackenzie (2008), underscores the concept of autonomy as socially constructed, 
which, as highlighted by Cohen (2012), provides support for the social value of 
privacy. The design requirements proposed from philosophical investigations of the 
social value of privacy lead to distinct requirements, although they may overlap with 
some privacy-preserving techniques, such as encryption. 

Chapter 7: Conclusion 

Chapter 7 summarises the findings of the research by responding to RQs and SQs. 
Additionally, it critically examines the limitations of the research and proposes 
recommendations for future research aimed at enhancing the understanding of the 
topic. 
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Chapter 2:  
Convergence of  the Source Control and 
Actual Access Accounts of  Privacy 

Abstract 

In this chapter, it is argued that, when properly revised in the face of counter-
examples, the source control and actual access views of privacy are extensionally 
equivalent but different in their underlying rationales. In this sense, the source control 
view and the actual access view, when properly modified to meet counter-examples, 
can be metaphorically compared to ‘climbing the same mountain but from different 
sides’ (as Parfit (2011) has argued about normative theories). These two views can 
equally apply to the privacy debates and thus resolve a long-standing debate in the 
literature. 
Keywords: access account of privacy; control account of privacy; descriptive aspect 
of privacy; the convergence of the access and control views 
 
This chapter is published as:  
Asgarinia, H. (2023). Convergence of the source control and actual access accounts of 
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2.1. Introduction 

Privacy has been defined through several theories in the philosophical literature; for 
example, it has been described as the right to be alone (Warren & Brandeis, 1890), a 
Wittgensteinian approach of family resemblance (Solove, 2008), control over 
information (Inness, 1996), and limited access to information (Gavison, 1980). Among 
these competing definitions, two views figure prominently: ‘access’ and ‘control’, 
which I find the most convincing. The access account of privacy holds that privacy is 
a function of the extent to which people can access a person or information about him 
or her (as held by, e.g., Reiman, 1995). The control account of privacy holds that 
privacy is about the control one has over access to oneself (as held by, e.g., Rössler, 
2005; and Westin, 1967). This chapter does not aim to define privacy, whether as a 
redundant (or single concept) or as a pluralist concept (Henschke, 2017), but rather to 
contribute to one aspect of the debate, focusing on the two most popular accounts—
control and access—and provide new insight into them.  
 Those who define privacy as a matter of control argue that a loss of control over 
one’s information constitutes a loss of privacy. However, those who define privacy as 
a matter of access argue that a loss of privacy only occurs when one’s information is 
accessed. These earlier, classical approaches to privacy did not clarify the meaning of 
control and the requirement for obtaining access in their theories. Recently, however, 
two privacy scholars have done so. Menges (2020a, 2020b), who defends the source 
control account of privacy, argues that privacy loss occurs when agent A loses the 
source control over his/her personal information flow. Concurrently, Macnish (2018, 
2020), who defends the actual access account of privacy, argues that privacy loss 
occurs when another agent B actually accesses personal information about agent A. In 
this chapter, I focus on Menges’s and Macnish’s theories, as these accounts go beyond 
the existing descriptions of the control and access accounts, and argue that losing a 
new version of control—that is, source control—and understanding of that which is 
accessed—that is, actual access—are required for a loss of privacy, respectively. 
Moreover, although some hold that privacy includes non-informational aspects (Finn 
et al., 2013)—such as bodily privacy or behavioural privacy—here, I focus on 
information privacy because both the actual access and source control accounts of 
privacy are related to this aspect. 
 Throughout this chapter, I refer to a loss or diminution of privacy. I use this 
deliberately non-pejorative terminology to avoid being side-tracked into the question 
of when privacy may be waived, invaded or violated, or whether the loss of privacy 
leads to the violation or sustenance of a right to privacy. I do not discuss a right to 
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privacy or whether a loss of privacy is morally wrong, which would call for a different 
chapter. My aim is to provide an answer to the question of which accounts of privacy 
capture significant aspects of what the term means: source control or actual access. 
My answer is that neither account is preferable; both are extensionally equivalent. 
 It is important to note that focusing on the descriptive conception of privacy does 
not rule out the possibility of normative accounts; rather, searching for a philosophical 
definition of privacy can help make sense of normative debates that arise within moral 
or legal traditions. As Gavison rightly notes, the value of privacy can only be 
determined after a discussion of what privacy is and when—and why—losses of 
privacy are morally or legally wrong (Gavison, 1980, p. 452). Accordingly, the 
importance of concentrating on a descriptive conception of privacy can be defended 
by stating that it enables us to build a layer on top of it using criteria to determine how 
much privacy is good or required (Gavison, 1980; Powers, 1996). As such, the degree 
to which the descriptive conception can be articulated is critical. As a contribution to 
recent debates concerning the descriptive conception of privacy, this chapter specifies 
what a loss of privacy consists of, regardless of its legal or moral significance.  
 The chapter is structured as follows. In Section 2.2, I provide an initial definition 
of the source control account of privacy developed by Menges (2020a, 2020b). In 
Section 2.3, I discuss the problem with this account and present an alternative way to 
revise it in light of potential problems. Similarly, in Section 2.4, I provide an initial 
definition of the actual access account of privacy developed by Macnish (2018, 2020). 
In Section 2.5, I then discuss the problem of the actual account of privacy and present 
another way to revise it in light of potential problems. In Section 2.6, I provide 
paradigmatic cases that address whole comparable scenarios to see which revised versions 
explain the loss of privacy in the test cases. As I argue, both versions can explain the 
loss of privacy in the test cases. Hence, I show that the two alternatives actually 
converge on the same view—on an extensionally equivalent account. Finally, in 
Section 2.7, I suggest a theoretical argument to show that the two accounts of privacy from 
Section 2.6 are extensionally equivalent. I conclude that source control and actual 
access accounts of privacy can equally apply to the privacy debates and thus resolve a 
long-standing debate in the philosophy of privacy. 

2.2. Menges’s Account of Privacy: Privacy as Source Control 

Menges (2020a, 2020b) argues in favour of the control account of privacy by 
developing a new way to understand the relevant kind of control. In doing so, he relies 
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on (Frankfurt, 1969) the distinction between two different kinds of control. One is 
understood as the ability to do otherwise, which Menges calls leeway control, and the 
other is understood as having a desire or intention5 to act in a certain way, which he 
calls source control. I explain leeway and source control through detailed examples in 
the following paragraphs. Menges contends that privacy should be analysed in terms 
of source control, which provides a novel view for conceptualising privacy. This new 
account of control implies that an agent A’s privacy is not diminished when exercising 
source control, even when A does not maintain leeway control. This differs from that 
of traditional accounts of control—being able to effectively choose whether or not 
something happens—emphasising the importance of leeway control for privacy. The 
conclusion is, then, that as long as A maintains source control over his/her personal 
information, s/he has privacy, despite losing leeway control (Menges, 2020b, pp. 34–
35). To understand Menges’s view, I now turn to the underlining principles as 
Frankfurt originally used them in arguing for moral responsibility. 
 Frankfurt cases (see Frankfurt, 1969) aim to show that agent A can be responsible 
for what s/he does because s/he can have the control which is necessary to be 
responsible for an action even if s/he cannot do otherwise. The main idea associated 
with Frankfurt cases is that the factors that explain why an agent A acts as s/he does 
differ from the factors that explain why A cannot act otherwise. By themselves, the 
latter factors do not undermine the agent’s responsibility. For instance, other agents, 
devices, or any other external factors make it the case that A cannot effectively choose 
whether an event or action happens. In contrast, features of A themselves, namely 
their beliefs, desires, and intentions, explain why A is responsible for an action. The 
idea is that we do not need the ability to do otherwise to be responsible for our actions. 
Rather, what we need is to be the right kind of source of our actions (Menges, 2020b). 
The following case clearly shows the distinction between different kinds of control.  
 Jones resolves to shoot Smith. Black has learned of Jones’s plan and wants Jones 
to shoot Smith. Black would prefer that Jones shoot Smith on his own; however, 
concerned that Jones might waver in his resolve to shoot Smith, Black secretly makes 
arrangements such that, if Jones shows any sign at all that he will not shoot Smith 
(something Black has the resources to detect), Black will be able to manipulate Jones 
so that he shoots Smith. As things transpire, Jones follows through with his plans and 
shoots Smith for his own reasons. No one else in any way threatened or coerced Jones, 

___________________________________________________________________ 
5  It should be noted that I use the terms ‘desire’ and ‘intention’ in a technical sense. My view applies 

regardless of the specific propositional attitude or mental state that is relevant to a choice.  
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offered Jones a bribe, or even suggested that he shoot Smith. Jones shot Smith of his 
own accord, and Black never intervened (McKenna & Coates, 2004, Sect. 3.2).  
 Jones lacks leeway control because Black can coerce him into shooting Smith. That 
is, Black would make Jones shoots Smith even if he decides not to. Nonetheless, we 
still hold Jones responsible because he exercises source control over what he does when 
he shoots Smith, although he does not have an effective choice over whether he does 
it. He wants to do it, and it happens without any intervention, while he cannot do 
otherwise because of Black. Concurrently, if Jones did not have the desire to shoot 
Smith, Black would have made him do so regardless. In this case, Jones would lose 
source control if his action had not been related to his desire. Thus, we can have an 
important kind of control over what we do, although it is not possible for us to do 
other than desiring to do certain things—in this case, shooting Smith (Menges, 2020b).  
 Just as Frankfurt cases regarding moral responsibility distinguish between leeway 
and source control over actions, Menges distinguishes between leeway and source 
control over information. In this manner, Menges applies the distinction between 
leeway control and source control, which are typically discussed in non-informational 
contexts, to informational contexts. He contends that source control, not leeway 
control, is the kind that relates to privacy. The nature of privacy, according to the 
source control account, is being the right kind of source of information flows, if 
information flows at all. Being the right kind of source of information means that A 
has source control over information. Being the source control over information 
requires that, if the pieces of information flow to another person, this is the result of 
A’s desire that it do so and A’s desire that s/he desires to let it flow in this way (Menges, 
2020a, 2020b). The following case clarifies this discussion. 

Case 1: ‘Imagine that I leave my diary on a table in a coffee shop and return to that shop 
30 minutes later to retrieve it. When I enter the shop, I see a stranger with my diary on 
her table, a different table from the one at which I was sitting. I therefore know that she, 
or someone, has moved my diary; but have they read it? Imagine that the stranger has 
not yet read it but wants to know what my last entry says. She has firmly decided to read 
it before 3 pm and she would read it even in my presence (imagine that she is very strong 
and I would not be able to prevent her from reading it). I come back at 2.55 pm and tell 
her: “It’s terrible, I’m forgetting everything these days! I hope I’m not getting ill. Actually, 
I wrote about it in my diary this morning. Please, look at the last pages”. In response to 
this, the stranger reads my last entry in the diary’. (Menges, 2020b, pp. 35–36) 

In this case, I lost leeway control because I lost an effective choice of whether the 
stranger learns or has access to certain information. I cannot do anything to stop her 
from accessing or learning the information. Nonetheless, an alternative to the leeway 
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control account, namely the source control account, says that I have source control 
because I have the desire to give the stranger some information about myself. 
Accordingly, I still have privacy because the flow of information is grounded on my 
desire; I am thus the right kind of source of information flow. The stranger would 
diminish my privacy if she learned about the last entry, even though my desires 
opposed this flow of information (Menges, 2020b). 
 The above discussions indicate that the key idea is that a loss of source control over 
personal information flow is necessary and sufficient for a loss of privacy to occur. 
Given that a descriptive definition of privacy aims to specify what a loss of privacy 
consists of (Powers, 1996), the initial definition of the source control account of privacy 
is as follows:  

Definition 1: A’s privacy is lost iff: A has lost source control over the personal 
information P about agent A, if information flows at all. 

For Menges, a loss of source control over information flows is a sufficient condition for 
a loss of privacy to occur. Consider the following case:  

Case 2: Imagine that ‘you are walking outside in a storm with your diary in your bag. 
Unfortunately, you forgot to zip the bag completely, so the wind blows your diary out of 
the bag. It lands on the sidewalk with the pages facing up. Another pedestrian … picks it 
up for you, but as he does so, … he reads some of the content’.6 (Mainz & Uhrenfeldt, 
2021, pp. 297–298) 

In this case, as the flow of information is not grounded in what I desire; I am not the 
right kind of source for the information flow, and my privacy is thereby diminished. 
Menges thinks that a loss of privacy has occurred because source control over 
information flows has been lost. That is, if source control is lost or diminished, then 

___________________________________________________________________ 
6  One might argue that this case shows more than merely a loss of source control, as the pedestrian 

has actual access to the information, as well. According to Menges’s view, ‘privacy essentially consists 
in being the right kind of source of information flow to another agent if the information flows at all. 
… The information does not flow to another agent as long as nobody actually accesses the data and 
learns something about the relevant citizens. … The source control is diminished as soon as an agent 
accesses the data before the relevant citizen tells them about it’ (Menges, 2020b, pp. 45-46). In this 
case, if I freely and knowingly had asked the pedestrian—‘who has not read my diary and does not 
plan to read it’—to read my diary, my privacy would not have been diminished, as no diminution of 
source control has occurred (Menges, 2020b, p. 39). The source control view only says that accessing 
information is relevant for privacy only if and because it diminishes being the right kind of source of 
an information flow. Thus, Menges says that accessing information is relevant for diminishing privacy 
and that the most important thing about privacy is having source control. 
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privacy will be lost or diminished. The loss of source control over the information flow 
is thus sufficient for the loss of privacy to occur. 
 For Menges, a loss of source control over information flows is also a necessary 
condition for privacy loss. Menges argues that, in Case 1, I have privacy because I am 
the right kind of source for the information flow. This is equivalent to saying that if 
privacy is diminished or lost, then the source control will be lost or diminished. The 
loss of source control over the information flow is thus necessary for the loss of privacy 
to occur. 

2.3. Revising the Source Control Account of Privacy 

Menges (2020a, 2020b) applies the split-level theory of control used in the discussion 
about moral responsibility to privacy. He then distinguishes between leeway and 
source control over information and emphasises A’s desire in determining whether 
privacy loss has occurred. I posit that Menges has situations like Case 3 in mind when 
he theorises about the source control of privacy: 

Case 3: ‘Imagine Annabel. … She suffers from a rare and very hard-to-diagnose genetic 
disorder, a piece of information about herself she wishes to keep private. One day, 
Annabel agrees to take part in a new medical initiative. The primary purpose of the 
initiative is to’ (Rumbold & Wilson, 2019, p. 4) find various factors related to a different, 
more prevalent disease. As a participant in the initiative, Annabel donates her DNA 
intentionally to medical science. Suppose that Brian is a researcher trained in genetic 
medicine and works on medical research. He infers7 from Annabel’s DNA profile that 
she has a specific gene on chromosome 6, which is related to Type 1 diabetes. 

___________________________________________________________________ 
7  It is important to note that I distinguish between two types of inference. The first is mental inferences: 

imagine a case in which a person A has a certain disease D and does not want this to be known by a 
person B. Suppose that there is a set of symptoms S such that x has S iff x has D. If B learns that A 
has S, then the content of what she learned does not include A having D, but if B knows that x has S 
iff x had D, then learning that A has S is equivalent to learning that A has D. In terms of privacy, it 
does not seem to matter that information has flowed to B through mental inferences. 

 The second type is inferences conducted by artificial intelligence: imagine a case in which a person 
A has a desire to share a set of features {x1 (age), x2 (type of blood)} with a person B to determine 
whether s/he has disease C, while A does not want to it to be known that s/he has a certain disease 
D. Person B uses an inference engine to derive a prediction based on shared data. The inference 
engine uncovers new correlations or patterns or confirms suspected relationships between data. 
Suppose that B uses two different inference engines to predict disease C and disease D based on x1 
and x2. In the case in which disease C is inferred, no privacy loss occurs. In contrast, inferring disease 
D results in A’s privacy loss. It is important to answer the question of whether A has a desire for B to 
use a specific type of inference engine to predict his/her disease. 
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In this case, Menges would argue that no privacy losses occurred because Annabel is 
the right source of control over the information flow. I agree with Menges that no loss 
of privacy occurs in Case 3 because Annabel has a desire to share her information 
with Brian, and Brian infers information that Annabel has no desire to keep private. 
 In each case Menges (see Menges, 2020a, 2020b) discusses, he only focuses on 
information-sharing without taking into account what will happen when the shared 
information is analysed or processed. Accordingly, Menges considers the origin of the 
information flow to be important in determining whether a loss of privacy has 
occurred. As Menges emphasises, once the flow of a piece of information is grounded 
on the desire of agent A, whose information is shared with another agent(s) B, no 
privacy loss occurs (see the voluntary divulgence cases, Menges, 2020a). The focus on 
the origin of the information flow, I believe, implies that, according to Menges, A can 
be the right kind of source for the flow of information inferred from an initial piece of 
information only if A is the right kind of source for the flow of that initial information. 
Thus, the flow of information which results from an intentional action by A does not 
lead to a loss of privacy, regardless of any information that may be inferred from it. I 
argue, however, that this feature of Menges’s theory—that it is indifferent to potential 
inferences—gives rise to a counter-example. Consider the following: 

Case 4: This case is identical to Case 3 (Annabel donates her DNA for research 
purposes), with the only difference being that Brian infers from Annabel’s DNA profile 
that she suffers from her rare genetic disorder. 

For Menges, if A is the right source of control over P, then their privacy is not lost. 
Concentrating merely on the origin of the information flow, as Menges does, implies 
that information P* inferred from other information P can never be privacy-
diminishing if P is not. Hence, it might be argued that, in Case 4, Annabel has a desire 
to share her information P with Brian, so inferring P* from that information does not 
lead to her loss of privacy in Menges’s view. However, I note that, if P* follows from 
P in some sense, then P* should be privacy-diminishing under some circumstances; 
this is a property that I think must be clarified in Menges’s view. In Case 4, Annabel 
has a desire to share her information with Brian for the defined purpose, but she does 
not have a desire to share some potential information inferred from her information 
which does not comply with the initial purpose. Hence, Annabel’s privacy is, in my 
view, essentially lost. 
 It might be argued that if Annabel does not want this information (P*) to be shared, 
then her privacy is diminished in Menges’s view. She has lost source control. I agree 
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that her privacy is lost, but the reason for that cannot be grounded on Menges’s view 
because Menges merely argues for having an initial desire to share information with 
others and does not discuss a person’s desire to infer information from that shared 
information. I argue that Annabel’s privacy has been lost because information that 
Annabel does not desire Brian to have ultimately flows to him. The desire related to 
the information inferred is not clarified in Menges’s view. 
 As mentioned in previous paragraphs, the problem with Menges’s view is that the 
propositional content of the relevant information-releasing desire does not include the 
content of the inference. Therefore, the initial version of the source control view of 
privacy is wrong about Case 4 because Annabel’s privacy is diminished, although she 
has an intention to share her information, and the origin of the information was 
grounded on her desire. Hence, Case 4 is a counter-example for the initial version of the 
source account of privacy. That gives me good reason to revise the initial version so 
that Annabel’s privacy has, in fact, been lost in Case 4. 
 Comparing cases 3 and 4 illustrates that the initial account of source control of 
privacy can be revised by answering the question of what makes something the ‘right’ 
source information flow. Although Menges uses desire as the standard example of how 
to conceptualise his view, he also notes that he remains open to what exactly 
constitutes source control (Menges, 2020b, p. 37). If the desire or intention makes it 
the right flow, then is s/he the right source flow for that piece of information if A 
intends to keep P* private? How can one distinguish between cases in which B infers 
information from intentionally shared information that A intends to keep private 
(Case 4) and those of that A does not intend to keep private (Case 3)? In other words, 
it is important to determine what constitutes the relevant inferences that do not lead 
to a loss of privacy. A’s intention determines how a piece of information flows to 
another agent. That is, if the flow of information changes, then A is no longer the right 
source of the novel flow of information. Thus, to identify whether drawing inferences 
(P*) from intentionally shared information (P) affects whether one is the right source 
of information, I focus on the flow of information, as any changes in the flow 
determine whether one is the right source of the information flow. I think a piece of 
information flows between different parties in a system to realise a specific purpose. 
Thus, a person whose data are processed and an agent who processes that data for a 
specific purpose play an important role in determining the flow of information. Thus, 
who engages in a system and their purpose for doing so determine the flow of 
information. It follows that any changes in these elements, which characterise the flow 
of information, will alter whether one is the right source control over the information. 
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 As Case 3 illustrates, Annabel wants to know whether she suffers from a prevalent 
disease and desires to share her information with a medical research lab. Let us 
imagine that she should share her data with one of five institutes, some of which are 
public health bodies, and some of which are industry organisations. Annabel has a 
desire to share her data with a medical research lab. However, she has no desire to 
share her data with a ‘big pharma’ company. In this case, although Annabel should 
share her data and has no ability to do otherwise (i.e., preventing one institute from 
accessing her information), she still has privacy because she is the right source control 
over her information. It is important to note that, in order to avoid second-order 
conflicts, I assume that sharing data with a medical research lab does not imply 
sharing it with a big pharma company. Otherwise, I would have concluded that not 
only does she not want (first-order desire) to share her data with a big pharma 
company, but she might not have a second-order desire to share her data with a 
medical research lab because doing so implies sharing data with a big pharma 
company. Thus, Annabel’s desire determines who asks her question, and she does not 
allow the big pharma company to answer her question. Thus, the source control 
account of privacy does not have any problem with the first element that characterises 
the flow of information. 
 I now turn to the second element, namely the primary purpose, determining the 
flow of information. Annabel knowingly submits her DNA sample to the research lab 
to find the answer to her specific question. What matters, though, is that these data 
contain a significant amount of information beyond her specific question. 
Consequently, the researcher can infer more from that information beyond what 
Annabel specifically asked the lab to investigate (see Case 4). In such a case, the 
researcher (here, Brian) can not only look for the prevalent disease Annabel asked 
them to identify, but they can also study whether she suffers from a rare genetic 
disorder. That is the kind of excessive (unintended) information derived without any 
reason to do so. I consider this a loss of privacy even though Annabel initially had the 
desire to disclose her original data. Therefore, I argue, the initial purpose for which a 
researcher should carry out their task identifies whether the inferences derived from 
the information lead to a loss of privacy. Any information derived beyond the question 
diminishes Annabel’s privacy, as it diminishes being the right source control of 
information. 
 It is important to note that I do not claim that Annabel has the idea of the full 
knowledge that can be derived from her data. Moreover, I agree that the researcher 
may not necessarily know a priori what specific information the research requires. 
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However, I note Annabel and Brian can only agree on the very limited purposes and 
limited inferences. Any other (excessive) inferences that might be drawn from that 
information lead to a loss of privacy. I believe that the problem with the source control 
account of privacy is thus related to the second element, namely the primary purpose. 
 So far, I have discussed the important elements that determine the information 
flow. Any changes in the elements result in a novel flow of information. If the flow of 
information is not grounded on A’s intention (or desire), then A’s privacy is lost. As 
discussed above, processing data or accessing information in a manner that is 
incompatible with the initial purpose for which data were collected alters personal 
information flows. Regarding the fact that agent A’s desire8 or intention, whether 
reasonable or unreasonable, prescribes the flow of information, any changes in the 
flow of information lead to a diminution of being the right source control over the 
flow of information. This suggests an adjustment to Menges’s definition. The 
adjustment consists of adding that the loss of being the right source of information 
flow must be due to the action(s) of another agent who obtains or deduces information 
intended to be private. My revised definition is as follows: 

Definition 2: A’s privacy is lost iff: A has lost source control over the personal 
information P about agent A, if information flows at all, due to the action(s) of agent B, who 
obtains or infers information contrary to A’s preferences. 

As I have already discussed, Case 4 is a counter-example of the initial source control 
account of privacy, as Menges argues that Annabel’s privacy has not diminished in 
this case. However, my revised version of this view is correct for Case 4 because it 
states that Annabel’s privacy has, in fact, been lost. According to the revised account 
of privacy, in Case 4, Annabel is not the right source control because Brian changes 
the flow of information by changing the initial purpose and inferring excessive 
(unintended) information from Annabel’s data. The initial purpose was to identify 
various factors related to a prevalent disease, while Brian changes this purpose and 
acquires excessive information related to her genetic disorder. Thus, the initial 
purpose, which should be realised in accordance with A’s (reasonable or unreasonable 

___________________________________________________________________ 
8  I believe that, in cases in which A has an unreasonable epistemic desire, their privacy is diminished, 

but it is not necessarily wrong. Consider A, who shares her blood sample with B for the purpose of 
identifying her blood type. If B uses A’s information to make inferences that A is HIV positive, then 
A’s privacy is diminished. In this case, A has an unreasonable desire that her disease will not be 
revealed through sharing her information with B.  
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epistemic) desire, is the key element in identifying whether the inferences scientists 
make change the information flow. 

2.4. Macnish’s Account of Privacy: Privacy as an Actual Access 

Macnish (2018, 2020) defends the access account of privacy against the control 
account. The access account holds that, for a diminution of privacy to occur, the 
personal information must be actually accessed. Furthermore, the information 
accessed must be understood by the agent accessing it. The traditional access view is 
then supplemented by a semantic account that describes an agent’s capacity to 
understand the information. Accordingly, if another agent B accesses personal 
information P about agent A without understanding its meaning, then A’s 
informational privacy is not diminished. Macnish concludes that privacy diminution 
has occurred when the information is actually accessed by those who can understand 
it (Macnish, 2020, p. 17).  
 The access account of privacy holds that a loss of privacy occurs when a stranger 
reads my diary. For example, in Case 2, my privacy is diminished because another 
agent reads my diary and discovers information about me. Furthermore, this account 
of privacy holds that personal information which is intentionally shared with those 
who understand its meaning leads to a loss of privacy. A reduction in my privacy has 
occurred when I show someone a personal letter or invite them into my house 
(Macnish, 2018). Consider Case 1, in which I freely and knowingly ask the stranger to 
read the last entry of my diary. In response, the stranger reads it. According to the 
access account, my privacy is diminished when the stranger reads my diary in response 
to my valid consent for him/her to read the latest entry. Similarly, this view implies 
that we lose our privacy when we freely and knowingly tell our friends about our 
problems and secrets. According to this view, our privacy is diminished whenever 
someone else accesses personal information about us, regardless of whether we intend 
to share our personal information with another agent.  
 The discussions above indicate that the key idea, which is that the information in 
question must actually9 be accessed, is a necessary and sufficient condition for a loss 
of privacy. Given that a descriptive definition of privacy aims to specify what a loss of 

___________________________________________________________________ 
9  The use of the word ‘actual’ is deliberate and clarifies that the privacy account discussed in this section 

is the access account developed by Macnish. The purpose of using this term is to emphasise that, to 
argue that actual access has occurred, it is necessary to understand what is accessed. 
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privacy consists of (Powers, 1996), the initial definition of the access account of privacy 
is the following:  

Definition 3: A’s privacy is lost iff: B actually accesses personal information P about A. 

For Macnish, the fact that B actually accesses personal information P about A is a 
sufficient condition for a loss of A’s privacy to occur. Macnish thinks that a loss of 
privacy has occurred because agent B had actual access to P and learned something 
new about A (see Cases 2 and 1). The actual access by another agent is thus sufficient 
for the loss of A’s privacy to occur. 
 Moreover, for Macnish, the fact that B actually accesses personal information P 
about A is a necessary condition for a loss of A’s privacy to occur. He cites the following 
case: 

Case 5: ‘Imagine that I have returned to the coffee shop after a 30-minute interval to 
find my diary on the table. It is unopened. I panic for a moment, but on seeing me, the 
stranger smiles and hands me the book. She explains that she has not opened it but saw 
me leave without it and collected it to await my return. She knows how intimate her own 
diary is, so she respected my privacy and kept it shut, as well as making sure that no one 
else would be able to read it. I feel an enormous sense of relief, thank her and leave with 
my dignity intact’. (Macnish, 2018, p. 420) 

According to Macnish (2018), my privacy has not been lessened because the diary was 
not actually opened and read. The actual access by another agent to personal 
information is thus necessary for A to lose his/her privacy. 

2.5. Revising the Actual Access Account of Privacy 

Macnish (2018, 2020) contends that gaining access to A’s personal information—for 
example, through a diary—leads to a reduction of privacy. I argue that a set of 
personal information consists of two different subsets of information: information 
about A that A intends to keep private and information about A that A intends to 
transmit or share with other agents. According to Macnish’s view, when a stranger 
accesses the personal information I transmit, my privacy will be diminished (see Case 
1). Moreover, as Macnish stresses, accessing personal information that A intends to 
keep private results in a diminution of privacy (see Case 6). Therefore, in Macnish’s 
view, accessing both subsets of information leads to a loss of privacy. 
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Case 6: ‘Imagine that Eustace keeps a private diary. Eustace talks publicly about this 
diary, freely describing what it looks like but not about its contents, which he holds to be 
private. One day Frances is in Eustace’s office and sees the diary, recognising it from the 
description. She opens the diary and finds that she can read it. She reads through the diary 
and finds out that Eustace has been visiting George a lot recently. She does not realise it 
from the description, but Eustace and George are having a covert relationship. In this 
case, Eustace’s privacy has been diminished (Frances knows something about Eustace he 
would rather have been kept private). However, Eustace’s privacy has not been 
diminished as much as if Frances had been able to infer that he was in a relationship with 
George’. (Macnish, 2020, pp. 15–16) 

In this case, Macnish (2020) argues that Eustace’s privacy has been lost because 
Frances had actual access to the information P about Eustace, which Eustace 
attempted to keep private. I agree with Macnish that accessing information that A 
intends to keep private leads to a loss of privacy.  
 I believe, however, that my privacy will not be diminished, as I intentionally shared 
my information with the stranger (Case 1); ‘I am including another within my realm 
or privacy, not lessening my privacy’ (Inness, 1996, p. 46). According to the actual 
access view, however, a diminution of privacy occurs even if an agent intentionally 
shares their personal information; instead, I contend that only accessing information 
P about A that A intends to keep private results in a loss of privacy. Nevertheless, 
accessing information that was once private but that A now intendedly10 shares with 
other agents does not lead to a loss of privacy. Thus, Case 1 is the counter-example for 
the initial version of the actual access account of privacy because this view incorrectly 
interprets Case 1.11 This gives me good reason to revise the initial version of the actual 
access view. 
 I think the initial version can be revised by making a distinction between once-
private, now intentionally shared information and information kept in private. I then 

___________________________________________________________________ 
10  I assume that the person has privacy-preserving intentions to share some privacy-sensitive 

information with others. In cases where the person has non-privacy preserving intentions, there 
would be a reduction in their privacy. 

11  One plausible interpretation of Case 1 is that ‘my privacy is (voluntarily) diminished, but it is not 
important or morally wrong’. Proponents of such an interpretation might see privacy as being entirely 
neutral. I do not take that view, as I see privacy as prima facie good, although the discussion of its 
normative aspect goes beyond the scope of this chapter. I only claim that accessing once-private, now 
intentionally shared information is not a diminishment of privacy. I have a prima facia reason to 
object to any action that diminishes my privacy. However, I remain impartial on whether privacy 
diminishment is a necessary, sufficient, or criterial condition for a right violation. I solely emphasise 
that privacy depreciation is part of the analysis of whether the right to privacy is violated or infringed 
upon. 
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suggest excluding the subset of the once-private, now intentionally shared information 
from the set of private information. In this way, the scope of the actual access account 
of privacy is narrowed and only covers personal information which A intends to keep 
private. Accordingly, if an agent B understands the meaning of information about 
agent A, and A has intentionally shared it, then no privacy loss has occurred, because 
B has actual access to the information which was once private and is now intentionally 
transmitted, instead of accessing (intentionally) private information.  
 This suggests a new adjustment of the initial definition of the access account of 
privacy. The adjustment consists of adding that the actual access must occur when 
agent B accesses personal information P about agent A, which A attempts or intends 
to keep private. It is important to note that a set of personal information that A intends 
to keep private is a subset of personal information. This is the difference between 
definition 3 and definition 4 below. Hence, the problem is not related to learning 
something new about another person, but rather, understanding the information 
which A intends to keep private. My revised version is as follows: 

Definition 4: A’s privacy is lost iff: B actually accesses personal information P about A, 
and A intends that P remain private.  

As I have already discussed, Case 1 is a counter-example for the initial version of the 
actual account of privacy, since Macnish argues that my privacy will be diminished if 
the stranger accesses my diary. However, my revised version of this view correctly 
interprets Case 1 by positing that my privacy will not be diminished in this case. 
According to the revised account, in Case 1, the stranger accesses once-private, now 
intentionally shared information, which does not lead to a loss of privacy.  
 So far, I have claimed that a loss of privacy occurs when agent B accesses personal 
information P about agent A, which A intends to keep P private, while no privacy loss 
occurs when B actually accesses P as long as P is intentionally shared. The question 
that may arise is how B realises that the piece of information accessed is private, or 
was once private and is now intentionally revealed. In responding to this concern, two 
different kinds of cases can be separated: first, cases in which B knows that the piece of 
information accessed is private and that A intends to keep it private; and second, cases 
in which B does not know either whether the piece of information accessed is private or 
whether A intended to share it or A was unaware that a piece of information could be 
accessed by B (Rumbold & Wilson, 2019).  
 In cases in which agent B knows that the piece of information accessed is private 
and A intends to keep it private, accessing P, and even any inferences from P, diminish 
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A’s privacy. For example, in Case 6, Eustace intends to keep the information private 
that she is in a covert relationship with George, and she has never talked about her 
relationship with Frances. Thus, Frances actually accesses personal information about 
Eustace, which she intends to keep private, and, consequently, Eustace’s privacy has 
been lost.  
 In cases where an agent B does not know that the piece of information accessed is 
private or whether it is a piece of private information inferred from P which A intended 
to share, or even that A was unaware that this piece of information could be accessed 
by B, two different responses can be considered. First, if B is unsure whether some is 
private or was once private and accesses it, this leads to a reduction in A’s privacy. 
This response restricts any access to once-private information. In contrast, there might 
be P which A intended to share with B. This response prohibits all intentional analyses 
of once-private information. Second, B refrains from accessing information that they 
have reason to think was private and which A would have wanted to keep private 
(Rumbold & Wilson, 2019). In this way, A’s privacy depends on what B could 
reasonably have expected A’s concerns were with regard to the piece of information 
now accessed.  
 In the case of Annabel, Case 3, Brian might reasonably expect that Annabel 
wanted him to understand the fact that her DNA profile illustrates a specific gene 
structure related to a prevalent disease—simply because the information discovered 
does not deviate from the initial purpose for which the data were collected. Thus, 
Brian has reason to think that the piece of information accessed through analysis and 
inference is not information that Annabel wants to keep private. Accordingly, 
accessing this kind of information does not constitute Annabel’s loss of privacy.  
 According to the above discussion, I claim that Annabel’s privacy in Case 3 is not 
lost because Brian has reason to think that the information accessed is not the kind of 
information that Annabel wanted to keep private. However, the initial version of the 
actual access account, definition 3, argues that Annabel’s privacy has been lost 
because Brian accessed private information about Annabel. Therefore, Case 3 is the 
counter-example for the initial version of the actual account of privacy. I believe that this 
account can be revised again by adding the condition that B has reason to think that 
A wants to keep the information that has been accessed private. I suggest the below 
definition, which correctly interprets Case 3 by saying that Brian has reason to think 
that Annabel does not intend to keep the information that has been accessed private. 
Thus, Annabel’s privacy has not been lost.  
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Definition 5: A’s privacy is lost iff: B actually accesses personal information P about A, 
and A intends that P remain private, or, B has reason to think that A intends to keep it private. 

The above definition indicates that privacy diminishment for A is not solely about A’s 
personal decision, but also about the contexts in which they participate. In cases where 
B does not know whether the information accessed is private, they make a decision on 
behalf of A by giving a reason why accessing that information may or may not lead to 
a privacy diminishment for A. This means that the context can impact and affect A’s 
privacy. Precisely, privacy has both personal and common characteristics.  
 Referring to the reasonable expectation in my revised version of the actual access 
account of privacy seems to link the descriptive aspect of privacy to norms and values, 
in that there is a clear set of normative values that explains what the reasonable 
expectation is in a certain situation. However, norms that are characterised as the 
reasonable expectation are different from the moral values to which the normative 
conception of privacy might refer. For example, reasonable expectations might refer 
to legal norms (purpose limitation, such as in Case 3) or cultural norms prevalent in 
society, which do not necessarily constitute a normative account of privacy, which is 
based on moral values and norms. Moreover, the descriptive account of privacy has 
other parts, namely actual access and source control, that are not solely values. Thus, 
the descriptive aspect of privacy considers multiple elements which are not reducible 
to the normative concept of privacy. That is why I believe that my analysis is still 
related to the descriptive aspect of privacy and is not reduced to the normative one. 

2.6. Paradigmatic Cases 

This section is the first piece of evidence that the revised views of control and access 
accounts of privacy are extensionally equivalent. To demonstrate this, I test the 
revised views on different sets of information to see which of the revised accounts 
explains the loss of privacy in the cases. I focus on the sets of information introduced 
by Rumbold and Wilson (2019). They provide abstract classes of information that can 
possibly be gained through analysis and inference regarding personal information P. 
In what follows, I categorise each of the cases explored in the previous section 
according the classes of information provided and analyse how the revised accounts 
explain whether privacy is diminished. The sets of information are as follows:  
- Public information which has always been public, 
- Private information an agent intends to remain private (Case 5), 
- Once-private information an agent has intentionally shared (Case 1), 
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- Once-private information an agent has no intention of sharing of that they are 
unaware was shared (Case 2),  

- Information inferred from once-private information that an agent has 
intentionally shared and which itself counts as a piece of information that the agent 
intended to share (Case 3), 

- Information inferred from once-private information that an individual has 
intentionally shared but which does not count as a piece of information that the 
agent intended to share (Case 4), 

- Information inferred from shared information that an agent has only shared 
unintentionally (Case 6). 

 
Both source control and actual access accounts hold that not all information is subject 
to privacy concerns. Privacy does not concern any information about agent A. It is 
not a loss of A’s privacy if we discover that s/he wears glasses (public information; 
Macnish, 2018). As a result, losing source control over or accessing information that 
has always been public does not lead to privacy loss. 
 As discussed in the previous sections, both revised accounts argue that A’s privacy 
has not been diminished in Cases 1 and 3. Previously, I also argued that A’s privacy 
in Case 5 was not lost based on the revised version of the actual access account. 
Furthermore, the source control view argues that no privacy loss has occurred in Case 
5. Thus, A still could be the right source control of information, and no loss of privacy 
has occurred. 
 By contrast, as I have already discussed, both revised versions of the source control 
and actual access views posit that A’s privacy is lost in Case 2. Previously, I also argued 
that A’s privacy was diminished in Case 4 based on the source control view. In 
addition, the revised access account states that A’s privacy is lost in this case. Although 
B has reason to think that A intends to keep the information accessed private, B 
accesses that information, resulting in a loss of A’s privacy. Furthermore, concerning 
the actual access account, I have already stated that, in Case 6, A’s privacy is lost. 
Moreover, the source account of privacy argues that A’s privacy is lost because the 
information inferred about A flows without A being the right kind of source of this 
flow, resulting in a diminution of A’s privacy. 
 The results of the test of the revised versions of source control and access accounts 
of privacy on whole comparable cases are presented in Table 2.1. The first two 
columns highlight the differences between the initial accounts of privacy in answering 
the question of whether privacy is lost. The grey cells in the last two columns of the 
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table indicate cases in which the initial and revised versions of the accounts have 
different answers regarding the loss of privacy, providing a contrast between the two. 
Comparing the initial and revised accounts shows the changes that have been made.  
 
Table 2.1. Compare and Contrast Different Versions of the Source Control and Actual Access 
Accounts of Privacy 

 Initial version 
of source 
control 
account of 
privacy 

Initial version 
of actual access 
account of 
privacy 

Revised version 
of source control 
account of 
privacy 

Revised version 
of actual access 
account of 
privacy 

Case 
1 

no privacy loss privacy loss no privacy loss no privacy loss 

Case 
2 

privacy loss privacy loss privacy loss privacy loss 

Case 
3 

no privacy loss privacy loss no privacy loss no privacy loss 

Case 
4 

no privacy loss privacy loss privacy loss privacy loss 

Case 
5 

no privacy loss no privacy loss no privacy loss no privacy loss 

Case 
6 

privacy loss privacy loss privacy loss privacy loss 

 
Both revised versions of the source control and actual access accounts of privacy give 
the same answers to the question of whether privacy is diminished (see the last two 
columns above), while they provide different answers as to why it is diminished. 
Moreover, these revised versions are located somewhere between the initial ones. As 
Table 2.1 shows, according to the initial version of the Menges’s account of privacy, 
privacy loss is rare; it is lost in two of six cases, while, according to the initial version 
of the Macnish’s account of privacy, privacy is lost often, in five of six cases. 
Nevertheless, in the revised versions of both accounts, there is a loss of privacy in three 
of six cases. Therefore, I claim that these initial versions are two poles on a continuum, 
with intermediate forms in between.  
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2.7. Theoretical Argument 

So far, I have tested the proposed views of privacy on paradigmatic cases. The test 
revealed that there is no case in which a person loses control over the information flow 
due to the actions of another if the personal information, which A intends to keep 
private, is not accessed. Furthermore, there is no case in which private information is 
accessed such that the person does not lose source control. The paradigmatic cases 
give us a practical reason to think that these proposed views of privacy are 
extensionally equivalent. This section, meanwhile, gives us the theoretical reason to 
think this is the case.  
 On the source control front, I claim that no loss of source control occurs when the 
information is not accessed, or that A loses source control of P when B actually 
accesses information P about A. The kind of control defended in the source control 
account of privacy, I believe, is not robust enough, which means that agent A is not 
in a position to decide whether B accesses his/her information or to stop B from 
accessing his/her personal information because A does not have the ability to do 
otherwise. A loss of privacy does not occur when B accesses information P about A, 
but rather when B actually accesses some information which A intends to keep private. 
Since obtaining information about A in a way which is contrary to A’s preferences 
results in a loss of A’s source control over P, actual access to information P about A 
results in a loss of source control of P. Thus, the distinction between the views 
collapses. 
 On the actual access front, I claim that no actual access is achieved such that A 
does not lose source control, or B actually accesses information P about A when A 
loses source control of P. A loses source control of P when P flows in a way that is not 
grounded on A’s intention or desire. Since actual access occurs when B accesses 
information that A intends to keep private, I conclude that the loss of source control 
leads to actual access. Moreover, it is impossible for A to lose source control of P while 
B has not accessed P. B not accessing P means that P has not yet flowed. If no one has 
actual access to the information, A can still remain the right source control of 
information. If the information does not flow, that is, no actual access occurs, only 
leeway control is lost, and A remains the right source control of information. Thus, 
when A is not the right source of control over their information P, having actual access 
to P diminishes A’s privacy. I conclude that actual access does not diminish privacy if 
the access relates to A in the appropriate way. Thus, the distinction between the views 
collapses.  
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 The preceding discussions show that the source control and actual access accounts 
of privacy are extensionally equivalent but different in their underlying rationales. In 
other words, these are two formulas that lead to the same result: a loss of privacy. The 
implications for such a difference in underlying rationales can be discussed in relation 
to the normative aspect of privacy, when privacy matters morally. Given that the main 
goal of this chapter is to focus on the descriptive aspect of privacy, I briefly explain its 
implications. As both accounts of privacy are extensionally equivalent, I view them as 
two perspectives that reach the same peak of a mountain, and I see the value of privacy 
as a cluster that encompasses the values represented in both accounts. Privacy is itself 
a cluster of values that intersects with the cluster of values that comprise control 
accounts, such as autonomy and individual liberty (see, e.g., Rössler, 2005), and also 
with the cluster of values comprising access accounts, such as secrecy and anonymity 
(see, e.g., Gavison, 1980). By perceiving privacy as a cluster of values, we can take a 
pluralistic approach that encompasses all the values in the cluster to understand the 
normative aspect of privacy. This means that we take into account all different values 
of privacy in order to form a more comprehensive and inclusive understanding of its 
normative aspect.   

2.8. Conclusion 

This chapter offered new insight into the debate about the nature of privacy. There is 
persistent disagreement in the literature on privacy’s proper meaning and definition. 
However, the two definitions that are prominently discussed in the literature are 
‘control’ and ‘access’. Control (Inness, 1996) and limited access (Gavison, 1984) 
accounts of privacy have recently been developed by identifying the kind of control 
that is relevant to determining whether a person has privacy with regard to certain 
information and by incorporating a semantic account into the limited access account 
of privacy. Source control (Menges, 2020a, 2020b) and actual access (Macnish, 2018, 
2020) accounts of privacy are these most recent versions. Because they are the most 
in-depth version of the classic accounts of control and access, they were chosen as the 
focus of this chapter. However, the debate over which account provides the proper 
definition of privacy, which is presented in the traditional control and access views, 
persists in the most recent versions, as well. In this chapter, I demonstrated that the 
revised versions of the source control and actual access of privacy are extensionally 
equivalent. First, I discussed these views are extensionally equivalent when applied to 
various test cases. They only differ regarding the explanation of why privacy is 
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diminished. Second, from a theoretical perspective, the relationship between source 
control and actual access views is equality, meaning that the extensions of these views 
are equivalent, while the differences between these two can metaphorically be 
explained by referring to different sides of the same mountain.  
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Chapter 3:   
How Does an Artificial Intelligence 
System Affect Privacy?  
Adopting Trust as an Ex Post Approach to Privacy 

Abstract 

This research explores how a person with whom information has been shared and, 
importantly, an artificial intelligence (AI) system used to deduce information from the 
shared data contribute to making the disclosure context private. The study posits that 
private contexts are constituted by the interactions of individuals in the social context 
of intersubjectivity based on trust. Hence, to make the context private, the person who 
is the trustee (i.e., with whom information has been shared) must fulfil trust norms. 
According to the commitment account of trustworthiness, a person is trustworthy only 
if they satisfy the norm of competence. It is argued that a person using an AI system 
to answer a question is competent only if they are ex post justified in believing what has 
been delivered by the AI system. A person’s belief is justified in the doxastic sense only 
if the AI system is accurate. This feature of AI’s performance affects a person’s 
competence and, as a result, trustworthiness. The effect of AI on trust as an essential 
component of making the context private, and thus on privacy, means an AI system 
also impacts privacy. Therefore, a private context is constituted when the individual 
with whom the information is shared fulfils the competence norm and the AI system 
used for analysing the information is sufficiently accurate to adhere to this norm. The 
result of this research emphasises the significance of the relationship between 
individuals involved in information-sharing and how an AI system used for analysing 
that information impacts the relationship regarding making the context private, as 
well as how it impacts privacy. The findings of this research have significant 
implications for improving or ameliorating privacy regulations in light of trust.  
Keywords: AI accuracy; competence; social value of privacy; trust norms; 
trustworthiness 
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3.1. Introduction 

Privacy can be understood as a social construction we create as we negotiate our 
relationships with others on a daily basis. By placing privacy in the social context of 
intersubjectivity (Steeves, 2009), privacy is conceived as a dynamic process regulating 
interpersonal boundaries by drawing a negotiated line between openness and 
closedness to others (Altman, 1975). The dialectical approach to privacy, in which 
privacy can only be obtained through the negotiated interaction between social actors, 
captures its importance as a social value (Altman, 1975; Steeves, 2009).  
 The dialectical approach to privacy neglects that privacy is a social phenomenon 
not only because other people exist, but also because privacy concerns the social 
circumstances in which information flows from one party to another. The contextual 
integrity model of Nissenbaum (2010) elaborates on socially embedded privacy in the 
digital age. Nissenbaum argues that different social contexts are governed by different 
social norms that govern the flow of information within and outside of that context. 
Protecting privacy entails ensuring the appropriate flow of information between and 
among contexts. Privacy is a norm that regulates and structures social life 
(Nissenbaum, 2010).  
 According to Waldman (2015), although Nissenbaum (2010) succeeds in the 
socialising theory of privacy in terms of social interactions and the possibility for 
individuals to be properly embedded in social relationships, it begs the question of 
what a ‘private context’ is. Waldman responds to this question by arguing that ‘private 
contexts are defined by relationships of trust among individuals’ (Waldman, 2015, p. 
559).  
 Drawing on the insights of Waldman (2015), a private context is constituted by 
relationships of trust among the individuals involved in the context. The interaction 
of different individuals in the social contexts of intersubjectivity based on trust 
constitutes privacy. Privacy is a social construction we cannot have unless we work 
together, which is what Altman (1975) and Steeves (2009) argue. Interpersonal trust 
depends upon the nature of relationships between individuals, social circumstances, 
and context. Since privacy depends on trust, such social circumstances are associated 
with the value of privacy as well, as Nissenbaum (2010) considers in her socialising 
theory of privacy.  
 Ex post approaches discuss privacy when information is shared and revealed 
between different individuals in a context. Trust as an ex post approach to privacy, as 
highlighted by Waldman (2015), emphasises the role of individuals in constituting a 
private context. Accordingly, privacy scholars have been working on trust norms and 
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have regulated trust-promoting norms that govern the relational duties of trustee 
parties (i.e., the person who is trusted) regarding how to build and cultivate trust-based 
relationships with trustors (i.e., the one who trusts), thereby making the context 
suitable for disclosures. Richards and Hartzog (2020), for example, have identified 
trust norms, such as protection, discretion, honesty, and loyalty. 
 This chapter adopts a philosophical perspective to identify trust norms, which 
differ from those in, for example, the work of Richards and Hartzog (2020). From a 
philosophical perspective, as this chapter argues, competence must be considered a 
norm to be trustworthy. Thus, the norm of competence must be included in the list of 
trust norms that Richards and Hartzog (2020) have proposed.12 Moreover, this 
chapter emphasises the role of AI systems in establishing a person’s trustworthiness 
and in contributing to making the context private. This chapter explores the 
significance of AI in contributing to B’s trustworthiness and thereby constituting 
private contexts, a topic that has not been given adequate attention in the literature. 
 For a clearer understanding of cases in which both individuals and an AI system 
are involved and information is shared and revealed, consider the following case: 

A person (B) uses data (q) about another person (A) to predict whether she has breast 
cancer (p). B cannot deduce if q then p (q→ p) because of his limited background 
knowledge. To deduce if q then p, B relies on a machine learning (ML) model to identify 
the possible presence of breast cancer for A. Such an ML model has displayed the 
potential to predict whether A develops breast cancer within certain timeframes by 
analysing her electronic health records and mammography patterns (Akselrod-Ballin et 
al., 2019). The deliverance of the ML model is a proposition in response to the following 
question: ‘Is breast cancer present?’ 

Trust as an ex post approach to privacy emphasises the role of B, as a person trusted 
by A, in constituting a private context. In addition to B acting as the trustee, does the 
ML model, which is used to predict whether p, contribute to making the context 
private? This chapter argues that, yes, ML models that predict aspects such as the 
presence of breast cancer contribute to making the context private. Furthermore, the 
ML model impacts trust relationships between A and B. Since privacy depends on 
trust, the ML model contribute to making the context private, ultimately impacting 
privacy considerations. Therefore, adopting trust as an ex post approach to privacy not 

___________________________________________________________________ 
12  Unlike Richards and Hartzog (2020), who consider privacy solely as secrecy and formulate trust 

norms based on this definition, I conceive of privacy as a social phenomenon constituted by trust, 
and I formulate trust norms beyond merely secrecy. 
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only emphasises the role of the trustee, as Richards and Hartzog (2020) highlight, but 
also the role of AI systems in constituting private contexts.  
 The main purpose of this research is to investigate how an ML model affects 
privacy. Since ML models are the outcomes of employing AI systems, the main 
research question (RQ) is as follows: ‘How does an AI system affect privacy?’ To 
respond to this, I formulate two sub-questions (SQs): 1. ‘How do A and B cultivate or 
maintain relationships of trust?’ 2. ‘How does an AI system affect trust relationships 
between A and B?’ Answering these two SQs provides the foundation for answering 
the main RQ. The SQs are addressed in Sections 3.2–3.3, respectively. Each response 
forms a premise for the argument that concludes with an analysis of the impacts of AI 
on privacy. The assumptions and premises of the argument that I formulate in this 
chapter are presented below. 
 I assume that privacy is constituted by the interaction of different individuals in 
the social context of intersubjectivity based on trust. Privacy, in a disclosure context 
in which information is shared and revealed, can thus metaphorically be conceived as 
a realm constituted by trust-based relationships. Hence, cultivating trust in a context 
is essential to making that context private. Additionally, I focus on cases in which A 
shares data (q) with B to answer a specific question, and B responds to the question 
based on the AI-delivered proposition p. As a result, the particular task that B is relied 
upon to perform is to assert p. 
 Section 3.2 addresses SQ1, which establishes the first premise of the argument. It 
is argued that, to promote trust in a context, A and B must conform to trust norms. B 
can be trustworthy while avoiding unfulfilled commitments. Given that promise-
making norms are the most explicit mechanism by which B takes a (new) commitment, 
norms of being trustworthy derive from norms regarding promise-making. 
Competence is one of the norms of promise-making (Hawley, 2019). As a result, 
trusting B’s words involves relying upon him to fulfil promise-making norms, including 
the norm of competence. Section 3.3 addresses SQ2, which forms the second premise 
of the argument. It is argued that an AI system affects B’s competence and, thus, the 
trust relationships between A and B. Finally, given that AI affects trust, which is a 
constituent component of privacy, Section 3.4 concludes that AI affects privacy. Since 
trust requires an accurate AI system, privacy does also. 
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3.2. Trust  

How do A and B cultivate or maintain relationships of trust? To promote or preserve 
trust in the context, A and B must conform to trust norms. To identify trust norms, I 
consider interpersonal trust rather than trust in a group or institutional trust, and I 
adopt four assumptions.  
 First, trust is a three-place relationship involving two people and a task. According 
to the majority of the literature (Baier, 1986; Hardin, 2002; Hawley, 2014, 2019; 
Hieronymi, 2008; Holton, 1994), trust is generally a three-place relation: A trusts B to 
φ. A primarily trusts B to do some particular thing rather than trusting him in general 
and in every way. Second, I focus on the norms of trust from the trustee’s side. Norms 
of trust arise between two parties: a norm to be trusting in response to the invitation 
to trust and a norm to be trustworthy in response to the other’s trusting reliance 
(Fricker, 2018). The former norm lies on the trustor’s side, and the latter on the 
trustee’s side (Carter & Simion, 2021). In this chapter, I discuss the norms of trust on 
the trustee’s side and the conditions that give rise to trustworthiness in three-place 
relations. Third, I adopt doxastic conditions on trust. According to doxastic accounts, 
trust involves a belief on the part of the trustor. When A trusts B to φ, A believes that B 
will φ (Hieronymi, 2008). Fourth, like most philosophers, I distinguish trust from mere 
reliance. Trust involves reliance ‘plus some extra factor’. Controversy surrounds this 
factor, which generally concerns why the trustor would rely on the trustee to be willing 
to do what they are trusted to do (Hawley, 2014, p. 5). 
 Regarding the first assumption, trust can be a two-place or a three-place 
relationship. It is a relationship between a trustor and a trustee in the first instance, as 
in A trusting B. Two-place trust, as opposed to three-place trust, is fundamental, 
according to Faulkner (2015). Two-place trust is a rather demanding affair; when we 
state that A trusts B simpliciter, we ascribe A a rather robust attitude, one in which A 
trusts B in several respects. A three-place relationship, on the other hand, is a less-
involved affair: when we state that A trusts B to do φ, or that A trusts B with a valued 
item C (Baier, 1986), we do not need to express much about their relationship. 
According to Carter and Simion’s views in ‘The Ethics and Epistemology of Trust’ 
(2021), this difference is maintained when we focus on the trustee’s trustworthiness. 
One can be trustworthy in general, but one can also be trustworthy regarding a 
particular matter. I think of a trust-based relationship as a three-place relation 
between two people and a task. Considering three-place trust to be a general relation 
of trust, B can be trustworthy with regard to a particular matter but not generally. For 
example, B can be trustworthy in keeping a meeting appointment but may not be 
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trustworthy overall. With respect to the case discussed in this chapter, B can be 
trustworthy with regard to the task of assertion. 
 According to the second assumption, I only consider the norms of trust on the 
trustee’s side. Addressing the third assumption, in discussions regarding the rationality 
of trust, or whether the trust is appropriate or well-founded, it is crucial to explore 
whether trust essentially involves belief. Proponents of non-doxastic accounts, such as 
Holton (1994), argue that it is not essential for trust to involve a belief about the trustee, 
such as a belief that they are trustworthy. Jones (1996), for example, maintains that 
the trustor must have an affective attitude which is not described by belief. Trust 
involves affective attitudes that may lead to corresponding beliefs. Hence, the 
rationality governing trusting is distinct from rational belief. However, proponents of 
doxastic accounts, such as Hieronymi (2008) and Hawley (2019), argue that trust 
involves a belief on the part of the trustor. Hence, if trust is a belief, the rationality 
that governs trusting is drawn from rational belief. To the extent that the trustor is 
rationally entitled to believe that the trustee is trustworthy with respect to φ, the trustor 
thereby has an entitlement to trust the trustee with respect to φ (Carter & Simion, 
2021). I defend a doxastic account of trust mainly because it requires less explanation 
as to why trusting someone would give us a reason to believe what they say; ‘trust gives 
a reason for belief because belief can provide a reason for belief’ (Faulkner, 2017, p. 
113). Although discussions of the entitlement to trust and the rationality of trust are 
important, I do not address them because these subjects are more related to trust 
norms on the trustor’s side than on the trustee’s side. I simply assume that, for trust to 
be well-grounded, the trustee must be trustworthy.  
 Is it required for A to have evidence of B’s trustworthiness to be entitled to trust 
B? According to Hinchman, A’s trust in B is reasonable even if A has no evidence of 
B’s trustworthiness on the relevant matter, but it is not reasonable if A has good 
evidence of B’s untrustworthiness on that matter. It is in line with the externalist 
approach to trust that the trustor need not have access to or be aware of the evidence 
(Hinchman, 2005, p. 580). I agree with Hinchman’s (2005) point that reasonable trust 
does not require evidence of B’s trustworthiness to be available to the trustor. Again, 
while the rationality of trust is important, most discussion on it is focused on the 
trustor’s side.  
 Finally, concerning the fourth assumption, Baier (1986) provides an influential 
account of trust. According to her, trust must be distinguished from mere reliance. 
Although we can rely on both people and inanimate objects, not everything can be 
genuinely trusted. Trust differs from mere reliance because, when an object breaks, 
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one may be disappointed, but one does not feel betrayed. However, when we trust 
and are let down, we feel betrayed. As expressed in Hieronymi’s (2008) theory, trust 
requires something more than merely relying on someone to do something; it requires 
a vulnerability to betrayal if let down.   
 Most philosophical theories of trust (Baier, 1986; Hardin, 2002; Hawley, 2014, 
2019; Holton, 1994) are explicitly designed to explain that trust is a form of reliance, 
but it is not mere reliance; rather, trust involves reliance ‘plus some extra factor’ 
(Hawley, 2014, p. 5). Different theories associate this extra factor with the motives of 
the trustee. If A trusts B to φ, then A relies upon B to φ; moreover, A assumes B has 
the right motive for φ-ing (Baier, 1986; Hardin, 2002). Those theories that dispute 
what type of motive the trustee should have to make trust appropriate are classified as 
‘motive-based’ theories (Hawley, 2014). The other category of theories associates the 
extra factor with the trustor’s particular stance towards the trustee (Hawley, 2014, 
2019; Holton, 1994). These theories are classified as ‘non-motive-based’ theories, 
according to McLeod (2021). In what follows, I explore whether motive-based or non-
motive-based theories succeed in explaining the conditions that give rise to 
trustworthiness. 
 I begin my argument by considering the task that B is relied upon to perform in 
general as φ. In sub-section 3.2.2, I specify φ. Regarding this, those who are concerned 
with the task of assertion might skip the first three sub-sections and move to the last 
one. 

3.2.1. Motive-Based Theories on Trust 

According to motive-based theories, the conditions that lead to trustworthiness are 
based on the motivation a trustworthy person has. Goodwill or self-interest are two 
examples of such motivations. 
 A trustworthy person is motivated to act by virtue of their goodwill towards the 
trustor. According to Baier (1986), when we trust someone, we rely on them having 
goodwill towards us. However, Holton (1994) argues that Baier’s goodwill account of 
trustworthiness is not absolutely correct. Primarily, relying on a person’s goodwill 
towards oneself is not a sufficient condition for trust. A confidence trickster might rely 
on your goodwill without trusting you. Second, goodwill is not a necessary condition: 
I can trust a person without relying on their goodwill towards me. I can, for instance, 
trust someone to look after a third party without requiring them to have goodwill 
towards me.  
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 Another motive-based theory describes trustworthy people’s motives in terms of 
self-interest, such as in the encapsulated interests account of Hardin (2002). He 
contends people trust those they believe have strong reasons to act in our best interests. 
He claims the primary motivation of individuals we trust is to preserve a relationship 
with us. Trustworthy people are motivated by their own interest in maintaining the 
relationship they have with the trustor, which motivates them to encapsulate that 
person’s interests in their own. 
 McLeod (2021), however, provides an example to demonstrate why Hardin’s 
(2002) theory is flawed. Consider a sexist employer who is interested in maintaining 
relationships with female employees and treats them fairly but whose interest derives 
from a desire to keep them around to daydream about having sex with them. This 
interest conflicts with the women’s interest not to be objectified by their employers. At 
the same time, if the women were unaware of his objectification of them, he could 
ignore this particular interest of theirs. He can maintain his relationships with them 
while ignoring their interest in not being objectified, and encapsulating enough of their 
other interests in maintaining a good relationship in his own. This situation, according 
to Hardin, would make him trustworthy. However, if the women knew the main 
reason for their employment, they would not find him trustworthy. Being motivated 
by an interest to maintain a relationship may not require adopting all the trustor’s 
interests to be considered trustworthy by that person. 
 Although motive-based theories are not limited to goodwill and self-interest 
theories, these are the dominant viewpoints in the literature. However, since these 
theories do not provide an appropriate account of trustworthiness, we need other 
theories that identify conditions for being trustworthy that are not driven by goodwill 
or self-interest. 

3.2.2. Non-Motive-Based Theories on Trust 

The conditions that lead to trustworthiness reside in the stance the trustor takes 
towards the trustee (McLeod, 2021). One can be trustworthy while avoiding 
unfulfilled commitments, regardless of one’s motivation for fulfilling commitments. A 
relies on B to φ because A believes B has a commitment to φ-ing (Hawley, 2014). 
 Holton (1994), like Baier (1986), distinguishes between trust and mere reliance. 
However, unlike Baier, he does not suggest that, when we trust someone, we rely on 
them to have goodwill towards us; instead, when we trust someone, we take a 
particular stance towards them, which is the participant stance. Holton highlights that, 
in addition to resentment and gratitude, the feeling of betrayal is one of what Strawson 
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(1974) calls the reactive attitudes. We normally take these attitudes towards people but 
not towards objects. Behind these classes of attitudes is a more general attitude, which 
Strawson calls the participant attitude and Holton calls the participant stance. The 
participant stance is a particular reactive attitude we take towards those we regard as 
responsible agents. When we interact with someone who provokes a reactive attitude, 
whether resentment or gratitude, we adopt a particular attitude that is bound with the 
ascription of responsibility towards them. According to Holton (1994), trust is a 
reliance on the participant stance: trust involves something like a participant stance 
towards the trustee. Despite Holton’s (1994) correct identification of the participant 
stance as a required component of trust, Hawley (2014) finds Holton’s theory 
unsatisfying because relying upon someone to whom you take a participant stance 
does not always entail trusting them; some interactions occur outside the realm of 
trust. 
 According to Hawley’s (2014) view, which she elaborates on in her book How to be 
Trustworthy (Hawley, 2019), it is reasonable to trust someone to do something only if 
that person has an explicit or implicit commitment to doing it. To trust someone to 
do something is to believe they have a commitment to doing it, and to rely upon them 
to meet that commitment. To make her account plausible, Hawley employs a very 
broad notion of commitment. Commitments can be implicit or explicit, weighty or 
trivial, conferred by roles and external circumstances, default or acquired, welcome 
or unwelcome. Hawley’s account of trustworthiness in the context of the commitment, 
in terms of avoiding unfulfilled commitment, has nothing to do with the trustee’s 
motives. To be trustworthy in some specific respect, it is enough to behave in 
accordance with one’s commitment, regardless of motive. One person may trust 
another to do something without believing them to be motivated by their commitment 
(Hawley, 2014, pp. 10-11,16). In what follows, I adopt the commitment account of 
trustworthiness and identify norms to be trustworthy in response to the other’s trusting 
reliance. 

3.2.2.1. The Commitment Account of Trustworthiness 

According to Hawley (2014, 2019), commitment is at the centre of the notion of trust. 
The most explicit mechanism through which we take on (new) commitments is 
promise-making. When thinking about promises and trust, two questions arise: First, 
how do we decide whom to trust? Second, whose promises do we accept and rely 
upon? The first question is from the perspective of the promise-receiver, whereas the 
second is that of the promise-giver. The following argument focuses on the second 
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perspective and answers the following question: ‘What do good promisors do?’ In 
Hawley’s (2019) view, good promisors not only keep their promises, but they also 
make appropriate promises in the first place. Making a good promise requires a 
sincere intention, the permissibility of the action promised, and the competency to 
keep the promise. Hence, the norms regarding promise-making are sincerity, 
promising to act morally, and competence. Among these norms, I focus on 
competence as it is impacted by AI, a topic that is discussed in Section 3.3. 
 A good promise requires competence to keep the promise, which is a norm of 
promise-making: do not make promises you are not competent to keep. ‘Competences 
are dispositions of an agent to perform well’, and they have three components: 
constitution, condition, and situation (Sosa, 2010, p. 465). Similarly, the competence 
required to keep a promise includes these three components (Hawley, 2019). After 
explaining competence, I return to the competence norms for promise-making. 
 Consider colour vision competence in Sosa’s (2010) paper on ‘How Competence 
Matters in Epistemology’, for instance. A constitution competence includes rods and 
cones; a condition competence includes being awake and sober; and a situation 
competence includes adequate light. When a person’s visual systems are fully 
functional, they are awake and alert and they see the object in plain view, exercising 
colour vision competence. Not only does a person need competence in colour vision, 
they also need the competence to assess the required conditions and situation of the 
proposed competence—second-order assessment. According to Sosa (2010), then, an 
agent’s success relies not only on their constitutional competence, but also on their 
being in an appropriate shape while appropriately situated. Thus, an internal 
constitution, being in good shape to exercise that competence, and external 
circumstances are required if the performer is to be properly credited with complete 
competence. 
 Analogously, the competence required for good promise-making should 
encompass all three components. In Hawley’s (2019) view, constitutional competences 
include a steady, reliable capacity to achieve success. More precisely, I argue the 
notion of competence is close to exercising a reliable intellectual capacity to form a 
justified belief. That is, keeping the promise manifests competence when forming an 
epistemically justified belief that one will keep the promise to φ. The following 
paragraphs further clarify what the constitution competence of promise-making 
involves. 
 The second component of competence, the condition competence, requires a 
person to be awake, alert, and sober when making a promise. The third component 
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of competence, the situation competence, indicates that what we are competent to do 
depends on the external circumstances, including the physical environment, social 
environment, and material resources we find ourselves in. Therefore, to incur a 
certain commitment, we require insight not only into our capability or underlying 
skills, but also into an actionable feature of our environment. For instance, it is far 
more difficult for a doctor working in a field hospital than it is for someone working 
in a well-equipped hospital to save a child’s life. In a challenging environment, the 
situation competence required for success differs from in an easy environment. Acting 
in different environments requires a doctor to use different competences, some of 
which are more difficult to develop and maintain than other. Therefore, a person who 
makes a commitment needs to be aware of the circumstances in which they will need 
to act (Hawley, 2019). 
 I have described how a person being competent to promise to φ depends on being 
in good shape while making a promise and the complex facts regarding their physical 
and social environment. Now, I return to the first component of competence: 
constitutional competence. To possess a corresponding competence to keep a 
promise, I argue one should be ‘justified’ in thinking they will keep a promise when 
making one. Goldman (1979) distinguishes two uses of ‘justified’: an ex post use and an 
ex ante use. The ex post use occurs when there exists a belief, and we say whether that 
belief is justified. The ex post or doxastic sense of justifiedness applies to beliefs that a 
subject actually holds, rather than beliefs they could hold. In contrast, the ex ante use 
occurs when no such belief exists, or when we wish to ignore the question of whether 
such a belief exists. The ex ante or propositional justification applies to a proposition 
(p), a subject, and their epistemic situation. If we say that a subject is propositionally 
justified regarding p, we mean that it would be appropriate for them to believe p; it is 
applicable even if they have no belief in the specified proposition (Goldman, 2015b). 
Since I argue it is inappropriate to promise to φ while one does not possess a belief in 
φ, I use an ex post or doxastic sense of justifiedness. Therefore, I articulate a good 
promise regarding satisfying the competence norm is one in which the promisor in fact 
believes they will keep the promise, rather than believes it is possible to keep the 
promise, and their belief is justified.13 
 In the scholarly literature, there are different theories of doxastic justification, such 
as mentalist evidentialism and process reliabilism. Since I adopt the externalism approach in 

___________________________________________________________________ 
13  In my view, a person is rationally permitted to perform φ only if the person has a justified belief in φ. 
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this chapter,14 I focus on the process reliabilism theory of justification. The 
justificational status (J-status) of a belief, according to this theory, depends on how it 
is formed, or caused. As the theory indicates, how a belief is causally produced is 
crucial to its J-status (Goldman, 2015b). Consequently, the competence required for 
making a promise includes a capacity to form a belief based on a reliable process. The 
reliabilist principle of justification can be explained as follows: 

‘(R) A belief B (at time t) is justified if and only if B (at t) is the output of a series of belief-
forming or belief-retaining processes, each of which is either unconditionally or 
conditionally reliable, and where the conditionally reliable processes in the series are 
applied to outputs of previous members of the series’. (Goldman, 2015b, p. 35) 

I argue that competence includes a reliable capacity to form a justified belief to achieve 
success in what is promised. When a person promises to φ when they lack such a 
capacity, they make a wrong promise. Consider the following example provided by 
Hawley (2019). A child, Cindy, is brought to the hospital with a sever and an 
unfamiliar condition. The junior doctor in charge of the case, Jack, promises the 
parents he will save their child’s life, and he sincerely intends to do so. Cindy’s 
condition can be treated with a certain type of antibiotic, which Jack happens to try 
first, saving Cindy’s life. In this case, the junior doctor genuinely intends to save 
Cindy’s life, which is morally permissible. Jack keeps his promise but only through 
sheer luck, rather than through his competence. He does not have a justified belief he 
would keep the promise. Therefore, his promise counts as over-promising.  For 
simplicity, I presume the doctor was awake, and I do not consider whether he was at 
risk of lacking the situation competence. I only concentrate on the requirement not 
explored in depth in Hawley’s (2019) description, which is having a justifiable belief 
in accomplishing the promised action or activity.  
 Even if Jack believed he would save Cindy’s life, his belief, in the doxastic sense of 
justifiedness, would not be justified. Although Jack has no outstanding skills regarding 
diagnosing and treating such conditions, he promised he would save Cindy. This 
promise was merely wishful thinking, but it made him confident. According to 
Goldman (2015b), wishful thinking is a highly flawed thought process. Forming belief 
through wishful thinking is unjustified, meaning Jack’s belief was unjustified. Since 
competence includes being justified in believing what is promised, Jack was 

___________________________________________________________________ 
14  As I mentioned in Section 3.2, I suppose it is not required for A to access the reasons contributing to 

B’s trustworthiness. Since I take an externalist reading of reasons to believe B’s trustworthiness on the 
trustor’s side, I do the same when analysing competence norms on the trustee’s side.  
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incompetent in this case. However, as Hawley (2019) points out, a lack of suitable 
competency does not imply incompetence in the normal sense. Jack was as competent 
a doctor as his peers, but he was not competent to save Cindy’s life in this 
circumstance. 
 Consider another case identical to the previous one, except Jill, the senior doctor, 
is substituted for Jack. Jill is an experienced physician and promises the parents she 
will save Cindy’s life, which is what she sincerely intends to do. She has an idea about 
the condition the child is suffering from, and whether it is treatable. In this case, Jill 
arrived at the justified belief she will save Cindy’s life (B) by drawing inferences from 
her old belief. She acquired this belief from reading a medical journal (M) that 
reported a patient with Cindy’s symptoms was treated in a specific way (x). Jill also 
believed M is very trustworthy in such matters, based on her experience. Jill’s belief 
in curing specific diseases was stored in her memory and accessible to her. She made 
an inference from the belief retained in her memory and believed she would save 
Cindy’s life.15  
 Following (R), Jill’s belief in saving Cindy’s life is justified because it is an output 
of a reliable process (inferential process) involving reliable inputs. Jill first used 
perceptual processes to form the belief that M reports the specific cure. The perceptual 
step is unconditionally reliable. According to (R), a belief is justified if it is produced 
by a belief-forming process that is unconditionally reliable. Jill then inferred from 
experience that M is trustworthy enough for her belief to be true regarding the specific 
disease cure. The inferential step is conditionally reliable. According to (R), the belief 
is produced by the inference process, which is a conditionally reliable process, and the 
input of this process, that is, her old beliefs, is justified. Next, the memory stage is a 
conditionally reliable belief-retaining process; its later outputs are usually true if the 
earlier inputs to it were true. Finally, she used the inferential step to infer that she 
would save Cindy’s life. As I mentioned previously, the inferential step is conditionally 
reliable. Then, using principle (R), Jill’s preserved belief in B is justified. Promising 
that she will save Cindy’s life is a good promise as it meets the (internal) requirements 
of the competency to keep the promise. In contrast to Jack, Jill is competent to make 
the promise she will save Cindy’s life. 
 In summary, A trusts B to φ because A believes B has a commitment to φ-ing. To 
be trusted when making a commitment, B must comply with the norm of promise-
making. A good promise requires competence. The constitutional competence 

___________________________________________________________________ 
15  One of Goldman’s (2015b) examples inspired me to make such a case. 
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required for making a commitment is that B is ex post justified in believing he will 
successfully φ. Next, I specify the task (φ) that B is relied upon to perform as an 
assertion, and I analyse the norms associated with this specific task.  

3.2.2.2. Assertion as Promising: The Norms of Being a Trustworthy 
Assertor 

I have explained that, to promote trust, a person who is trusted to perform φ must 
conform to the norm of competence. Since the main case in this chapter is the one in 
which the task that the trustee is relied upon to perform is to assert p—φ is specified 
with an assertion—this section explores the norms of being a trustworthy assertor. 
 What norms must a person meet to be a trusted assertor? Trusting other people’s 
words involves relying upon them to fulfil a commitment, to satisfy both promise-
making and promise-keeping norms. A commitment made by a speaker when making 
an assertion is that they speak justifiably. When promise-making norms are applied in 
the context of assertion, trustworthiness is required as competence in speaking 
justifiably. When the promise-keeping norm is applied to the assertion, the trustworthy 
assertor must in fact speak justifiably. This section clarifies the norms of being a 
trustworthy assertor (Hawley, 2019). 
 Asserting or telling16 involves a form of promise. One way to think of assertion as 
a special case of promising is to identify asserting that p to promising to p. In other 
words, since asserting involves a form of promise, it is a promise to p. Therefore, 
asserting that p is identical to promising to p. For example, when someone asserts 
there is snow outside, they promise there is snow outside. However, Hawley (2019) 
maintains it is unacceptable to identify asserting p to promising to p. When making 
an assertion, one need not be in a strong epistemic situation, such as when making a 
promise. By asserting that p, one does not become obliged to make it true that p. Thus, 
the account of assertion regarding promising does not entail identifying an assertion 
p with a promise to p. 
 Hawley (2019) proposes another way to assimilate assertion to promise by working 
out what a person is promising to do when making an assertion. She claims asserting 
whether p involves both 

___________________________________________________________________ 
16  I continue to use the term ‘assertion’ rather than ‘telling’ because it is consistent with the terminology 

employed by Hawley (2019) and Brandom (1983), whose works serve as the foundation for this 
section. 
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(a) promising to speak truthfully regarding whether p; and 
(b) speaking truthfully or untruthfully regarding whether p (i.e., keeping or 

breaking the promise). 
Before proceeding, I modify Hawley’s account of assertion regarding the promise. 
The idea that identifies assertion to promise emphasises that assertion entails making 
a claim about something in fact in the world. This idea is rejected by Hawley (2019), 
who instead defends the idea that assertion involves a promise to speak in ways that 
match the world; a promise to speak truthfully requires promising there is a match 
between words and the world (Hawley, 2019, p. 52). Truth, in both propositions, that 
is, either there is something in the world or that words are matched to the world, is a 
purely metaphysical concept rather than an epistemological one. In both claims, what 
makes the proposition true or false is simply the state of the world. The claim’s truth 
value is not affected by the cognitive relations people have towards the relevant state 
of affairs. However, I state that assertion involves a promise to speak justifiably, which 
requires promising there is a cognitive relationship with the relevant state of affairs 
asserted. As Goldman highlights, ‘cognitive relations to a proposition are crucial for 
determining justification or warrant. A person’s justifiedness with respect to speaking 
as to whether p is never (or rarely) fixed by its actual truth value’ (Goldman, 2015a, 
p. 5). Given the difference between taking a claim to be justified and taking it to be 
true, I believe assertions are not faulty if the speaker lacks any evidence for its truth; 
rather, it is possible to have highly favourable evidence that justifies a proposition 
despite its falsity.  
 To address the concern related to the notion of truth in Hawley’s account, I 
propose the following requirements: asserting regarding whether p involves both 

(a) promising to speak justifiably regarding whether p; and 
(b) speaking justifiably or unjustifiably regarding whether p (i.e., keeping or 

breaking the promise). 
There are three points to note about treating assertion as promising. First, Hawley’s 
(2019) view differs from a Brandom-style commitment to justify p. Second, as the 
condition of b) in Hawley’s account and the corresponding condition in my view 
illustrate, making a promise and keeping or breaking it happen simultaneously in the 
case of assertion. Third, the norms of promise, including competence is applied in the 
case of assertion. I now discuss each of these points in detail.  
 First, Hawley’s account of assertion in terms of promising to speak truthfully (or 
justifiably, in my view) differs from a Brandom-style commitment. According to 
Brandom (1983), asserting a sentence entails a commitment to present a justificatory 
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defence of it. Brandom suggests that ‘the commitment involved in asserting is to 
undertake the justificatory responsibility for what is claimed. In asserting a sentence, 
one commits oneself to justify the claim’ (Brandom, 1983, p. 641). Assertions are 
treated as warranted until challenged. One commits oneself to justify assertions once 
a specific question is raised regarding them. Although there is no end to the 
justification of the justification, and each justifying assertion may be questioned and 
need additional justifying assertions, the assertor must provide an appropriate set of 
justifying assertions if challenged (Brandom, 1983). For example, I assert there is snow 
outside to my neighbour. In responding to a challenge by my neighbour that the white 
stuff is not snow, but foam, I assert I saw no person, or film crew, put foam outside. 
Hence, I provide a set of justifying assertion(s) inferentially related to the original 
claim. 
 However, Hawley (2019) contends that assertion does not involve commitments 
that extend beyond the moment of making the assertion, either in terms of justification 
or retraction. In Hawley’s view, people who make a promise to do something become 
obliged to do it, but they do not become obliged to provide evidence of having done 
so if challenged. For example, if a son promises his mother he will finish his homework 
before dinner, he is obliged to do so. Nevertheless, he is not obliged to show his mother 
the completed homework. The son refuses to show his schoolwork because he wants 
his mother to trust him, to take him at his word. Otherwise, his mother’s inability to 
relax reveals a lack of trust. Trusting someone to keep their promises typically involves 
relying upon them to behave in the manner in which they committed to behaving and 
does not involve justificatory commitments. Similarly, a promise to speak truthfully 
(or justifiably, in my view) does not require an assertor to provide evidence they have 
spoken truthfully (or justifiably, in my view) even if challenged (Hawley, 2019). I agree 
with Hawley in that I think an account of assertion in terms of promise does not entail 
anything as extensive as Brandom’s commitment account of assertion.  
 Second, assertion involves a promise to speak justifiably17 and keeping or breaking 
that promise at the same time. The promise made in assertion is uncommon because 
it is made and kept at the same time, or else made and broken at the same time. For 
example, Clara asks Emma, ‘Do you promise to say your next word as loudly as you 
can?’ Emma shouts back, ‘YES!’ Emma promises to speak as loudly as she is able, and 
then simultaneously either keeps or breaks the promise. The promise to speak 

___________________________________________________________________ 
17 Although the term ‘truthfully’ is used in Hawley’s argument, I use the term ‘justifiably’ in the 

remainder of the chapter for the reasons stated above.  
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justifiably is kept by speaking justifiably (Hawley, 2019). An assertor keeps the promise 
to speak justifiably once they are speaking. 
 Third, as I mentioned in Section 3.2.2.1, promise-making is governed by the norm 
of competence. When the norm is applied to the special case of promising to speak 
justifiably regarding whether p, the following result is obtained:  

(a) One must promise to speak justifiably regarding whether p:  
- only if one is competent to speak justifiably regarding whether p. 

What elements are required for a competence norm in a promise to speak justifiably 
regarding whether p? Remembering that proper promise-making requires 
competence, the response in this respect is to not promise to speak justifiably regarding 
whether p unless you are competent to speak justifiably regarding whether p. 
Competences, according to Sosa (2010), encompass three components: constitution, 
condition, and situation. I begin with the latter two components and return to the first 
afterward. In the case of assertion, conditional competence is achieved when the 
assertor is sober, awake, and alert. Situational competence is related to the 
circumstances in which an assertor must act or speak justifiably. Regarding the specific 
task of assertors to utter p, the external circumstances might be to ensure what 
audiences expect to hear from them, as indicated by Hawley (2019).  
 Constitutional competence, I argue, is close to the doxastic sense of justification 
for what is promised. More precisely, I claim that one is competent to keep a promise 
to φ when one is doxastically justified in believing φ.18 Similarly, one is competent to 
speak justifiably regarding whether p, only if one is ex post justified in believing whether 
p. Consequently, one has the appropriate competence to assert whether p only if one 
is ex post justified in believing whether p. 
 My view is that one is competent to assert whether p only if one justifiably believes 
whether p, which differs from the reasonable to believe norms of assertion proposed by 
Lackey (2008). Lacky highlights that one should assert whether p only if it is reasonable 
for one to believe whether p. According to Lackey, an assertor might fail to believe 
whether p; nevertheless, they have substantial evidence indicating that such a 
proposition should be believed, rendering it reasonable for them to believe whether p 
(Lackey, 2008, p. 125). However, I claim, to be competent in asserting whether p, one 

___________________________________________________________________ 
18 In this chapter, I am not discussing whether testimony transmits knowledge (or justification) or 

generates knowledge (or justification), nor am I discussing under what conditions hearers are justified 
in believing what a speaker testifies. I simply clarify the condition required to be met for an assertor 
to be competent in asserting that p. 
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must in fact believe whether p. A competent assertor can offer an assertion only if the 
assertion does in fact represent the beliefs of the assertor.  
 To clarify the differences between the strong requirement that one must in fact 
believe whether p, which is defended by myself, and the weaker requirement that it 
must be reasonable for one to believe whether p, which is defended by Lacky, consider 
the following modified version of the creationist teacher presented by Lacky: 

‘Stella is a devoutly Christian fourth-grade teacher, and her religious beliefs are grounded 
in a deep faith that she has had since she was a very young child. Part of this faith includes 
a belief in the truth of creationism and, accordingly, a belief in the falsity of the 
evolutionary theory. Despite this, Stella fully recognises that there is an overwhelming 
amount of scientific evidence against both of these beliefs. Indeed, she readily admits that 
she is not basing her own commitment to creationism on evidence at all but, rather, on 
the personal faith that she has in an all-powerful Creator. Because of this, Stella does not 
think that religion is something that she should impose on those around her, and this is 
especially true with respect to her fourth-grade students. Instead, she regards her duty as 
a teacher to include presenting material that is best supported by the available evidence, 
which clearly includes the truth of the evolutionary theory. As a result, while presenting 
her biology lesson today, Stella asserts to her students, “Modern-day Homo sapiens 
evolved from Homo erectus”, though she herself does not believe this proposition’. 
(Lacky, 2008, p. 111) 

Stella19 has strong evidence that Homo sapiens evolved from Homo erectus, and she 
asserts this proposition to her students despite not actually believing it herself. In this 
case, Stella does not possess a belief in the proposition; nevertheless, she has substantial 
evidence indicating that such a proposition should be believed, making it reasonable 
for her to believe the proposition. However, Stella must have believed that p to 
genuinely assert that p, because competence in the realm of assertion, I argue, requires 
that one offer an assertion in the presence of the corresponding belief. In this regard, 
a strong requirement for being competent for an assertion is required. Fulfilling the 
competence norms requires a stronger epistemic condition than it being reasonable 
for a person to believe a proposition; one must actually believe a given proposition, 
and that belief must be justified. To qualify as competent in asserting a proposition, 
one must have a doxastic rather than a propositional justification for the given 
proposition. Respectively, in my view, Stella does not qualify as a person who is 

___________________________________________________________________ 
19 Those who argue for propositional justification need to demonstrate that Stella treats consideration, 

which plays the role of evidence, as evidence. If she did not see considerations as evidence, she would 
not have evidence. Accordingly, she would not be justified in the sense of proposition. 
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competent to assert whether Homo sapiens evolved from Homo erectus because she 
does not in fact believe the proposition. Hence, she violates a competence norm. Even 
if she had intended to speak justifiably, I think she would not have been competent to 
assert whether Homo sapiens evolved from Homo erectus.  
 The norm related to promise-making has been discussed: a competence norm. If an 
assertion is a matter of promising to speak justifiably regarding whether p, and 
simultaneously keeping or breaking that promise, we should expect it to be governed 
by the norm relevant to promise-making and by the norm relevant to promise-keeping. 
The norm related to promise-keeping is as follows:  

(b) asserting regarding whether p involves speaking justifiably or unjustifiably 
regarding whether p (i.e., keeping or breaking the promise). 

- One must assert regarding whether p only if one does in fact speak 
justifiably regarding whether p. 

Trusting other people’s words involves relying upon them to fulfil a commitment – to 
satisfy both promise-making and promise-keeping norms. A trustworthy assertor must 
conform to both promise-making and promise-keeping norms. A trustworthy assertor 
must: 

- be competent to speak justifiably regarding whether p: 
- only if one is ex post justified in believing whether p (constitutional 

competence); 
- only if one is awake and alert (conditional competence); 
- only if one can ensure what audiences expect to hear from them (situational 

competence). 
- in fact speak justifiably regarding whether p. 

3.3. Artificial Intelligence and Trust 

I have addressed the question, ‘How do A and B cultivate or maintain the relationship 
of trust?’, and discussed the norms of being trustworthy regarding a general task of φ 
and a specific task of assertion, emphasising the role of B as a trusted person in 
maintaining or cultivating a trust relationship with A. I now take the final step towards 
answering the main question: ‘How does an AI system affect privacy?’ This step 
requires exploring how an AI system impacts trust relationships to answer the 
following question: ‘How does an AI system affect trust relationships between A and 
B?’ Answering this question is essential to accomplishing the main goal of this 
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research: understanding how an AI system impacts privacy, which depends upon 
trust. 
 How does an AI system affect trust relationships between A and B? To answer 
this, I examine how AI impacts B’s competence. The main case study of this chapter 
is the one in which the assertor (B) employs an AI system to decide whether A has 
breast cancer (p). One norm an assertor must fulfil to be trustworthy is being 
competent to speak justifiably regarding whether p. In doing so, the assertor must be 
ex post justified in believing whether p. Therefore, the question that may arise is 
whether and how the assertor is justified, in a doxastic sense, in declaring whether p 
in cases in which p is a proposition delivered by an AI system. Part of the answer to 
this question emphasises the role of AI in justifying B’s belief that p, and thus its 
contribution to B’s competence. 
 When an AI system, as the diagnostic instrument, informs B that the scan or biopsy 
of the patient (A) indicates the presence of cancerous cells, B uses the instrument as an 
‘epistemic instrument’ (Sosa, 2006, p. 118) and forms beliefs based on what the 
instrument delivers, and then acts accordingly. Grindrod (2019) refers to beliefs 
formed based on deliverance from an AI system in general, or an ML model in 
particular, as computational beliefs. ‘Whether’ and ‘how’ B are justified through 
believing the proposition delivered by the instrument. In other words, how is B’s 
computational belief justified?20  
 The question of how to justify B’s computational belief hinges on whether such a 
belief can be regarded as a distinctive form of belief or as an epistemic source that can 
be reduced to other epistemic sources. According to Goldman (2015b), a distinctive 
source provides justification on its own, without depending on other sources for its 
justificatory power, whereas reductionism-based justification is derived from other, 
more basic sources. In addition to memory and perception, I consider testimony as a 
distinct epistemic source. In line with Grindrod (2019), I endorse the reductionism 
approach to computational belief, even though these types of belief cannot be reduced 
to memory, perception, and testimony. Rather, computational belief can be viewed 
as a form of inferential belief that acquires justificatory power from reliable inductive 
inference.  
 Computational beliefs cannot be reduced to memory, perception, or testimony. 
Memory can be dismissed because the process of obtaining a computational belief is 

___________________________________________________________________ 
20  In what follows, I do not consider the ‘whether’ question. Readers wanting to know whether beliefs 

formed via the results of ML models can be justified at all should see Grindrod’s (2019) paper, which 
provides reasons to think that computational beliefs are justified. 
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not equivalent to remembering a certain proposition. Computational beliefs do not 
resemble perceptual beliefs either; perceptual experiences with an instrument justify 
B in believing merely that there is an instrument, rather than believing in that 
deliverance. As a result, computational beliefs are not completely captured as a form 
of perceptual belief. Computational beliefs cannot be described as the result of a 
testimonial exchange. An AI system is not an epistemic agent; it does not possess 
beliefs in the common sense. Therefore, we cannot rely upon an AI system via 
testimony (Grindrod, 2019).  
 I agree with Grindrod (2019) that beliefs formed based on the deliverance of an 
AI system can be reduced to a form of inferential beliefs. B might infer computational 
belief that p from premises that take the form of inductive generalisation reasoning or, 
alternatively, premises that describe what other people testify to (Grindrod, 2019; 
Sosa, 2006). Accordingly, B might apply at least two distinct arguments to explain 
how he reaches the conclusion that p. However, B is not obliged to offer A a 
justification for what is said, nor does B need to undertake justificatory responsibility 
for what he says (see Section 3.2.2.2). Since B’s doxastic attitude towards the 
proposition that p is justified only if arriving at the belief that p is the output of a 
reliable process (see Section 3.2.2.1), the justification of B’s belief in p that can be 
offered for each distinct argument is presented as follows. 
 First, B might reach his computational belief that p by appealing to premises that 
describe a merely observed correlation, which offers him inductive support for the 
target proposition p: 

P1: The deliverance of the instrument is proposition p. 
P2: B learns from experience and test data samples that the given instrument 
in this specific field usually delivers the correct proposition. 
P3: The deliverance of propositions p by the given instrument in this specific 
field is correct. 
Therefore, 
C: p. 

 Suppose B uses the system with no particular view regarding its reliability. He uses 
the personal data of those whose diseases have not been diagnosed by the system as 
test data to assess the accuracy and model performance. He finds the system produces 
correct answers for the test data (P2) and eventually infers the deliverance of the 
system in this context (or specific field) is epistemically reliable (P3). Recall principle 
(R). This inductive inferential cognitive step involved a conditional reliable process. 
That is, the step’s later output is usually true if the earlier input to it is true. Given that 
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B’s experiences with tested data are the input of the process, the output that is P3 is 
reliable. His belief in p was then formed using another inferential step, which is a 
conditionally reliable belief-forming process. B’s belief in p is the output of the 
inferential process with the input of inductive generalisation. Since both reasoning 
processes are reliable, then, according to principle (R), B’s belief in p is justified.  
 Second, B might infer some computational belief that p is based on premises upon 
which he relies regarding the testimony of another person: 

P1: The deliverance of the instrument is proposition p. 
P2: Other person said that the given instrument in this specific field usually 
delivers the correct proposition. 
P3: The deliverance of proposition p by the given instrument in this specific 
field is correct. 
Therefore, 
C: p. 

 Again, according to principle (R), B is justified in believing p because p is the 
output of the inferential reasoning process, which is a conditionally reliable process. 
The input of this process is a testimonial belief (P2), which can itself be considered a 
conditionally reliable process or unconditionally reliable process. In the debate about 
testimonial knowledge, there has been a great deal of discussion about whether 
testimony as an epistemic source can be reduced to basic epistemic sources (Hardin, 
2002), or whether it constitutes a separate and distinct epistemic source (Coady, 1973). 
Regarding the former, testimonial belief can be formed based on the process that is 
conditionally reliable with the input of memory, perceptual, or other inferential belief. 
Regarding the latter, testimonial belief is formed based on the process that is 
unconditionally reliable. Either way, the input of the process is reliable. Thus, B’s 
belief in p is justified.21 
 I have explained that B is justified in believing that p because of the existence of a 
valid inferential process that forms this belief. In the first case, B relies on the inductive 
generalisation that proceeds from the limited sample of B’s case to infer his belief in 
p. In the second case, B relies on another’s testimony to infer his belief that p. 
Therefore, justification of the computational belief involves, first, B’s or, second, the 
other’s cognitive accomplishments. Furthermore, either B himself tests and gains 
inductive support for the accuracy of the instrument, or the developer of the ML 

___________________________________________________________________ 
21  In both arguments, B’s belief in p is justified not by evidence—beliefs from which p can be inferred, 

or perceptual and memory experiences—but by non-evidentiary reasons concerning the reliability of the 
processes involved in forming p. 
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model testifies to some level of accuracy for the model; therefore, third, B’s 
computational beliefs partly rely on the accuracy and the operation of the instrument. 
Hence, in addition to B’s or the other’s cognitive accomplishments, this feature of the 
ML model’s performance contributes to the justification of the computational belief.  
 First, concerning B’s cognitive accomplishment, does it require that B be aware of 
how the instrument operates to be justified in believing that p? Does the 
accomplishment require that B understands how the instrument he relies on performs 
to form a justified belief based on what the instrument delivers? The answer, in my 
view, is negative. According to the above discussion, being justified in believing that p 
is independent of being aware of how the instrument operates; rather, it requires that 
the belief is the output of a valid reasoning process in which the input beliefs are 
reliable. Although it is often not possible to understand properly how the algorithm 
processes the data and reaches the outcome it does, such an opacity does not impact 
the reasoning process that justifies a computational belief.  
 However, such an opacity leads to a significant issue, which is ‘epistemic 
responsibility gaps’ (Grindrod, 2019, p. 3). According to Grindrod (2019), there is an 
important sense in which B relies on his epistemic community while employing 
instruments he does not understand. The epistemic community consists of individuals 
who comprehend how the instrument performs, and B can appeal to that community 
if they find that the instrumental inferences are incorrect. However, computational 
beliefs depend upon autonomous learning algorithms, which are opaque in nature, 
making it challenging for any member or group of members to understand the exact 
workings of these algorithms. Therefore, B cannot properly rely on his epistemic 
community to compensate for his not understanding how the instrument performs 
when he forms his computational belief (Grindrod, 2019). 
 Second, concerning the role of the other’s cognitive accomplishment in justifying 
B’s computational belief, does it require that the epistemic community be aware of 
how the instrument operates to testify to the accuracy of the instrument? Do the 
responsibility gaps impact B’s justification for believing what the instrument delivers? 
Again, in my view, the answer is negative. It is not necessary for the person who 
developed an instrument or model to understand how it operates to testify to its 
accuracy. Without necessarily understanding how the instrument operates, the model 
developer can appropriately declare that the instrument performs accurately as they 
have credence in the instrument’s performance, which is supported by testing sample 
datasets. Therefore, a lack of epistemic responsibility by the epistemic community has 
no effect on the justification of the computational belief. The lack of impact does not 
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imply the discussion of epistemic responsibility does not merit investigation. On the 
contrary, computational belief leads to a distinct structure of epistemic responsibility, 
which deserves detailed research, but not in the realm of appropriate assertion and 
trust.  
 Third, it is argued that B’s computational beliefs partly rely on the accuracy and 
the operation of the instrument. Although a lack of understanding of how an AI system 
(or an ML model) performs does not affect the justification of the computational belief, 
its accuracy does. Since being justified in believing what the instrument delivers is 
required for B to be competent in what he asserts, the accuracy of an AI model affects 
B’s competence. Given that trustworthiness requires competence, an AI system 
impacts trust relationships between A and B since B’s competence requires the AI 
system to perform accurately.  

3.4. Conclusion: Trust, Privacy, and Artificial Intelligence 

How does an AI system affect privacy? This section summarises the previous 
discussions and answers this question. A person (B) who employs an AI system to 
respond to another person’s (A) question (p) relies epistemically upon the system and 
asserts p based on what the system delivers. One norm that B must fulfil to be 
trustworthy is the competence to speak justifiably regarding whether p. Justification 
of B’s belief that p partly relies on the accuracy of the AI system. Thus, accuracy is a 
feature of an AI system’s performance that contributes to the justification of B’s belief 
in p. Accordingly, B’s competence relies on the accuracy of the operation of the 
system. Since trustworthiness requires B’s competence while asserting p, the AI system 
affects trustworthiness and, consequently, the trust relationship between A and B.  
 Privacy is a social value constituted by trust-based relationships. Privacy, in a 
disclosure context, is constituted by interactions between different individuals based 
on trust. Since AI affects trust, AI impacts privacy. To achieve privacy as a social 
value, an AI system must perform accurately. Hence, the main RQ, concerning how 
an AI system affects privacy, is explained by how an accurate AI system contributes 
to building trust relationships between A and B, which constitutes privacy. As a result, 
both B, as the trustee, and the AI system that makes B competent in his assertion 
contribute to the constituting of privacy.  
 To conclude, I believe, in contexts in which the relationships among individuals 
engaged in the practice of information-sharing are grounded in trust, that sharing 
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information, analysing, and inferring from the shared information, as well as 
preserving privacy, are not mutually exclusive. 

3.4.1. Implication: Extending the Scope of Privacy 

Does taking trust as an ex post approach impact the scope of privacy? To answer this 
question, it is crucial to study the type of information within the scope of privacy. 
According to Inness (1992), privacy might not protect all information about a person, 
but might involve only intimate information. The intimacy of information stems from 
the act of sharing information that is itself intimate. An act or activity is intimate iff its 
meaning and values draw from the person’s intimate motivations, such as love, liking, 
or care. The act of sharing information is intimate iff it is understood to take its 
meaning and value from our love, liking, or care, not merely iff it conveys a desire on 
our part to inform another person. For example, we value showing our love letters to 
others as an intimate act iff it conveys the meaning that we care for them, not to extort 
money from them. Protecting privacy entails protecting actions (such as the 
dissemination of information about oneself) that are understood as expressions of love, 
liking, or care; privacy claims are claims to exercise control over intimate decisions 
and actions. 
 Inness’s idea has two interrelated parts: the realm of privacy and privacy claims. 
Therefore, it is important to discuss how taking trust as an ex post approach to privacy 
affects these parts. I begin with the privacy realm part. By taking trust as an ex post 
approach to privacy, the scope of privacy is expanded to include information 
exchanged in a trust-based context. Unlike intimate relationships formed between 
friends, partners, and lovers, trust relationships are not always confined to those 
people who know them and are close to them. Although trust does not require a 
person to be in a close relationship, it subsumes cases in which the person is in an 
intimate relationship. In this regard, the scope of privacy is expanded to include 
information shared or revealed in a trust-based context.  
 Determining the scope of privacy does not require a perspectival assessment, 
because assessing trust does not demand a perspectival assessment. Unlike intimacy, 
which requires a personal viewpoint to characterise underlying motivations—a person 
can confirm whether their own actions embody love, liking, or care—interpersonal 
trust is independent of one’s motivation. A person motivated to act is not trustworthy; 
rather, trustworthiness requires avoiding unfulfilled commitments or broken promises 
(see Section 3.2.2.1). 
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 Regarding privacy claims, unlike Inness’s taking control account of privacy, which 
merely emphasises a person who shares data with others, the trust-based approach 
emphasises the role of others and relations between them in constituting privacy as 
well. Privacy claims are claims that the information exchanged in the trust-based 
context is to be cared for. Such a claim can take the form of cultivating trust between 
those involved in a disclosure context by conforming to trust norms. Accordingly, 
protecting privacy entails promoting or maintaining trust. Therefore, regulations need 
to be established that focus on building, maintaining, and fostering trust in a disclosure 
context. 
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Chapter 4:  
Limiting Access to Certain Anonymous 
Information:  
From the Group Right to Privacy to the Principle of 
Protecting the Vulnerable 

Abstract 

An issue about the privacy of the clustered groups designed by algorithms arises when 
attempts are made to access certain pieces of information about those groups that 
would likely be used to harm them. Therefore, limitations must be imposed regarding 
accessing certain information about clustered groups. In the discourse on group 
privacy, it is argued that the right to privacy of such groups should be recognised to 
respect group privacy, protecting clustered groups against discrimination. According 
to this viewpoint, this right places a duty on others, for example, private companies, 
institutions, and governments, to refrain from accessing such information. To defend 
the idea that the right to privacy should be recognised for clustered groups, at least 
two requirements must be satisfied. First, clustered group privacy must be conceived 
of as either a collective good or a participatory good. Since these forms of good are of 
the type from which no member of a group can be excluded from benefiting, the right 
to them is defined as a group right. Second, there must be group interests on which to 
base a group right. Group interests can be either the interests of those members that 
are a result of their being in the group or the interests of the group as a whole that 
transcend the interests of its members. However, this chapter argues that clustered 
group privacy cannot be conceived of as either a collective or a participatory good 
because it is possible for some individuals to be excluded from benefiting from it. 
Furthermore, due to the lack of awareness among individuals that they are members 
of a clustered group and the nature of a clustered group itself, such groups cannot 
have the group interests necessary to establish a group right. Hence, the group right 
to privacy cannot be recognised for these groups, implying that the group right cannot 
be considered a means to protect clustered groups against discrimination. Instead, this 
chapter suggests that moral principles need to be articulated within an ethics of 
vulnerability to identify the moral obligations of protecting vulnerable clustered 
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groups. The duty owed to the vulnerable should involve refraining from accessing 
certain information about (or related to) clustered groups in specific contexts. This 
duty is not engendered by the right to privacy of such groups; it is the duty owed to 
the vulnerable. The findings highlight the need to articulate moral principles 
regarding privacy and data protection to protect clustered groups in contexts in which 
accessing information about them could constitute a reason for discriminatory 
targeting. 
Keywords: clustered groups; collective right to privacy; corporate right to privacy; 
group privacy; principle of protecting the vulnerable 
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4.1. Introduction 

By harnessing the potential of big data analytics and data-driven technologies, 
specifically machine-learning (ML) algorithms, these technologies stand at the 
forefront of computing advancements (Mühlhoff, 2021). Such technologies process 
and analyse large quantities of data22 based on patterns and group profiles to uncover 
new patterns or structures and/or to confirm suspected correlations within datasets 
(Taylor et al., 2017). Automated forms of data analytics, such as ML, have the 
potential to impact how groups are identified and perceived, enabling the design of 
new groups without predefined parameters or attributes (Kammourieh et al., 2017). 
Through data analytics, individuals are grouped based on the similarity of attributes, 
such as age, gender, and purchasing behaviour, and possible correlations can be 
explored. However, individuals grouped together based on certain similar attributes 
may not be aware they are being bound by these similarities.  
 The results of data analysis are often used to inform policies, target specific groups, 
and make decisions that may pose risks to a group. The types of actions and 
interventions analyses facilitate are not aimed at individuals. Instead, these actions 
and interventions focus on groups with some interesting property or ‘type’ (of 
customers, dog lovers, skiers, …) to which the individual (a ‘token’, e.g., Alice, you, 
…) now belongs. Therefore, data analytical technologies are designed to operate on 
the broadest possible scale, in which the individual is often incidental to the analysis 
(Taylor et al., 2017).  
 Big data analytics technologies—ML algorithms in particular—are directed at the 
group level and are used to formulate types, not tokens, challenging the foundations 
of most current ethical theories, particularly concerning privacy. Privacy has 
traditionally been regarded on an individual level; however, the increasing use of these 
technologies forces us to ask questions about privacy on a group level (Floridi, 2017). 
According to this point of view, the concept of privacy needs to be reshaped to help 
us think about the privacy of groups. 
 For a clearer understanding of the issue concerning group privacy, consider the 
following case: 

A research proposal aims to uncover correlations between purchasing 
behaviour and highly sensitive attributes, particularly sexual orientation,23 
using cluster techniques as part of ML tasks. To achieve this, a dataset 

___________________________________________________________________ 
22  It is important to note that ‘data’ and ‘information’ are used interchangeably in this research. 
23  This research was conducted by Kosinski et al. (2013) on social networking sites. 
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containing over 60,000 records that pertain to information about individuals, 
who are henceforth referred to as ‘data sources’, as recommended by Henschke 
(2017), who provide information on individuals’ purchasing behaviour, 
detailed demographic profiles, and self-reported sexual orientation. By 
applying clustering techniques to the dataset, distinct groups of individuals 
based on similarities in purchasing behaviour are identified, henceforth 
referred to as ‘clustered groups’.24 Once these clustered groups are identified, 
the research explores any correlations or associations between purchasing 
behaviour and sexual orientation in the identified groups. This analysis aims 
to uncover patterns or trends in purchasing behaviour that may be indicative 
of a higher likelihood of having a particular sexual orientation. Hence, the 
information obtained from the analysis indicates a correlation between 
purchasing specific items and having a particular sexual orientation. For 
example, the analysis reveals that 88% of the members in a clustered group 
exhibiting specific purchase behaviour are thought to be homosexual and/or 
engage in some same-sex activity. By employing reliable generalisation 
techniques, the information obtained from the few data sources is generalised 
to a broader population; the derived result indicates that 88% of the population 
exhibiting specific purchase behaviour are homosexual.25  
Now, consider a totalitarian government characterised by intolerance towards 
homosexuals. This government formulates a policy that explicitly targets this 
particular group based on their purchasing behaviour. The policy aims to 
impose disadvantages or deprivations on the group. These disadvantages 
manifest through the denial of education opportunities or employment that 
others enjoy in society. Importantly, these unfair disadvantages are directed 

___________________________________________________________________ 
24  Data sources are members of a clustered group. 
25  I am not discussing a case in which data handlers use the information obtained at the group level to 

infer information about an identified individual (e.g., Anna is a homosexual because of the similarity 
of her purchase habits with the clustered group). For more information about whether and how 
putting a person in a group because their information provided is similar to others, and accordingly 
making inferences about an individual whose data were not used in the training dataset, violates the 
privacy of that individual, see Munch (2021) and Mühlhoff (2021).  

 Additionally, I am not discussing cases in which undisclosed attributes of a user are inferred based on 
the disclosed attributes of the user’s friends on social networking sites. In this regard, I do not discuss 
‘Networked Privacy’ (boyd, 2011), which implies that the privacy of a user on a social network site is 
connected to others. However, I focus on cases in which inferences are not drawn based on confirmed 
relationships existing among members of a group but, rather, on the absence of ties among members 
of a particular group. 
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towards groups of people with (an assumed) specific sexual orientation. Thus, 
discrimination occurs against the group rather than targeting a specific 
individual within the group. Accessing information obtained at the group level 
enables the government to formulate a discriminatory policy. 

 Certain pieces of anonymous information not linked to an identifiable person but 
about a clustered group enable that group to be easily identified and targeted. Such 
information can be used by a corporation, private company, government, or 
institution to harm the group in morally objectionable ways. Accessing such 
information harms the privacy of a clustered group (see Section 4.2).26 Therefore, 
limitations must be imposed regarding accessing certain pieces of information about 
clustered groups, as this could help protect the group against discrimination. 
 Almost all privacy scholars who address the concern of clustered group privacy 
(e.g., Floridi, 2014, 2017; Mantelero, 2017; and van der Sloot, 2017) claim that the 
right to privacy for such groups should be recognised. This right holds others (e.g., 
researchers, data handlers, or governments) under a duty to refrain from accessing 
specific pieces of information about a clustered group. Floridi (2014), who first raised 
the concept of group privacy in relation to big data analytics technologies, argues the 
(clustered) group right to privacy is irreducible to the right to privacy of the individuals 
who comprise that group. This idea is grounded in the practical reality that, even if 
the privacy of each individual in a group can be protected, the privacy of the group 
may be violated. For example, the privacy of individuals who comprise a clustered 
group might be protected using anonymisation techniques but access to certain pieces 

___________________________________________________________________ 
26  My claim is that accessing certain information about a clustered group poses a threat to the privacy 

of the group. However, it is worth noting that there are other potential harms that extend beyond 
the scope of this chapter. These harms may arise from the design of clustered groups through 
analysing aggregated anonymous information or the generalisation of information from a few 
individuals to an entire population. If data handlers or researchers have a duty to refrain from 
designing or generalising information, it must be considered part of their epistemic duties, including 
duties against stereotyping (Fricker, 2007). 

 Another concern might arise from publicising the information conveyed by ML models. Making 
information obtained at the group level public facilitates access to that information, which could 
constitute a reason for an agent to act in morally objectionable ways to harm the group. However, it 
is not always necessary for information about a group to be public to raise concerns about privacy. 
There are cases in which private companies develop models and internally use the generated 
information to discriminate against specific groups, as exemplified by Lippert-Rasmussen and 
Aastrup Munch (2021). Although their paper primarily argues for the individual right to privacy, I 
believe it is also important to discuss this issue from the perspective of group privacy. Therefore, I 
argue that the concern for group privacy arises when corporations, institutions, or private companies 
access information at the group level without necessarily making it public.  
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of anonymous information at the group level is still possible, which will be likely to be 
used to harm that group, raising concerns about the privacy of the group.  
 However, in response to the need for limiting access to certain anonymous 
information about clustered groups, I argue against the predominant approach in 
group privacy discourse. This approach emphasises recognising the right to privacy 
for these groups to achieve that end. Instead, I contend a clustered group cannot 
primarily have a right to privacy. I suggest that the moral principle of protecting the 
vulnerable imposes restrictions on accessing certain information about clustered 
groups, thereby protecting these groups against discrimination. Thus, although new 
and advanced technologies raise unprecedented concerns about group privacy, this 
does not necessarily imply that the right to privacy of such groups is at risk, since such 
a right is not primarily defensible for these groups. As a result, the privacy of a group 
and the group right to privacy should be regarded as distinct concepts and not be 
conflated. 

4.1.1. Overview of the Chapter’s Argument and the Proposed Approach 

Although there is no consensus among proponents of the group right to privacy 
regarding defining such a right, Floridi (2017) and Mantelero (2017), for example, 
argue it is necessary to respect the right to privacy of a clustered group to prevent 
discrimination against that group. It follows that it is the violation of the clustered 
group right to privacy that provides a government, in the particular case explained 
above, or data handlers (in general) with certain pieces of anonymous information 
about that group. Such information would then likely be used in decision-making 
processes that target groups in discriminatory or harmful manners. Accordingly, I 
assume that proponents of the group right to privacy describe this right as a right to 
limit access to anonymous information acquired about a clustered group that could 
provide others with reasons to harm the group. If there were a right to privacy in 
terms of a right to limit access to certain information about a clustered group, it would 
place a duty on a government, data handlers, or any other agent to refrain from 
accessing certain information. The connection between a right and duty is further 
examined in Section 4.3. 
 Nonetheless, the major challenge that proponents of the group right to privacy 
face is how to conceive of the holder of a group right to privacy. According to Floridi 
(2017), the group right to privacy is a right held by a group as a whole rather than by 
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its members collectively. However, an alternative perspective conceives of the group 
right to privacy as a right held jointly by members of a group (Puri, 2022).27  
 The lack of consensus regarding the holder of a group right in general underpins 
the disagreement specifically regarding the holder of the group right to privacy in 
particular. The two most common accounts of who or what is the bearer of a group 
right in general are the collective and the corporate accounts (Jones, 2013). The 
collective account identifies the bearer of rights as individual members of a group (e.g., 
Raz, 1988). The corporate account locates this bearer at the group level (e.g., French, 
1984). Hence, the challenge that group privacy advocates face is determining whether 
to apply a collective or corporate approach to the right to privacy. Taking a collective 
approach to group rights is compatible with human rights because individuals jointly 
hold such rights (Raz, 1988), whereas taking a corporate approach considers the rights 
to be non-human and held by a corporation (Jones, 2013). Regarding the group right 
to privacy, the concern is determining whether it should be conceived as a human 
right or a non-human right.  
 One way to address the aforementioned issue is to focus on the nature of the good 
for which a group right is claimed. The nature of the good, which is the object of a 
right (that is, what we take a right to be a right to), determines who or which entity is 
a holder of the right. According to Raz (1988), who is one of the most prominent 
supporters of the collective approach, if there is a right to a ‘collective good’, then that 
right must be a collective right. Collective goods are those goods from which it is 
logically impossible to exclude any member of a society or a group from benefiting 
from them (Raz, 1988). On the other hand, Réaume (1988) aligns with the corporate 
approach and states that, if there is a right to a ‘participatory good’, then the right to 
that good must be a corporate right. Participatory goods are produced through the 
involvement of many; one cannot individually enjoy the benefits of them unless others 
with similar interests do. To conclude, if there is a right to a good, and that good is a 
collective good, then the members of a group collectively hold a right to that good. 
However, if there is a right to a good and that good is a participatory good, then the 
group as a whole holds the right to that good. 

___________________________________________________________________ 
27  Floridi (2017) and Mantelero (2017) defend the corporate approach to the group right to privacy, 

although Floridi does not explicitly refer to this term; instead, he uses the term ‘strong’ to describe his 
approach. On the other hand, Puri (2022) draws attention to the collective approach to the group 
right to privacy. I demonstrate that neither approach can be applied to describe a clustered group 
right to privacy (see Section 4.6). 
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 Moreover, an interest that grounds a right determines who or which entity can 
claim that interest to be respected. According to Raz (1988), the aggregation of 
interests of members of a group grounds a collective right. However, according to 
Newman (2004),28 who is a proponent of the corporate approach, the interests of a 
group as a whole, which are not reduced to the aggregation of the interests of its 
members, ground a corporate right. The non-aggregative interests of a group, 
independent of the interests of the members, ground a corporate right. According to 
the collective approach to rights, members of a group collectively claim for a right to 
protect interests aggregated among them. However, according to the corporate 
approach to rights, a group as a whole can claim a right to protect its non-aggregative 
interests.  
 Concerning the nature of goods as objects of rights and the interests that ground 
rights, my argument against recognising the group right to privacy for clustered 
groups is as follows: 

First, I argue the privacy of a clustered group cannot be considered either a 
collective or a participatory good (see Section 4.6.1). Clustered group privacy 
is not a collective good because it is logically possible to exclude any member 
of a clustered group from benefiting from it. Moreover, the privacy of a 
clustered group is not a participatory good because of the lack of interaction 
between the members of clustered groups required to produce it. 
Second, I argue that neither members of a clustered group nor the clustered 
group itself can have an interest that can ground a group right (see Section 
4.6.2). Regarding a defining feature of a clustered group, members of a 
clustered group are unaware of being members of that group. This lack of 
awareness implies members cannot have an interest in virtue of being members 
of a clustered group that can ground a collective right. Moreover, due to the 
nature of a clustered group, it is impossible to assign an interest to such a group 
that transcends the interests of its members.  
Finally, I conclude the group right to privacy cannot be a collective or a 
corporate right. Regarding the collective and corporate approaches to group 
rights, if a clustered group can have a right to privacy, then the right must be 
a collective or corporate right. This point entails that a clustered group cannot 
have a right to privacy. 

___________________________________________________________________ 
28  It should be noted that Newman advocates for the corporate approach to group rights, yet in 

Newman (2004), he uses the term ‘collective’ to describe group rights. To maintain consistency with 
the text, I use the term ‘corporate’ to describe Newman’s theory. 
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 Instead of recognising the right to privacy for clustered groups, I suggest taking a 
moral principle for the moral obligation of protecting vulnerable clustered groups 
within an ethics of vulnerability. Accessing certain information about clustered groups 
that causes, threatens to cause, or is likely to cause harm to those groups makes them 
vulnerable. The duty owed to vulnerable clustered groups is to impose a limitation on 
accessing certain pieces of information about a clustered group that are likely to be 
used to formulate policies, make decisions, and act in morally objectionable ways that 
harm the group. Thus, the duty to respect clustered group privacy is engendered by 
the principle of protecting the vulnerable, not the group right. 
 The research findings have both theoretical and practical implications. From a 
theoretical perspective, a comprehensive argument is lacking in the literature on 
group privacy to demonstrate that the recognition of the right to privacy for clustered 
groups is implausible. From a practical perspective, the findings highlight the need to 
consider clustered group privacy and moral principles to protect the vulnerable in the 
context of privacy and data protection. Moreover, the findings are of practical interest 
due to the suggestion of the need to develop techniques to protect group privacy, such 
as encrypting the general patterns uncovered by ML algorithms, thereby restricting 
access to information about clustered groups.  
 In the following sections, I explore the argument demonstrating that a clustered 
group cannot have a right to privacy in greater depth. In Section 4.2, I provide an 
outline of what I consider group privacy, its realm, and the approach to it. In Sections 
4.3, I explain both the corporate and collective approaches to group rights. In Sections 
4.4 and 4.5, I outline the assumptions and requirements for qualifying as a right-
holder under each approach concerning the nature of the good as the object of a right 
and the interest that grounds a right. In Section 4.6, I critically evaluate whether a 
clustered group satisfies the identified requirements for holding the right to privacy. 
In Section 4.7, I present my suggestion for respecting clustered group privacy. Finally, 
in Section 4.8, I address a potential objection that might argue that the invasion of 
group privacy is justified due to the beneficial results achieved in promoting public 
health. 

4.2. Group Privacy  

Floridi (2017) discusses the recognition of the right to privacy for groups designed by 
algorithms—a right ascribed to groups as a whole. As Floridi (2017) notes, the group 
right to privacy differs from the existing rights in the fields of privacy and data 
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protection in that it is not reducible to the privacy of the individuals who form such 
groups. As Floridi (2017) argues, opening anonymised data to public use in cases in 
which groups of people may still be easily identified and (discriminatorily) targeted 
increases the risk of violating the right to privacy of groups as a whole. Thus, accessing 
certain anonymous information related to a group that might be used in 
discriminatory ways to harm it raises concerns about the right to privacy of a clustered 
group as a whole, although there may not be a concern for the individual right to 
privacy of data sources. 
 Floridi’s (2017) theory has two parts—which have received attention from privacy 
scholars who defend group privacy, such as Taylor (2017), Mühlhoff (2021), and 
Mantelero (2017)—the realm of group privacy and the approach to it. Regarding the 
former, Taylor (2017), like Floridi (2017), argues that the realm of privacy must be 
expanded to include anonymous information pertaining to a group with which a 
group can be identified and targeted. Accordingly, a new concept of privacy (i.e., 
group privacy) must be developed to protect this kind of information. Anonymising 
personal information involves the process of removing personal identifiers (Solove, 
2008) or eliminating the link between data and a specific person (Barocas & 
Nissenbaum, 2014), thus turning personal into anonymised information.29 
Concurrently, information pertaining to a group can be translated as information that 
is not necessarily related to each individual member of the group but to the group as 
a whole. For example, a pile of books can have the property of ‘being too heavy to be 
moved by a single person, despite the fact that each book in it is reasonably small and 
light’ (Floridi, 2017, p. 89). Thus, the group, a pile of books, has a property (being 
heavy) that is not reduced to the properties of its members.30 Therefore, an 

___________________________________________________________________ 
29  Since my focus is on whether the privacy of a clustered group is violated when anonymised 

information is accessed by an agent, I do not discuss the issues of re-identification or de-
anonymisation, which involve linking an anonymised dataset with a separate dataset containing 
identifying information (for more information on this matter, see Barocas and Nissenbaum (2014); 
and Ohm (2009)). I argue that if the information uniquely identifies a person, then individual privacy 
might be at risk due to the personal nature of the information. In other words, if no effort is made to 
identify an individual, then accessing anonymised information would not violate the individual right 
to privacy. Therefore, my concern lies in accessing anonymised information by an agent, without 
exploring the discussion of re-identification, which can be addressed within the scope of the individual 
right to privacy. 

30  Although the relationship between group privacy and individual privacy is not explicitly clarified in 
the theories of those who defend group privacy, I assert that, based on their approach to the concept, 
such a relationship is one form of dependence. In this sense, group privacy is an emergent property 
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accumulation of individual rights to privacy would not protect the information 
pertaining to a group, as there are no concerns about individual privacy. In this sense, 
group privacy must transcend the collection of the right to privacy of the members 
who form that group (Taylor, Floridi, et al., 2017). 
 Recall the case in Section 4.1. Consider that, after collecting information, the 
researcher removes the identities associated with the information in a dataset for the 
analysis to proceed. The information discovered from the processing of anonymous 
information relates to the purchase behaviour of the clustered group as a whole; that 
behaviour is not necessarily related to each individual member of the group. Accessing 
this information, which might be used in discriminatory ways to harm the group, 
raises concerns about the privacy of the group. In this case, the nature of the 
information does not fall within the scope of the individual right to privacy; the scope 
of the individual right to privacy is, by nature, limited to personal information 
(Vedder, 1999). Rather, the information falls within the realm of group privacy. 
 Hence, establishing an account of group privacy is at least negatively useful in that 
it is not useful to reduce group privacy to individual privacy, just as it is not feasible to 
reduce special sciences to physics; reducibility to physics is regarded as a constraint on 
the acceptability of theories in special sciences (Fodor, 1974, p. 97). Analogously, 
reducing group privacy to individual privacy prevents acknowledging the significance 
of protecting certain kinds of information, namely anonymous information that 
pertains to groups. 
 Regarding the approach to group privacy, proponents of group privacy take the 
consequentialist approach, as echoed in Floridi’s (2017), Mühlhoff’s (2021), and 
Mantelero’s (2017) works. Mühlhoff (2021) argues that the unfair and harmful use of 
information discovered using modern analytics, which leads to adverse decisions that 
affect the social situation, well-being, or welfare of groups, raises concerns about the 
privacy of groups. According to Mantelero (2017), group privacy is the right to limit 
the potential harm to the group itself that can derive from invasive and discriminatory 
data-processing. Since a group as a whole is targeted by discriminatory practices or 
policies (Taylor, van der Sloot, et al., 2017), its privacy is at risk. Thus, a right to 
privacy of a group should be respected to protect it against discrimination. 
 Drawing on the insights of Munch (2021), who develops the consequentialist 
approach to the right to privacy, accessing specific pieces of information about an 
entity (A) that could provide B with information that enables B to act subsequently in 

___________________________________________________________________ 
without being reduced to its base property (i.e., individual privacy). Although a discussion on different 
forms of dependence relationships merits consideration, it goes beyond the scope of this chapter. 
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ways that would likely harm A in morally relevant ways violates A’s privacy. As 
Munch emphasises (Munch, 2021), ‘violating A’s privacy could provide B (or others) 
with information that enables him (or them) to subsequently act in ways likely to 
render A worse off in morally relevant dimensions’ (Munch, 2021, p. 3786). 
Accordingly, the right to privacy, as a right to limit access to certain pieces of 
information, functions as a means to protect A against discrimination. 
 Correspondingly, A’s (instrumental) interest in privacy justifies holding others 
under the duty to protect that interest—the duty to refrain from accessing specific 
pieces of information that could be used to harm them (more information on the 
relationship between right, duty, and interests is provided in Section 4.3). As a right-
holder, A might make a justifiable claim against a duty-bearer, such as a data-handler 
B, not to gain access to those particular pieces of A’s information that are more likely 
to contribute to B forming a belief about A, which could motivate B to perform certain 
harmful acts against A.  
 I agree with Floridi (2017) that attempts to acquire certain pieces of information 
about a clustered group harm the group’s privacy, as these pieces of information are 
likely to be used in certain objectionable ways to harm the group. Like defenders of 
group privacy, whose theories are explained in this section, I take the consequentialist 
approach to privacy.31 Therefore, I omit the more theoretical and abstract question 
of whether simply accessing information without making adverse decisions would also 
violate the privacy of the group. However, I disagree with Floridi (2017) and other 
proponents of the group right to privacy that the right to privacy of a clustered group 
must be recognised to protect the group’s (instrumental) interest in having privacy 
respected by others to prevent others subsequently acting to harm them. I argue 
instead that a group right is not primarily defensible. An issue in defending the group 
right to privacy arises from the interpretation of the group interest, that is, whether it 
is the interest of those members that is a result of their being in the group (i.e., 
aggregative interest) or the interest of the group as a whole that transcends the interests 

___________________________________________________________________ 
31  In addition to the consequentialist approach this chapter takes, I acknowledge other approaches to 

privacy, such as deontological and political ones. The deontological approach is concerned with 
autonomy (Munch, 2021), and the political approach addresses institutional or governmental power 
(Henschke, 2020; van der Sloot, 2017; Véliz, 2020). The exploration and discussion of whether 
deontological and political approaches defend the group right to privacy or view the group right to 
privacy as a collection of individual right to privacy, which might be violated due to the collection of 
information, are important but beyond the scope of this chapter. The main concern of this chapter 
is the consequentialist approach, which is compatible with the stance that proponents of group 
privacy take. 
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of its members (i.e., non-aggregative interest). In Section 4.6.2.2, I demonstrate that 
the group interest cannot be interpreted as aggregative or non-aggregative. As a result, 
a group interest on which a group right to privacy is based cannot be defended for 
clustered groups. In the next section, I explore the conditions that should be met for 
a group to hold a right, and in the section following that, I demonstrate that a clustered 
group is incapable of satisfying the conditions to hold a right to privacy. 

4.3. Approaches to Group Rights 

In the analysis of rights, one of the most significant questions that requires an answer 
is as follows: ‘What is it that rights do for those who hold them?’ Two major theories 
describe the functions of rights: the interest (or benefit) theory (e.g., Raz, 1988), and 
the will (or choice) theory (e.g., Hart, 1982). Interest theorists maintain that a right 
makes the right-holder better off (Raz, 1988), whereas will theorists argue that a right 
makes the right-holder ‘a small scale sovereign’ (Hart, 1982, p. 183). According to the 
interest theory, the function of a right is to further or protect the interests of its holder 
(Raz, 1988). The will theory posits that the function of a right is to give its holder 
power by enabling them to have autonomous choices (Hart, 1982). In philosophical 
literature, there has been a long-standing debate about which theory is better at 
explaining the functions of rights (Wenar, 2023). However, the focus of this chapter is 
the interest theory of rights. This focus is compatible with the perspective that 
proponents of the group right to privacy defend (Taylor et al., 2017). According to 
this view, the function of the group right to privacy is to protect the instrumental 
interest of its holder in privacy (see Section 4.2). 
 According to the interest theory of rights developed by Raz (1988), the function of 
a right is to further and protect certain kinds of interests of the right-holder. An interest 
of a person (A) in x justifies attributing to A the right to x only if A’s well-being is 
sufficient reason to hold other person(s) under a duty to do whatever will promote the 
interest on which it is based. Interests sufficient to hold another subject to duty are 
protected and promoted through rights. The right is the ground of a duty, the ground 
that justifies holding that other person(s) have the duty. Children have a right to 
education, which entails a duty to provide education for children based on the 
interests of those children (Raz, 1988). 
 The analysis of rights is mainly focused on rights held by individuals, also known 
as individual rights. However, a right can be held by a group, which is known as a 
group right. In the literature on group rights, two approaches are described based on 
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how we understand the group that holds the right. These approaches are discussed in 
Sections 4.3.1 and 4.3.2.  

4.3.1. Collective Approach to Group Rights 

The first approach to a group right, known as the collective approach (Jones, 1999), 
views groups as a collection of individuals, and a right is jointly held by those 
individuals. Jones clarifies the concept of the collective approach to group rights in his 
1999 paper on ‘Group Rights and Group Oppression’. In his subsequent book on 
Group Rights (2009), he develops this idea. According to the collective approach to 
rights, the right-holder is a collection of individuals who hold rights together as a group 
and not separately as individuals. For example, the right to live in a beautiful town is 
a collective right held jointly by those who live in such a town, which imposes a duty 
on the government to work towards achieving this goal. A group right conceived of in 
this way does not imply recognising the group as a whole has a moral status distinct 
from that of its members. Rather, the moral standing that enables a group to hold a 
right is the moral standing of the numerous individuals who jointly hold the right. 
Although group rights are held by the individuals who comprise a group, they differ 
from individual rights because they are rights the members of the group hold jointly 
rather than singly or independently; group rights are not just an aggregation of rights 
held individually by the members of the group (Jones, 1999, 2009). 

4.3.2. The Corporate Approach to Group Rights 

The second approach to a group right, known as the corporate approach (Jones, 
1999), views the group as a unitary entity that holds rights. A group as a right-holder 
is conceived of as a moral entity with a moral status equal (French, 1984) or similar 
(Preda, 2012) to that of an individual person, and its rights are not reducible to the 
individual rights of those who constitute its members (Freeman, 1995). For example, 
a union, as a corporate entity, has the right to pursue its own interests even if those 
interests do not correspond to the interests of each individual member. These interests 
may include rules allowing the union to strike and requiring workers in a particular 
workplace to be members of the union. However, some individual members would be 
better off negotiating their own contracts outside of union membership, and it may be 
in some individuals’ interests never to strike. Hence, the corporate right held by the 
union differs from the right of the individual member to negotiate their own contracts 
or to choose not to strike (Newman, 2004). 
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 What marks out a group as the type of entity that might bear rights is that it 
possesses an identity that does not change regardless of whether some or all of the 
persons in the group change or not (French, 1984; Newman, 2004). The unity or 
integrity necessary for a group to be a right-holder is found not only in its institutional 
characteristics but also in the common bond and sense of identity that its members 
share. A group that meets certain criteria—shared cultural characteristics, including 
language or religion, for instance—should be considered a unit with intrinsic moral 
rights (van Dyke, 1977). McDonald (1991) argues that if members of a group have a 
sense of being normatively bound to one another by virtue of their intersubjective 
experience, then the group is a unitary body that undergoes that intersubjective 
experience. A shared understanding that makes diverse individuals into a group 
includes features such as a shared heritage, language, belief, or social condition. 
 In general, the distinction between the collective and corporate approaches to 
group rights lies in their respective perspectives on whether group rights should be 
considered human rights or non-human rights. As Raz (1988) highlights, 
understanding a group’s rights according to the collective approach is consistent with 
human rights. As this right is held by natural persons, it is consistent with human 
rights. However, according to Jones (2013), the corporate approach encounters a 
problem regarding human rights. Since we typically consider human rights as the 
rights of natural persons, corporate rights are not human rights because they are held 
by artificial (or legal) persons. However, proponents of the corporate approach to 
group rights may argue it does not matter whether a group right is a human right or 
not. They might instead suggest we can treat group rights as being distinct from 
human rights (Jones, 2013). The significance of this distinction for the argument in 
this chapter is that it helps to determine, if there is a group right to privacy, whether 
that right can be conceived of in a way that is consistent with the human right or 
whether it is necessary to recognise it as a non-human right, thereby requiring changes 
to relevant ethics guidelines and regulations. 
 In the following sections (Sections 4.4 to 4.6), my aim is twofold: first, to explain 
that, if a group has a right, the right is described as either a collective or a corporate 
right; and second, to demonstrate that the right to privacy of a clustered group cannot 
be conceived of as either a collective or a corporate right; I conclude that a clustered 
group cannot have a right to privacy. Having discussed why the right to privacy 
cannot be defended, in Section 4.7, I suggest employing the principle of protecting 
the vulnerable to protect the privacy of a clustered group. In this regard, instead of 
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focusing on the right to privacy, we need to consider privacy a moral principle aimed 
at protecting vulnerable clustered groups. 

4.4. Exploring the Nature of Goods That Qualify as Objects of Group 
Rights 

One way to resolve the disagreement between proponents of different approaches to 
group rights is to examine the nature of the good that is the object of a right. The 
collective approach posits that collective rights are rights to ‘collective goods’, whereas 
the corporate approach argues that corporate rights are rights to ‘participatory goods’. 
In the following sections (4.4.1 and 4.4.2), I discuss criteria that need to be satisfied to 
consider a good as either collective or participatory. By exploring different types of 
goods that serve as the object of a group right, I can determine whether clustered 
group privacy can be considered a collective good or a participatory good. 
Consequently, if clustered group privacy is deemed a collective good, then the right 
to privacy of a clustered group is a collective right, whereas if it is considered a 
participatory good, the right to privacy of a clustered group is a corporate right. 

4.4.1. The Collective Approach to Group Rights: Examining the Nature 
of Goods as Objects of Collective Rights 

In this section, I focus on the theory of Raz (1988), as he is a prominent proponent of 
the collective approach to group rights. Through a discussion of his view, I identify 
the essential criterion that must be met to adopt this approach to group rights 
concerning the nature of goods that are objects of collective rights. 
 Why should we make moral space for rights that individuals hold collectively but 
not separately? Raz (1988) argues that certain public goods necessarily have a group 
character. If a right to those public goods exists, then there must be a collective right. 
A public good is characterised by its non-excludability, which means that if a good is 
provided to anyone in a society, no member of the society can be excluded from 
benefiting from it. Nevertheless, different individuals may benefit from the goods to 
different degrees, depending on their characteristics, interests, and dispositions.  
 Raz (1988) distinguishes between contingent and inherent public goods. 
Contingent public goods’ non-exclusionary nature is due to contingent constraints on 
the present state of technology. It is logically possible to exclude some people from a 
contingent public good, but due to limitations of technological abilities, this is not a 
practical possibility. For example, clean air is a contingent public good; everyone 
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benefits, but only because engineers have not yet invented a way to control the 
distribution of clean air to each individual.  
 In contrast, inherent public goods are goods from which it is logically impossible 
to exclude any member of a society. The diffuse nature of the benefits of such goods 
derives from the general character of the society to which a person belongs. For 
example, the existence of a cultured society is an inherent public good because some 
aspects of the good of such a society meet the inherent non-excludability criterion. 
Although it is possible to exclude some people from benefiting from certain goods of 
a cultured society, such as libraries and art galleries, by excluding them from the 
society to which they pertain, that does not affect the character of a cultured society 
as an inherent public good. The enjoyment of the benefits of a cultured society, 
including the aesthetic or richer aspects of life, cannot be denied to any member of 
the society. Raz (1988) refers to inherent public goods as ‘collective goods’. 
 Raz (1988) argues that the collective nature of inherent public goods (or collective 
goods) makes them unsuitable as objects of individual rights. I contend that the diffuse 
nature of the benefits of collective goods makes it difficult to establish individual rights 
to them, as it is difficult to determine who exactly is entitled to these benefits. This 
reason counters the viability of individual rights to collective goods. If there is a right 
to an inherent public good, it must be a collective right. Raz opposes individual rights 
to inherent public goods but not to contingent public goods. The right of access to 
clean air, which is a contingent public good, is an individual right rather than a 
collective one (Raz, 1988).  
 Based on the above discussion, I emphasise the importance of the following 
criterion, referred to as C1, when adopting a collective approach to group rights 
regarding the nature of the good that a group has a right to: 

C1: Collective rights are rights to collective goods. Collective goods are goods 
from which it is logically impossible to exclude any member of a society or a 
group from benefiting. Therefore, if a good is not a collective good, and if there 
is a right to that good, that right cannot be a collective right. This definition 
implies that individuals do not hold that right to that good collectively but 
individually. 

4.4.2. The Corporate Approach to Group Rights: Examining the Nature 
of Goods as Objects of Corporate Rights 

In the preceding section, I discussed the criteria for a good to qualify as an object of a 
collective right based on Raz’s (1988) viewpoint. In this section, I focus on Réaume’s 
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(1988) theory to identify essential criteria for a good to qualify as an object of a 
corporate right. Réaume critiques the inherent public good in Raz’s theory and 
develops the notion of a participatory good. 
 According to Réaume (1988), there is no individual right to some public goods, 
but not because they are inherent public goods, as argued by Raz (1988). It is the 
nature of some goods that makes them unsuitable as objects of individual rights. For 
instance, the nature of a cultured society is such that it is unsuitable to be the object 
of individual rights. Goods of a cultured society are not only produced through the 
involvement of many but are also valuable precisely because of the joint involvement 
of many. In Réaume’s (1988) view, an individual likely cannot successfully claim a 
right to these types of goods, which she calls ‘participatory goods’; participatory goods 
must be held by groups rather than individuals.32 Hence, there may be individual 
rights to some public goods but only those that are not participatory.  
 An individual right exists when an individual’s interest is a sufficient reason to 
justify imposing an obligation on others to protect that interest (Réaume, 1988). The 
interest in question is an interest in a good an individual has, and the good is of value 
to the individual and is enjoyed by an isolated individual. Hence, individual rights are 
claimed to those public goods that can be enjoyed individually, whether or not others 
enjoy them. According to Réaume, when the interest in a good is of importance to the 
person considered an isolated individual, regardless of whether the provision of the 
good requires widespread co-operation, the right to that good is an individual right. 
For example, the right to clean air is an individual right because clean air is a good 
that an individual can enjoy even if no else does, although clean air cannot be 
produced individually (Réaume, 1988).33 
 Réaume (1988) clarifies her argument that no individual right is possible to some 
public goods by focusing on a good and its enjoyment. According to her, there is no 

___________________________________________________________________ 
32  In her paper on ‘Individual, Groups, and Rights to Public Goods’ (Réaume, 1988), Réaume does 

not explicitly mention the corporate approach to group rights. Rather, her main focus is on the nature 
of the good being claimed, not on the criteria necessary to qualify as a right-holder. However, the 
way she discusses participatory goods suggests her view is categorised under the corporate approach. 
In contrast, Miller (2001) argues that rights to participatory goods are collective rights that can only 
be held by collectivities, not individuals. Miller defends the collective approach without relying on 
the interest theory of rights; the view is based on the teleological account tied to joint action. Miller’s 
idea is not discussed in this chapter because the scope of this chapter is limited to the interest theory 
of right. 

33 This means that individuals, governments, and businesses contribute to the improvement of air 
quality. 
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individual right to a cultured society because the provision of such goods and their 
enjoyment require the participation of many people. A cultured society is a complex 
cluster of goods with a core upon which all other aspects of a cultured society depend. 
The core aspect of culture is that each individual needs others to enjoy it, not merely 
to produce it. A cultured society requires the existence of individuals who create and 
enjoy rock videos, read and write literature, compose, perform, listen to music, paint 
and sculpt, and so forth. The greatest value in a cultured society inherently involves 
the presence of others with similar interests in the arts, who devote their energies to 
culture, and with whom one can interact and share that culture. The value of such 
goods is partly constituted by a particular type of participation. As mentioned 
previously, Réaume calls such goods participatory goods, which involve activities that 
not only require many to produce but are valuable only because of that joint 
involvement. The core aspect of culture, that is, sharing cultural experiences, is 
participatory because it cannot be enjoyed individually, although it is enjoyed by 
individuals. Réaume admits there are some goods in the cluster of a cultured society 
that can be privately or individually enjoyed to a certain extent. In this respect, a 
cultured society also has an indubitable aspect that is conceptually capable of 
grounding an individual right. As a result, there is no individual right to the core aspect 
of a cultured society, not because it is an inherent public good and the interest of a 
single individual is weak regarding grounding duty on others, but because it is a 
participatory good and the individual has no interest as an individual in such a good.  
 Based on the discussion above, I emphasise the importance of the following 
criterion, which I refer to as C2, when considering a corporate approach to group 
rights, which focuses on the object of group rights, meaning the type of good that 
group rights pertain to: 

C2: Corporate rights are rights to participatory goods. A participatory good 
involves the presence of others who take an active and genuine interest in that 
good with whom one can interact with and share that good. One cannot 
individually enjoy the benefits of a participatory good unless others with similar 
interests do too. A right to a good that requires the joint involvement of many 
in its production and enjoyment is a corporate right. Therefore, if a good is not 
a participatory good, and if there is a right to that good, that right cannot be a 
corporate right. 
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4.5. Exploring the Types of Group Interests That Ground Group Rights 

I have discussed certain conditions concerning the nature of a good as an object of a 
right to recognise whether a right to that good is a collective or a corporate right. In 
this section, I examine the type of interests that ground a collective or corporate right. 
To adopt the interest theory of rights, it is necessary to examine the interests of a group 
that could ground group rights. The collective approach posits that collective rights 
are based on the interests of the members of a group, whereas the corporate approach 
contends that a group, as a distinct entity, has interests that ground corporate rights. 
In the following sections (4.5.1 and 4.5.2), I explore each approach more fully and 
consider how these approaches align with interest theories of rights.34 By exploring 
the various types of group interests that ground group rights, I determine whether it 
is the interests of the members of a clustered group in privacy that ground the right to 
privacy or whether it is the interests of a clustered group as a whole. If the former is 
the case, then the right to privacy of a clustered group needs to be regarded according 
to the collective approach. However, if the latter is the case, the right to privacy of a 
clustered group needs to be understood according to the corporate approach.  

4.5.1. The Collective Approach to Group Rights: Examining the Types of 
Group Interests That Ground Collective Rights 

A collective right to an inherent public good exists if the following three conditions 
are met: first, the right exists because an aspect of the interests of humans justifies 
holding some person(s) to be subject to a duty; second, these interests are the interests 
of individuals as members of a group in a (an inherent) public good, and the right is a 
right to that public good because it serves their interests as members of that group; 
third, the interest of no single member of that group in that public good is sufficient 
by itself to justify holding others subject to a duty (Raz, 1988, p. 208).  
 The first condition is required for collective rights to be consistent with human 
rights. Collective rights serve the collective interests of members of a group. The 
second and third conditions distinguish a collective right from a collection of 
individual rights based on the nature of the interests in the question and their weight 
(Raz, 1988).  

___________________________________________________________________ 
34  The nature of a good that is an object of a group right and the interest that grounds a group right are 

interrelated, as members of a group have interests in a (collective) good that benefits them collectively, 
without excluding anyone from its benefits. To avoid the complexity that may arise discussing these 
two components of group rights together, I discuss them separately. 
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 Regarding the second condition, one condition of the existence of a collective right 
is that the interests in question, assumed to be protected by the right, are the interests 
of individuals as members of a group in an inherent public good that is good to 
themselves as members of the group. Collective interests are the interests of individuals 
that arise from their membership in a group. The collective right is a right to a public 
good because it serves the interests of the group’s members, as outlined by Raz (1988). 
For individuals to have interests that might ground collective rights, they must be 
members of a group and be aware of their membership in that group. For example, 
individuals who belong to a linguistic group have a collective interest in using their 
own language, and the interest of each person arises from their membership in that 
group. Without awareness of their linguistic group, individuals cannot have an interest 
that arises from their group membership, and their interests remain merely the 
interests of isolated individuals that cannot ground collective rights.  
 Considering the above discussion, I emphasise the importance of the following 
criterion, called C3, when adopting a collective approach to group rights regarding 
group interests that ground rights:  

C3: Collective rights are grounded in group interests. Conceiving of group 
interests as the interests in the collective good of those who constitute the group 
requires that individuals be members of a group and be aware that they are 
members of a group before they can have interests that might ground collective 
rights. Therefore, if an interest cannot be considered a group interest, it cannot 
ground a collective right. 

 The third condition of collective rights, as outlined by Raz (1988), states that the 
interests of several members in a good that is good to themselves as members of the 
group are sufficient to ground those rights. According to Raz (1988), the right of a 
community to their own self-determination is a collective right. Although many 
individuals in a community might have an interest in the self-determination of their 
community (e.g., an interest in living in a community that enables them to express 
themselves in public without repression), the interest of any single individual is 
insufficient to justify holding others subject to a duty to satisfy that interest. The right 
to self-determination is grounded in the cumulative interests of many individuals 
within the community. Therefore, the existence of interest does not depend on the 
size of the group; the existence of collective rights and their strength do (Raz, 1988).  
 Collective rights represent the cumulative or aggregated interests of many 
individual members of a group. Individuals have an interest in the collective good only 
with others, rather than on their own. What makes that interest matter is it being the 
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interest of numerous individuals for whom it is good, but their individual interests 
alone cannot impose an obligation on others. Only when the combination of interests 
of a certain number of members reaches the threshold35 required for the creation of a 
duty on others to act in a way that secures the collective good for them does it become 
a collective right. 

4.5.2. The Corporate Approach to Group Rights: Examining the Types of 
Group Interests That Ground Corporate Rights 

In this section, I focus on Newman’s (2004) theory to identify the criterion that needs 
to be met for a group interest to ground a corporate right. Newman advocates the 
corporate approach to group rights, as opposed to Raz (1988). In contrast to Raz’s 
theory, which characterises group interests as the aggregation of the members’ 
interests, Newman conceives of group interests as non-aggregated; thus, corporate 
rights are grounded in non-aggregative interests. 
 Unlike Raz, Newman argues that the aggregative account, which reduces a 
collective interest to a summation of the members’ interests, does not provide an 
appropriate conception of group interests. The problem with aggregate interests is 
they do not allow for individual differences; they presuppose a certain absence of 
diversity, and they can only work in a nonhomogeneous world. When interests are 
incomparable in terms of some overarching value, we cannot aggregate them. 
Aggregation, thus, does not provide a satisfactory description of the interests of a 
group that are founded on different values that cannot be compared, such as the 
values of different life courses. Newman suggests that an acceptable conception of 
group interests should be one in which individual differences and incommensurable 
values are considered. The group interest is not simply reducible to, or even an 
aggregative of, the interests of its members. Rather, such interest is a set of factors 
facilitating the fulfilment of the individual interests of diverse members at the same 
time. Newman argues that group rights must be grounded on group interests or the 
interests of a group as a whole, which is non-aggregative interest. As an example of 
group interest, consider a church as a corporate entity with an interest that is non-
reductive to the interests of the members. If a church were suddenly abandoned by all 
its members, then it would, as a corporate entity, retain a residual right to freedom of 
religion as a public good. If a church did lose all its members, we would not accept 

___________________________________________________________________ 
35  In Raz’s theory, there is ambiguity regarding how it is decided what the threshold is and who decides 

it. 



Chapter 4: Limiting Access to Certain Anonymous Information 

99 

that the church, as a corporate entity, immediately lost any moral interests it held 
(Newman, 2004). 
 Drawing on the above discussion, I highlight the significance of the following 
criterion, which I refer to as C4. This criterion is particularly important when taking 
a corporate approach to group rights that focuses on the interests of a group. 

C4: The type of interest that can ground corporate rights is group interest. A 
group interest in goods must be a non-aggregative interest that is not reducible 
to the numerous interests of the numerous individuals who comprise the group. 
If a group interest cannot be considered a non-aggregative interest, it cannot 
ground a corporate right. 

 Conceiving of group interests as interests possessed by groups and going beyond 
or apart from those individuals is similar to what Jones calls ‘mysterious interests’ 
(Jones, 2010, p. 45). As Jones indicates, this view assumes a group is a supra-individual 
entity, and that its interests precede those of its members.  
 To summarise Sections 4.4 and 4.5, Table 4.1 outlines the criteria that need to be 
fulfilled when adopting either a collective or corporate approach to group rights. 
 
Table 4.1. Summary of the Approached to Group Rights 

 Approaches to Group Rights 

Collective Approach  Corporate Approach 
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Object of 
Rights: 
Nature of 
the 
Goods 

C1: Collective goods: Goods 
from which it is logically 
impossible to exclude any 
member of a society or a 
group (Raz, 1988). 

C2: Participatory goods: Goods 
produced through the 
involvement of many, and one 
cannot individually enjoy the 
benefits of such goods unless 
others with similar interest do 
(Réaume, 1988). 

Ground 
of Rights: 
Group 
Interests 

C3: Aggregative interests: 
Aggregation of the interests of 
the members of a group can 
ground a collective right. To 
have an interest that arises 
from group membership, 
individuals must be members 
of a group and be aware they 
are members of a group (Raz, 
1988). 

C4: Non-aggregative interests: 
Non-aggregative interests of a 
group can ground a corporate 
right. Group interests are 
ascribed to a group as a whole, 
which requires the group to be 
considered a supra-individual 
entity whose interests are 
distinct from those of its 
members (Jones, 2010; 
Newman, 2004). 



Privacy and Machine Learning-Based Artificial Intelligence: Philosophical, Legal, and Technical Investigations 

100 

4.6. The Group Right to Privacy: A Collective or Corporate Right? 

I have explained two approaches to group rights: collective and corporate. The 
importance of distinguishing between these different approaches lies in how we 
understand the group right to privacy as a human right, held jointly by individuals, or 
a corporate right held by a clustered group as a whole. According to these approaches, 
if a clustered group can have a right to privacy, then the right must be a collective or 
a corporate right. This section demonstrates that the consequent of this conditional 
statement is false. Accordingly, it cannot be claimed that the duty to refrain from 
accessing certain pieces of information about a clustered group to protect that group’s 
privacy arises from the right to privacy of such groups, as these groups cannot 
primarily have such a right. Such reasoning sets the stage for the suggestion in the 
next section (i.e., Section 4.7), which advocates adopting the moral principle of 
protecting the vulnerable to respect the privacy of a clustered group. 
 To explore whether the group right to privacy can be viewed as a collective or 
corporate right, I address two issues that stem from the criteria mentioned in Sections 
4.4 and 4.5. The first issue is related to the nature of the good, and the second concerns 
the interests of a group. Regarding the first issue, I investigate whether clustered group 
privacy can be considered a collective good, as described by Raz (1988), to satisfy C1, 
or a participatory good, as described by Réaume (1988), to satisfy C2. The second 
issue I investigate is whether individuals are aware they are members of a clustered 
group to have an interest that arises from their group membership, to satisfy C3, and 
whether clustered group interests transcend those of its members, to satisfy C4. By 
addressing these issues, I determine whether the right to privacy of a clustered group 
can be conceived of as a collective right, a corporate right, or neither of these.  

4.6.1. The Privacy of a Clustered Group: A Collective Good or a 
Participatory Good? 

The first issue to consider is whether clustered group privacy is a collective good, 
which is comparable to Raz’s (1988) definition. According to Raz, a public good is a 
good that everyone can benefit from without exclusion, and a collective good is a good 
that is logically impossible to exclude anyone from benefiting from. However, 
clustered group privacy may not meet the non-exclusion criterion because it is possible 
for some individuals to be excluded from benefiting from it. For example, consider 
the following case: Although the privacy of a clustered group might be protected 
through the encryption of patterns uncovered through ML algorithms (i.e., encryption 
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of the ML model), an attacker can send a query to the encrypted ML model to deduce 
sensitive information about an individual—a specific datapoint—which is known as 
an inference attack (Islam et al., 2014). In such cases, the privacy of a clustered group 
is preserved because the model is encrypted to prevent individuals from accessing 
information about the clustered group. However, despite these measures, knowledge 
about an individual can still be acquired, risking their privacy. This case illustrates 
that clustered group privacy fails to meet the non-exclusion requirement of being a 
public good, let alone its other inherent criterion of being a collective good.36 
 Nevertheless, from another perspective, (networked) privacy is a collective value, 
as explored by Regan (1995). Regan suggests that privacy is a collective value because 
technology and market forces make it difficult for any one person to have privacy 
without all people having a similar minimum level of privacy. This point implies all 
persons in a network must have a minimum level of privacy for anyone to have privacy 
in the network. This implication highlights the importance of protecting the privacy 
of all individuals in a network to ensure anyone’s privacy is protected. It could be 
criticised that a person or company with significant power can retain their privacy 
while forcing others to reveal information about themselves, which is contrary to 
Regan’s definition of the collective value of privacy. I think that what Regan meant is 
emphasising the necessity of the relationship between privacy protection for each 
person whose data are shared in a network and the rest of the network who share their 

___________________________________________________________________ 
36  An objection might arise that because ‘individual privacy’ is undermined, it does not follow that ‘the 

good of clustered group privacy is excludable’. In response, I refer once more to the kind of 
information that group privacy and individual privacy protects to clarify that the case mentioned 
here demonstrates the exclusionary nature of clustered group privacy. Information pertaining to a 
group predicts the behaviour of the group as a whole; that behaviour has been revealed based on 
comparing and contrasting the behaviour of all members of the group. However, information that 
pertains to an individual predicts their behaviour based on analysing their past behaviours 
(Kammourieh et al., 2017). Group privacy protects information that pertains to a group, thereby 
preventing the acquisition of knowledge about its members. Such knowledge is obtained by inferring 
group characteristics about them, although knowledge about an individual might be acquired by 
analysing their personal information. In the case mentioned here, the member is excluded from 
benefiting from clustered group privacy through the inference of group characteristics about them. 
Given that the model is encrypted, and generalisation from information about a single person that 
results in group information representing the model is impossible, the person is excluded from the 
clustered group privacy while the group has privacy. Likewise, just as excluding members from 
libraries demonstrates the contingent nature of such a good, excluding members from clustered 
group privacy demonstrates the contingent nature of that good. This is unlike the diffuse nature of 
certain goods, such as the core aspect of a cultured society, from which the exclusion of a member is 
impossible. 
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data: for one person to have privacy, all persons in a network must have privacy. 
However, this view does not imply a necessity relationship between privacy protection 
for those whose data are shared in a network and those who hold or control the shared 
data, such as a company with great power. In Regan’s view, privacy is a collective 
value because it is impossible for one to have privacy in a network while the privacy 
of others in a network is violated.37 
 Consider the value of privacy on a social networking site from Regan’s perspective. 
Through a social network analysis, the undisclosed attributes of a user can be inferred 
based on the disclosed attributes of the user’s friends on social networking sites. For 
instance, a user’s sexual orientation can be somewhat reliably inferred by analysing 
the nature of the relationships they maintain and their interactions with others. These 
inferences are made based on confirmed relationships among users (Barocas & 
Nissenbaum, 2014). The privacy of a user on a social networking site is protected only 
when the privacy of their group of friends is protected. Thus, privacy on a social 
networking site can be understood as a collective value, according to Regan’s 
perspective. 
 However, in the case of clustered groups, there are no meaningful or recognised 
relationships among the individuals grouped together. The individuals are unaware 
of being grouped together based on the similarity of their features (see Section 4.6.2.1). 
This lack of relationships means privacy cannot be considered a collective value, 
according to Regan, in a clustered group.  
 Hence, the privacy of a clustered group cannot be understood as a collective value 
because it does not fulfil the non-exclusion requirement for a good to be conceived of 
as collective. Additionally, there are no meaningful relationships among the members 
of a clustered group, making it difficult to conceive of clustered group privacy as a 
collective value according to Regan’s (1995) view.  
 Clustered group privacy cannot be considered a collective good, but can it be 
conceived of as a participatory good? To determine whether clustered group privacy 
can be considered a participatory good, it is important to examine whether the 
production of privacy and its enjoyment require participation from many individuals. 

___________________________________________________________________ 
37  I aim to clarify the non-excludable nature of privacy in Regan’s argument, although she does not 

explicitly refer to it, but rather to its collective nature. Regan’s argument suggests that privacy can be 
conceived of as a collective or non-excludable good, while clustered group privacy cannot, due to a 
lack of ties among the members of a clustered group. Accordingly, the important point is to 
distinguish clustered group privacy from the privacy that Regan defines and the consequent ways of 
conceiving them. 
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According to Réaume (1988), although participation by many is a necessary condition 
for a good to be considered participatory, it is insufficient. For instance, clean air is 
produced through the participation of many, but it can be enjoyed by an individual 
alone regardless of whether others enjoy it. Thus, clean air cannot be considered a 
participatory good. However, a cultured society is considered a participatory good 
because an individual has no interest in it as an isolated entity. My claim is that 
clustered group privacy is similar to clean air, rather than a cultured society, since it 
can be enjoyed individually without the involvement of others and, thus, cannot be 
considered a participatory good.  
 Overall, clustered group privacy cannot be considered a collective or participatory 
good. Fulfilling the outlined criteria is important because group rights are rights to a 
collective or participatory good. Given that the nature of clustered group privacy 
cannot satisfy either C1 or C2, I conclude that the right to privacy of a clustered group 
cannot be considered a group right. If a clustered group can have a right, that right 
should be a group right, meaning a clustered group cannot have a group right to 
privacy. Therefore, the disagreement between proponents of collective and corporate 
approaches to group rights regarding whether the right to privacy of a clustered group 
is a human or a non-human right is unfounded. 

4.6.2. The Interests of a Clustered Group: Aggregative or Non-
Aggregative? 

The second issue investigated is related to the interests of a clustered group, which 
could ground a group right. According to Raz (1988), a collective right is grounded in 
the aggregation of the interests of individuals arising from their membership in a 
group, referred to as C3. This view requires that individuals are aware of their 
membership, and that their interests can be aggregated to establish a collective right. 
However, Newman (2004) argues a corporate right is grounded in the non-aggregative 
interests of a group ascribed to the group as a whole, referred to as C4, implying the 
group has interests beyond and apart from those of its individual members. To 
determine whether the group right to privacy can be a collective or corporate right, I 
examine the interests of a clustered group in privacy. First, I consider whether 
individual members of a clustered group can have interests arising from their 
membership that can be aggregated to justify a collective right. If the interest of an 
individual does not arise from their membership of a group, then the aggregation of 
interests means the aggregation of an isolated individual’s interest, which cannot 
ground a collective right. Thus, it is important to explore whether members are aware 
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of their membership of a clustered group, which is a relevant criterion for determining 
whether a clustered group can bear a collective right to privacy. Second, I examine 
whether a clustered group can have interests that transcend those of its members to 
adopt a corporate approach to right. Having non-aggregative interests is a relevant 
criterion for determining whether a clustered group can bear a corporate right to 
privacy. In the following sections, I answer the following questions: ‘Is a clustered 
group self-aware?’ and ‘Does a clustered group’s interests transcend those of its 
members?’ 

4.6.2.1. Is a Clustered Group Self-Aware? 

Raz argues the interests of members of a group in a collective good provide a ground 
for a collective right (Raz, 1988). If an individual has an interest in a good, they might 
have a right to it as an individual. However, if an individual, as a member of a group, 
has an interest in a good, they have a right to that good in combination with others. 
Since a public good benefits a certain society or group, an individual must be aware 
they are a member of a group to have interests as a member of that group in the good 
that benefits their group; otherwise, their interests might ground individual rights 
instead.  
 Perceiving oneself as part of a group can come from being aware one shares 
common characteristics with others. For example, members of a certain religious 
group recognise they share common characteristics and belong to the group. 
Moreover, individuals recognise they are members of a group because they themselves 
form the group. Examples of such groups include music lovers, bikers, and sports fans.  
 On the one hand, as Kammourieh et al. (2017) argue, members of a clustered 
group may be unaware of the specific sets of characteristics or attributes used to group 
them with others. Machine-learning algorithms cluster individuals based on 
similarities, such as purchasing certain items. An individual who buys a certain item 
may not know this action caused them to be grouped with others who made the same 
purchase. Thus, members of a clustered group may be unaware they share certain 
characteristics with others, and that this similarity caused them to be grouped 
together. Since any changes in the purpose of analysing data lead to the design of a 
new group, individuals may be grouped with others based on each action they take or 
each characteristic they possess. Being aware they are grouped with others based on 
certain actions or characteristics would require individuals to consider each feature or 
attribute of themselves as a group feature.  



Chapter 4: Limiting Access to Certain Anonymous Information 

105 

 On the other hand, a clustered group is not formed by its members; the 
technologies used and their constraining affordances play a role in its formation 
(Floridi, 2017). Thus, individuals may not recognise themselves as members of a 
clustered group because they do not play a role in its formation.  
 Since individuals are unaware they are members of a clustered group and cannot 
recognise themselves as such, they do not have interests as members of that group in 
general or in clustered group privacy in particular. Therefore, the interest in privacy 
is an individual interest, which grounds an individual right to privacy rather than a 
group right to privacy.  
 As a result, a clustered group is not a self-aware group because its members are 
unaware of the specific characteristics used to group them together, and the group is 
not formed by its members to enable individuals to recognise themselves as a member 
of the group. Since an individual’s awareness of their membership of a group is 
required to have interests that can ground collective rights, members of a clustered 
group cannot have interests that ground a collective right to privacy.  

4.6.2.2. Does a Clustered Group’s Interests Transcend Those of its 
Members? 

According to Newman (2004), non-aggregative interests of a group must be protected 
by corporate rights, because these interests are attributed to a group as a whole, and 
the rights that secure these interests must be held by the group as a whole. To 
determine whether the right to privacy of a clustered group can be conceived of 
according to the corporate approach, it is necessary to establish whether non-
aggregative interests exist for a clustered group and, if so, to secure those interests 
through a corporate right to privacy.  
 The idea of conceiving of group interests as non-aggregative interests assumes that 
a group is a supra-individual entity (Jones, 2010) with unity, capable of having interests 
in a good that go beyond or apart from those of its individual members. To assess 
whether non-aggregative interests exist for a clustered group, I examine two key issues. 
First, I determine whether a clustered group exists as an independent entity or whether 
it is ultimately reducible to individuals. Second, I investigate whether a clustered 
group has the integrity and unity required to ascribe interests to it.  
 The issue that first needs to be investigated is whether a clustered group is 
independent of its members or whether it can be reduced to a collection of its 
members. If the former is true, then a clustered group can be considered an entity that 
can have interests apart from and beyond those of its members. However, if the latter 
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is true, then the interests of a clustered group are simply a collection of the interests of 
its members. I argue we can only conceive of a clustered group having a right to 
privacy according to the corporate approach if the former is true. 
 To determine whether a clustered group is an independent entity or can be 
reduced to a collection of its members, as mentioned by Floridi (2017), I examine the 
most discussed distinction of realism versus nominalism, or holism versus 
individualism. In brief, realist views posit the existence of ‘kind-’ or ‘type-’level entities, 
whereas nominalist views deny the existence of such entities (Floridi, 2017). In various 
forms of realism, types or universals, such as groups, are genuinely existing entities 
distinct from their instances, such as individual members of a group. According to the 
realist view, types are objective and observer-independent and exist before the interest 
in identifying them is specified (discovered). However, the nominalist view only allows 
for the existence of tokens or particulars, such as individuals, rejecting the existence of 
types. According to the nominalist view, types are subjective, observer-dependent, and 
invented (Floridi, 2017; Gellner, 1959).  
 Floridi (2017) proposes a relationalist approach to the ontology of clustered groups, 
which takes a middle ground between realism and nominalism. He argues clustered 
groups are the outcomes of selections made by a data analyst on observables 
(information) for specific reasons and are linked to the constraining affordances 
offered by the technology used to analyse the gathered information. Clustered groups 
are not discovered or invented; they are designed. Such groups are the end result of a 
combination of the mind (of the analyst) and the physical world (of the technology). 
This perspective suggests clustered groups do not have a real, independent existence. 
However, they are not simply subjective entities that can be reduced to individuals; 
they are a combination of both objective and subjective elements (Floridi, 2017). 
 To determine whether a clustered group has a non-aggregative interest that 
necessitates a corporate right to protect that interest, the first issue that needs to be 
addressed is whether a clustered group exists as an independent entity or is ultimately 
reducible to individuals. According to the relationalist approach, a clustered group is 
not merely a subject-dependent entity but is designed through a combination of 
objective elements. However, even if I accept this metaphysical approach, which 
defines the existence of a clustered group in terms of the relationship between both 
subjective and objective elements, it is important to examine how it exists—whether 
it exists as an integrated or unitary entity to which an interest can be ascribed.  
 The second issue to investigate is whether a clustered group has the integrity 
required to ascribe an interest to it. This criterion is necessary because I claim that, 
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for group interests to transcend the interests of its members at any particular time, it 
must be a single, continuous entity over time, such that any changes in the group’s 
membership do not change its interests. Otherwise, the interests of the group reduce 
to a mere aggregation of the interests of individuals who are its members at a specific 
moment. Hence, the following question arises: ‘Can we think of a clustered group as 
an integrated or unitary entity?’  
 The integrity and unity of a group are found either through changes in 
membership having no effect on the group’s identity (French, 1984; Newman, 2004) 
or in the common bond and sense of identity shared by its members (McDonald, 
1991). When considering the design of clustered groups, a data analyst at time t1 might 
select specific feature values of individuals for analysis using a technology. However, 
in t2, the feature values might change, resulting in the inclusion or exclusion of 
different individuals in a group and the design of different groups. Clustered groups 
are a type of aggregate collectivity, which French (1984) describes as a ‘statistical 
collectivity’, or a ‘set’ in Newman’s (2004) view, and ‘mere collections’ in List and 
Pettit’s (2011) view. The identity of the cluster is that of an aggregate; its identity rests 
solely in the aggregation. Any change in the cluster membership will always result in 
a change in the identity of the cluster. In contrast, for example, we can think of a 
football club or trade union that remains the same club or union over time, even 
though some members leave the group and others join it (Jones, 2010). Furthermore, 
a lack of shared understanding stemming from a shared social condition, for example, 
results in a lack of a sense of shared identity among its members. Hence, a clustered 
group cannot be conceived of as having a continuing identity. The interests of a 
clustered group can be understood as merely the summation of the individual interests 
at a specific time. 
 As a result, the interests of a clustered group in general (and interest in clustered 
group privacy, in particular) do not transcend those of its members, because the 
existence of a clustered group and the way it exists do not allow it to have interests, 
and if it has an interest, it is merely an individual’s interest in privacy. Since a 
corporate right can be justified if a group has non-aggregative interests that require 
protection (C4), and clustered groups are incapable of having such interests, it follows 
that clustered groups cannot have the right to privacy in the corporate sense. 
 To summarise, in Section 4.6, I demonstrated that a clustered group right to 
privacy cannot be approached as either a collective or a corporate right, which entails 
that a clustered group cannot have a right to privacy. The reason for this finding was 
presented in two parts. First, I focused on the type of good that can be the object of a 
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group right, which must be either a collective good or a participatory good. A 
collective good can be the object of a collective right, whereas a participatory good 
can be the object of a corporate right. I explored whether privacy, as an object of the 
clustered group right, can be considered a collective good or a participatory good. I 
concluded that privacy does not fit either category.  
 Second, I focused on the interests that can provide a basis for group rights. The 
interests of a group can be either an aggregation of the interests of its members or 
non-aggregative interests that are beyond and separate from the interests of its 
members. The right that protects the aggregation of the interests of a group is a 
collective right, whereas the right that protects the non-aggregative interests is a 
corporate right. I explored whether a clustered group can have aggregative or non-
aggregative interests, in general, and an aggregative or non-aggregative interest in 
clustered group privacy, in particular. To have the types of interests that ground a 
collective right, members of a clustered group must be aware that they are members 
of a group. However, I argued that a clustered group is not a self-aware group, which 
implies its members do not have the types of interests that ground a collective right. 
Hence, a clustered group cannot have a collective right to privacy. In addition, I 
explained that a clustered group cannot have non-aggregative interests in a good due 
to the way it exists, implying it cannot possess the interest that can ground a corporate 
right. Hence, a clustered group cannot have a corporate right to privacy.  
 If a clustered group can have a right to privacy, then the right must be a collective 
or corporate right, meaning I conclude that a clustered group cannot theoretically 
have a right to privacy. In the case discussed in Section 4.1, the group right to privacy 
cannot be considered a means of protecting the group against discrimination through 
respecting the privacy of the group, since it is implausible to assign such a right to the 
group. As a result, to protect the privacy of the group, a moral principle aimed at 
imposing limitations on accessing certain pieces of information about the group is 
required. 

4.7. A Moral Principle to Protect the Privacy of Clustered Groups 

I argued that a clustered group cannot theoretically have the right to privacy. 
Accordingly, the duty of protecting the clustered group privacy by refraining from 
accessing certain pieces of information cannot be entailed from the group right to 
privacy, as such a right cannot be recognised in the first place. Instead, I suggest 
establishing a moral principle for the moral obligation of protecting vulnerable 
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clustered groups as a requirement for respecting group privacy within an ethics of 
vulnerability. Accessing certain pieces of information about a clustered group that are 
likely to be used in morally objectionable ways to harm the group makes the group 
vulnerable. Since the source of vulnerability is the access to certain pieces of 
information, the duty owed to a clustered group as the vulnerable group is to refrain 
from accessing such information. Therefore, there is a need to expand moral duties to 
encompass vulnerable clustered groups, in addition to animals and environments, for 
example. Instead of thinking about duties engendered by the group right to privacy 
to limit access to certain pieces of information, we need to think about duties owed to 
the vulnerable to protect and respect them.  
 Rogers (2013) highlights the need for an ethics of vulnerability38 to analyse the 
concept, articulate the sources and circumstances of vulnerability, identify those who 
are particularly vulnerable, and describe appropriate responses and protections for 
them. According to Rogers, such an ethics must clearly specify grounds for duties 
owed to the vulnerable. More specifically, in the areas of healthcare, she provides 
conceptual clarity regarding vulnerability to eliminate confusion about who falls 
under this category and what specific duties should be fulfilled to ensure their 
protection (Rogers, 2013).  
 A moral principle within an ethics of vulnerability might be Goodin’s (1986) 
principle of protecting the vulnerable (PPV). According to this principle, we each have 
special obligations to protect those who are particularly vulnerable to our actions and 

___________________________________________________________________ 
38 In feminist ethics, the concept of vulnerability and care holds a central position. Certain feminists 

ground moral duties of care in response to those who are vulnerable. Vulnerability, in feminist ethics, 
is understood as an ontological condition of human existence, arising from our embodiment, 
neediness, and social and affective natures. Our obligations towards the vulnerable encompass the 
responsibility to provide care for them (Dodds, 2013). 

 Considering that the focus of this chapter is on clustered groups, I choose not to explore feminist 
ethics concerning the obligations towards these vulnerable groups, such as providing care for those 
groups, mainly due to the nature of vulnerability, which does not arise from an ontological condition 
of such groups. Instead, I adopt a broader perspective to define the source of vulnerability, arising 
from accessing certain pieces of information about clustered groups. Therefore, I explore duties 
towards the vulnerable from an ethics of vulnerability regarding protecting groups. In this context, I 
concur with Roger’s assertion regarding the importance of articulating an ethics of vulnerability to 
identify the vulnerable and the corresponding duties owed to them for their protection.  

 Moreover, the ethics of care as a feminist ethics seeks to preserve and promote an ‘actual’ human 
relationship between people (Held, 2006). Since an actual relationship does not exist between an 
individual in a target group and a data analyst or researcher, I do not adopt ethics of care to define a 
moral principle to care for the vulnerable. 
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choices. The PPV emphasises that vulnerability generates moral responsibility, 
compelling us to take measures to protect the vulnerable.  
 Since vulnerability arises from accessing information uncovered about a clustered 
group that is used to harm that group, there must be a moral response to limit such 
access. I claim that data analysts, who design clustered groups using ML algorithms, 
bear responsibilities39 to protect the vulnerable. Privacy-preserving techniques can be 
employed to prevent access to information about the group. By utilising encryption 
measures, for example, data analysts can prevent access to information obtained at 
the group level. Patterns uncovered by ML algorithms must be encrypted, specifically 
the ML models. In this way, data analysts protect the vulnerable clustered group (see 
Section 4.1) from adverse policies and decisions made by the government. The use of 
encryption necessitates formulating policies and regulations to determine how and 
under what conditions key (i.e., an encryption key) distribution or key access to 
decipher encrypted models is implemented. 
 Vulnerability is contextual and variable, making it imperative to approach it as a 
matter of investigation rather than assumption (Rogers, 2013). To identify the 
vulnerable, data analysts must carefully consider the contextual factors that may 
indicate potential harm to a clustered group. For example, accessing information 
uncovered at the group level that identifies the correlation between specific purchasing 
behaviour and a particular sexual orientation may not render the group vulnerable in 
one society. However, in another society, such information could enable the 
government to formulate discriminatory policies targeting the group. To fulfil their 
moral duties in protecting vulnerable groups, data analysts first need to be aware of 
the contextual factors that indicate vulnerability.  

4.8. Invasion of Group Privacy vs. Promoting Public Health 

Critics may point out that limiting access to information obtained at the group level 
should not be imposed due to the significant benefits that access to information brings 
to society, particularly in promoting public health. The question that may arise is 
whether restrictions should be placed on accessing certain pieces of information that 
are more likely to be used in a discriminatory way to harm a group, considering the 
necessity of accessing group-level information for public health purposes. This point 
raises the broader question of how to reconcile the potential conflict between 

___________________________________________________________________ 
39  Similarly, parents are responsible for protecting the children to whom they gave birth. 
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protecting group privacy and advancing public health. Based on a careful 
consideration of how public health can be effectively promoted, I argue that the 
concern regarding a contradiction between protecting group privacy and promoting 
public health is unfounded.  
 Although there is no prevailing consensus on public health ethics in the literature, 
Rogers (2013) highlights that most scholars adopt a broad social justice approach, 
emphasising the need for special duties towards the poor who experience ill health as 
a result of systemic social disadvantage. Within public health practice, socially 
vulnerable populations are those more likely to face a heavier burden of ill health. 
Research on the social determinants of health (e.g., see Just Health by Daniels, 2007) 
has revealed that various forms of deprivation and disadvantage—such as economic, 
educational, financial, occupational, and social factors—are closely linked to poor 
health status. Given the presence of health inequalities associated with social 
vulnerability, the practice of public health prioritises addressing the health disparities 
stemming from systemic social disadvantage (Rogers, 2013). 
 To promote public health, the social determinants of health disparities and the 
underlying factors that contribute to these disparities need to be identified. Upon 
identification of these factors, policies and intervention efforts need to be formulated 
to address the source of health inequalities and, ultimately, promote public health. 
Regarding the knowledge of social determinants of health disparities required to 
improve public health, such insights can be gained from employing cluster techniques. 
Hence, a pattern must be uncovered from clustered groups that identifies underlying 
factors contributing to health disparities in a society. As I mentioned previously, this 
pattern is required to inform policymakers about how to formulate policies to improve 
public health. The breach of the privacy of clustered groups happens when the 
uncovered information is used in certain objectionable ways to harm these groups. 
However, I argue that, if such harm occurs, we cannot advocate for improving public 
health in society. The discriminatory use of the uncovered information stands in 
contradiction to the promise of promoting public health, which entails providing 
social justice for the vulnerable. Therefore, respecting the privacy of clustered groups 
is not in conflict with promoting public health.  
 To protect the privacy of clustered groups, it is necessary to articulate the PPV, 
which entails protecting and respecting vulnerable clustered groups. Vulnerability 
arises from accessing certain pieces of information about groups that can be used in 
morally objectionable ways to harm those groups. Therefore, the duty owed to those 
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identified as vulnerable in a specific context is to impose limitations on accessing the 
information.  

4.9. Conclusion 

Accessing certain pieces of anonymous information about a clustered group, enabling 
the group to be easily identified and targeted, which would likely be used to render 
the group worse off in morally relevant ways, harms the privacy of a clustered group. 
Protecting the privacy of a clustered group by imposing limitations on accessing 
certain pieces of information about the group leads to protecting the group against 
discrimination. This chapter argued the duty to refrain from accessing certain 
information about a clustered group cannot be entailed in the right to privacy of these 
groups, as they cannot primarily have a right. Instead, I proposed that the moral 
obligation to protect vulnerable clustered groups, as a requirement for respecting 
clustered group privacy, should be established regarding privacy and data protection 
guidelines and principles. The duty to respect clustered group privacy is not entailed 
in the group right to privacy of clustered groups but in the moral PPV clustered groups 
within an ethics of vulnerability. The necessity of limiting access to certain pieces of 
information about groups uncovered by ML models stems not from the need to 
respect the right of the group to privacy but from the imperative to protect groups 
from vulnerability, emphasising the paramount importance of protecting group 
privacy in the age of artificial intelligence. 
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Chapter 5:  
Big Data as Tracking Technology  
and Problems of  the Group and  
its Members 

Abstract 

Digital data help data scientists and epidemiologists track and predict outbreaks of 
disease. Mobile phone GPS data, social media data, or other forms of information 
updates such as the progress of epidemics are used by epidemiologists to recognise 
disease spread among specific groups of people. Targeting groups as potential carriers 
of a disease, rather than addressing individuals as patients, risks causing harm to 
groups. While there are rules and obligations at the level of the individual, we have to 
reach a stage in the development of data analytics in which groups are protected as 
entities. This chapter offers a deeper examination of harms to the groups. 
Keywords: discrimination; GDPR; group rights; pandemic surveillance; right to 
privacy 
 
This chapter is a modified version of the following publication:  
Asgarinia, H. (2023). Big Data as Tracking Technology and Problems of the Group 
and its Members. In K. Macnish & A. Henschke (Eds.), The Ethics of Surveillance in Times 
of Emergency. Oxford University Press. https://doi.org/10.1093/oso/9780192864918. 
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5.1. Introduction 

Digital data help data scientists and epidemiologists track and predict outbreaks of 
disease. Mobile phone GPS data, social media data, or other forms of information 
updates as epidemics progress are used by epidemiologists to recognise disease spread 
among specific groups of people. Given the gravity of the risk that certain groups are 
exposed to, restriction of movement or surveillance could be imposed on them, as we 
have seen in recent years. In order to control outbreaks of disease, quarantine 
decisions are taken based on tracking the transmission of the disease on the group 
level (Taylor, 2016). For example, new data sources have been employed in high-
stakes scenarios to track a range of life-threatening diseases, including cholera in the 
wake of the 2010 Haiti earthquake (Bengtsson et al., 2011), malaria transmission via 
network analysis (Tatem et al., 2009), and COVID-19. 
 In the case of the 2010 cholera epidemics, anonymous cell phone data were used 
to track and predict cholera epidemics in Haiti after the 12 January 2010 earthquake. 
Researchers used call records to investigate population movements after cholera 
struck coastal towns and surrounding areas, demonstrating that many who left these 
areas moved to cities. This knowledge was crucial because people leaving cholera-
affected areas carried the disease with them (Bengtsson et al., 2011). Mobile phone 
records have also provided a valuable data source for characterising malaria 
transmission, enabling policymakers to modify and implement strategies for further 
preventing transmission (Liu et al., 2012). Using data from mobile phone networks to 
track population movements has therefore helped improve responses to disasters and 
disease outbreaks. 
 More recently, in response to the COVID-19 crisis, big data analytics helped 
public officials in making decisions about how to reopen society safely and how much 
activity to allow. To accomplish this, epidemiological models that capture the effects 
of changes in mobility on virus spread have been developed by reflecting on patterns 
of human interaction at non-residential locations of interest, such as shops, 
restaurants, and places of worship. The results of such findings could be used to infer 
which activities should be continued and which should be avoided. According to the 
model, infections in venues such as restaurants, gyms, and religious establishments 
play a disproportionately large role in driving up infection rates, restricting the 
reopening of such establishments, and making them a key target for control (Chang 
et al., 2021). As a result, big data analytics as tracking technologies can help authorities 
control and manage the COVID-19 pandemic and bring a premature end to 
epidemics. 
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 Policymakers and authorities use information derived from big data analytics to 
target groups or persons. When an entity is the target of information, this means that 
observers, policymakers, or authorities have information that they relate to an entity 
in the world (Henschke, 2017). The observer uses the information to target the person 
who is infected and the person who is at risk of infection because they have been in 
contact with the infected person. Moreover, the observer can target groups as 
potential carriers of a disease, rather than addressing persons as patients.  
 Though promising, pandemic surveillance brings a series of challenges for those 
targeted by the information derived from big data analytics. Targeting persons and 
groups risks causing harm to a person, as a member of a group, and to a group qua 
group. Three of the ethical issues raised by targeting a person with the information 
generated at the aggregate level are consent, social justice and fairness, and privacy. 
The negative consequences of data processing at group level are the risks of group 
discrimination or stigmatisation. In these types of cases, the problem is not that this or 
that specific person has been harmed, but that the group as a whole is affected and 
thereby undermined (van der Sloot, 2017). These ethical issues and harms are 
discussed in the following sections. 
 These risks are well known, and predate the COVID-19 pandemic. The EU 
General Data Protection Regulation (GDPR) is considered a key to the successful 
development of technologies to tackle the COVID-19 pandemic (Mikkelsen et al., 
2020; Newlands et al., 2020). The consent of a person to the processing of their health 
data is discussed in Article 9. Articles 21 and 22 address concerns about 
discrimination. To protect a person’s privacy, Article 4 identifies which types of 
information should be kept private. I show that none of these principles can protect a 
person from the harms that arise when they are the target of pandemic surveillance. 
These suggest that a specific regulatory framework be developed, focusing on 
safeguarding information attributed to a person because they are a member of a 
particular group. 
 The cluster-type (or statistical) groupings designed by big data analytics are sources 
of information for making policy decisions without focusing on individual 
identifiability. Regarding this, obligations or regulations developed to protect 
individuals from the misuse of their data are not helpful at the level of the group, as 
groups created by algorithms or models expose those groups to potential harms 
without identifying individuals. Furthermore, current rules or regulations cannot 
protect groups against potential harms, partly because they focus on individual data 
protection concerns, and partly because many of the uses of big data that involve 
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algorithmic groupings are so beneficial in furthering scientific research and improving 
public health. These suggest that while there are rules and obligations at the level of 
the individual, we must reach a stage in the development of data protection where 
groups are protected against discrimination. While Mantelero (2017) argues that the 
group should be granted the privacy right in order to limit the potential harms that 
can result from invasive and discriminatory data processing, I here investigate the 
feasibility of assigning group rights to the group clustered by big-data analytics as a 
means of protecting that group against discrimination.  
 In the first part, I look at the ethical issues raised by aggregate-level conclusions 
generated from big data that target people as members of groups, and groups qua 
groups. The second part offers recommendations for how to improve current 
safeguards for persons as members of specific groups and for groups as a whole. 

5.2. Key Ethical Issues  

In this section, I first look at ethical issues raised by aggregate-level conclusions derived 
or discovered from big data while targeting a person as a member of a group. Three 
of the ethical issues, consent, social justice and fairness, and privacy, are discussed in 
this section. Second, I look at ethical issues raised by the targeting of a group qua 
group. Group discrimination or stigmatisation are discussed in this section. I 
acknowledge that there are other ethical issues not listed here, and so this list is not 
intended to be exhaustive. However, it covers the major issues that arise in the 
literature. 

5.2.1. Ethical Concerns Raised by the Targeting of a Person as a Member 
of a Group 

This section deals with ethical issues that arise due to a person being targeted as a 
member of a group. To approach this, I first provide a brief overview of the various 
types of groups created by data technologies. The distinction between different groups 
enables a clearer explanation of the ethical issues. Data technologies are used to 
discover new patterns and relations in data. Those patterns and relations may concern 
numerous entities leading to profiles being formed, which in this context would be 
profiles of people. A profile which is a property or collection of properties of a 
particular group of people is known as a group profile. Group profiles are divided into 
two types concerning the distributivity of properties forming group profiles. First, if a 
property is valid for each individual member of a group, this is called distributivity or 
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a distributive property. Second, when a property is valid for the group and for 
individuals as members of that group, though not for those individuals as such, this is 
called non-distributivity or a non-distributive property (Vedder, 2000). 
 Distributive generalisations and profiles attribute properties to a person, or a group 
of people, in such a way that these properties are actually and unconditionally 
manifested by all members of that group. For example, having a bad health condition 
may be distributed among all members of a group (those who have that condition). 
Non-distributive generalisations and profiles, on the other hand, are framed in terms 
of probabilities, averages, and medians, or significant deviations from other groups. 
They are based on comparisons of group members with one another and/or 
comparisons of one group with other groups. As a result, non-distributive 
generalisations and profiles differ significantly from distributive generalisations and 
profiles. Non-distributive generalisations and profiles apply to people as members of 
the reference group, but these individuals do not have to display these properties in 
reality (Vedder, 1999). For example, in epidemic research, a property may be assigned 
to a patient because the person belongs to a reference group, such as having a specific 
disease, which is non-distributive profile information, even when the patient does not 
get sick from the disease. In such a circumstance, the person is being judged and 
treated on the basis of belonging to the ‘wrong’ category of persons.  
 In a distributive group profile, each individual member of the group is examined, 
the property discovered is assigned to each member, and the group inherits the 
property. For example, each patient in a group is diagnosed with a certain disease 
based on the presence of a certain symptom, and the property is then assigned to the 
entire group. We can conclude that the group inherits a distributive profile shared 
between all members of the group. However, in a non-distributive profile, the pattern 
or property discovered in a group is only distributed among parts of the group. In 
such cases, though, the property is ascribed to each member of a group because they 
are the members of the group (Vedder, 2000), and not because they necessarily have 
that property. As a result, while the probabilistic property is ascribed to the group, 
attribution of that property to each and every individual member is invalid because 
that property may or may not ascribe to a particular person in the group. For example, 
when a group profile states that 90% of the patients in the group have a particular 
symptom, no one can tell on those data alone, which patients actually do have the 
symptom. The link connecting the non-distributive profile to the individual to whom 
the group profiles may apply is opaque. Hence, this type of group profiling represents 
a group and reveals attributes that may (or may not) be applicable to the individuals 



Privacy and Machine Learning-Based Artificial Intelligence: Philosophical, Legal, and Technical Investigations 

120 

in the group, and is only applicable to the group as such (de Andrade, 2011). Thus, 
assigning a non-distributive group profile to a group does not imply assigning that 
property to each of the group’s members, implying that a group and its members do 
not share the same property.  
 I can now turn to the ethical issues that arise when a person is targeted using 
information derived from big data analytics. 

5.2.1.1. Consent 

Consent has been a point of debate and concern since its position of dominance in the 
post-Second World War Nuremberg Code, a set of ethical principles for human 
experimentation to ensure that harms to humanity like those in Nazi ‘medical’ 
experiments would never occur again (Annas & Grodin, 1995; Macnish, 2019). The 
purpose and justification of consent provisions are to provide reasonable assurance 
that a patient or research subject has not been deceived or coerced (O’Neill, 2003). 
Hence, when research is aimed at impacting the conditions of its subjects, it is 
necessary to pay attention to research subjects’ consent and awareness.  
 The function of consent in the big data era should be to help reduce harms 
associated with targeting members of a specific group. An example of potential harm 
perceived on group membership and not on individuals is tracking migrants fleeing a 
capital city in order to target cholera prevention measures (Bengtsson et al., 2011) 
through restriction of their travel. In this case, the question arises of how to manage 
big data sources in terms of consent and awareness among research subjects—as 
members of a specific group. To gain a better understanding of the issue, consider 
how group profiles are designed once more. Big data analytics are used to design 
group profiles to help control disease outbreaks, which are often based on fluid and 
contingent factors such as postal code, health status, and being in a public place at a 
specific time. In such cases, groups are not stable but fluid, and they are not unique 
or sparse but rather omnipresent and widespread. Group profiles can be designed in 
a fraction of a second and changed by changing the purpose and needs of grouping 
individuals in a specific way, so who is in and who is out of a group profile can change 
frequently (Floridi, 2017; van der Sloot, 2017). Thus, the issue is how to seek and 
obtain consent when members of a group may be unaware that they are part of a 
group and are included in a group because they share characteristics such as being in 
the same place at the same time. 
 In the context of big data analytics, there are two main limits to obtaining consent 
from those who are surveilled and grouped in a specific way. First, due to the 
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unforeseen inferences drawn from data analytics, the possible risks and benefits might 
not be anticipated or anticipable at the time of initial data collection. Second, the 
problem stems from an inability to provide individuals with the option to choose 
which types of groups they want to be a part of and then make group decisions based 
on that. While novel approaches to consent are being developed (e.g., dynamic 
consent, open consent, e-consent, Budin-Ljøsne et al., 2017; and Kaye et al., 2015), 
there is still a lack of giving individuals the choice to decide whether to be a member 
of a specific group simply because they share characteristics with other members of 
an algorithm-designed group. 

5.2.1.2. Social Justice and Fairness 

Group profiles, in this context, are designed and used only for pandemic research 
purposes, with guarantees that access to them is restricted to some researchers who do 
not share the information with others. However, things change when these guarantees 
are not present. The information in the profiles may then be made available to others, 
becoming part of the body of public knowledge in society, or the information may be 
used for entirely different purposes. For example, the information derived from 
people’s health data could be used for other purposes and by third parties: for job 
selection procedures, insurance, loans, determining who can and cannot get back to 
work, or determining who can and cannot access public spaces like subways, malls, 
and markets (Morley et al., 2020; Sharon, 2020; Vedder, 2000). If this type of mission 
creep (Mariner, 2007) occurs, then values of social justice and fairness are at stake. 
 First, when the allocation of goods and amenities in society is based on health 
criteria, social justice is at issue. Generalisations and profiles can be used to help public 
and private entities formulate policies, or they can be absorbed into public knowledge. 
When the information contained in the generalisations or profiles is sensitive in 
nature, the situation becomes more complex because it might render members of the 
group vulnerable to prejudice or it may be used to make decisions regarding the 
allocation of scarce welfare resources. Information about people who have a high risk 
of developing certain diseases, especially those which may indicate a likely lifestyle, for 
example, can lead to stigmatisation and prejudice. This information might be used to 
provide or restrict access to services such as insurance, loans, or jobs for members of 
a specific group. As a result, social justice challenges arise from some of the policy 
reactions to the information discovered from group profiles (Vedder, 2000).  
 Second, fairness is at stake because an individual may be judged or treated based 
on merits or characteristics that he or she did not acquire voluntarily, such as a poor 
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health condition. However, because the feature is one of the group and not necessarily 
of the individual, a person as such may not exhibit or even experience those 
characteristics at all. This occurs when non-distributive generalisations and profiles 
are used instead of distributive generalisations and profiles. 

5.2.1.3. Privacy 

Data technologies are used to find patterns or relationships in a dataset through 
maximising dissimilarities between groups and optimising similarity within a group 
(Aouad et al., 2007). As mentioned above, the patterns or relationships uncovered 
could apply to various entities, resulting in the formation of individual or group 
profiles. Group profiles may be used to infer characteristics to individuals (Henschke, 
2017). For example, the aggregation of data may result in the knowledge that those 
with low oxygen saturation may be more likely to be infected with COVID-19. Thus, 
algorithms design a group with low oxygen saturation, which is labeled as having a 
high risk of infection. Consider the case where a person’s data were collected, stored, 
and processed, and the information ‘low oxygen saturation’ is attributed to him or 
her. This information might help clinicians make early decisions regarding the 
arrangement and organisation of medical resources and early interventions to 
improve the health outcomes of this patient (Benito-León et al., 2021).  
 However, inferring group characteristics to individuals threatens the privacy of the 
individual as a member of a group. Inferred information tells us something about 
individual members of those groups in a very qualified way (Vedder, 2000), assuming 
that the information is produced in a sound and reliable way. When an individual 
member intends to keep that information private, or when the information inferred is 
contrary to an individual member’s preference, the privacy of members, rather than 
individual privacy, is threatened. The reason for this is that issues of individual privacy 
arise when the information derived is uniquely about a specific individual, meaning 
that the link between that individual and the information derived is strong. However, 
there are privacy issues when the link between the information derived and that 
individual is weak, especially in a non-distributive group profile, meaning that the 
information produced could have been formed from another source. In such cases, 
privacy claims are derived from group claims following the aggregation of the data 
(Henschke, 2017). As a result, given the lack of direct connection to the individual 
source, inferring group characteristics to individuals in situations in which a person is 
not a unique source of data threatens the privacy of members, implying that a more 
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in-depth examination of how the privacy of groups’ members is considered in the 
context of data protection is required.  

5.2.2. Ethical Concerns Raised by Targeting a Group qua Group 

In this section, I look at group discrimination or stigmatisation when a group is 
targeted. Consider an epidemic that appears to target certain minorities 
disproportionately, resulting in additional restrictions being imposed on those 
minority groups, regardless of whether members of the group have the disease. In the 
early period of the AIDS pandemic, people who were heroin users, male homosexuals, 
hemophiliacs, and Haitian were seen to be most at risk of contracting AIDS, and so 
membership in the ‘4H club’ led to significant risk to members of those groups 
(Garrett, 1996). In what follows, group discrimination or stigmatisation is discussed. 

5.2.2.1. Group Discrimination or Stigmatisation 

Contact tracing apps, GPS ankle monitors and other wearables, cell phone location 
data collection, genomic testing, and targeted quarantines, among other bio-
surveillance technologies being used to respond to the COVID-19 pandemic, have 
the potential to exacerbate discrimination against racial minorities and immigrants. 
As a result of the COVID-19 pandemic, racial disparities in health outcomes have 
increased, while communities of colour, immigrants, and other marginalised groups 
have been blamed for spreading the disease. Disturbing disparities in COVID-19 
surveillance of racial minorities have emerged, for example, in the United States. In 
New York City, Black or Latinx people made up 92% of those arrested for violating 
COVID-19 protocols, such as social-distancing requirements. Black people were 
targeted by government authorities at four and a half times the rate of White people 
for such violations (Sundquist, 2021). As a result of ‘inappropriate surveillance’ 
(Macnish, 2012), certain population groups, namely immigrants and certain non-
White racial groups, are discriminated against and blamed for disease outbreaks, 
which may represent a biased evaluation and become a source of social 
discrimination. 
 Making inferences and drawing conclusions about groups based on an extensive 
collection of information threatens the group’s privacy because revealing this 
information increases the risk of potential harm to the group itself. Hence, the 
surveillance technologies used in the fight against COVID-19 have an impact on the 
privacy of some groups, such as marginalised communities. That is, even if all 
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members of a marginalised group are individually protected from unwanted intrusion 
and targeting, the group as a whole is not protected against disproportionate 
surveillance, implying that individual privacy can be effectively protected while the 
group as a whole is not adequately protected. 
 Consider a situation in which each individual knowingly shared his or her data 
and agreed to the type of processing to be performed at the time. Assume that the 
lawfully obtained and lawfully processed set of personal data enabled an analyst to 
draw sophisticated inferences—say, on the likelihood of disease outbreaks among 
populations—predicting the behaviour of a group of individual data subjects as a 
group. Such inferences would be based not on analysing past individual behaviour to 
predict future individual behaviour, but rather on comparing and contrasting the 
behaviours of all members of a group defined by one or more shared characteristic 
(Kammourieh et al., 2017). Disclosing information discovered about a group therefore 
increases the risk of harm to that group’s privacy because it increases the risk of 
discrimination against the group. 

5.3. Current Measures to Address the Identified Issues 

In this section, I look at the current guiding regulation regarding data protection, the 
GDPR, to explore the suitability of existing legal frameworks to address and mitigate 
the identified issues. I demonstrate that further work is required to address the 
identified issues and that specific rules or regulations need to be developed that differ 
from those already existing regulations in the field of data protection. 

5.3.1. Protecting Persons against Harms 

5.3.1.1. Consent: Article 9 of the GDPR 

Article 9 provides the legal ground for special categories of personal data in the context 
of epidemics. Processing of special categories of personal data, such as health data ‘for 
reasons of public interest in the area of public health, such as protecting against serious 
cross-border threats to health’ is allowed (EU Parliament, 2016, Art. 9). These special 
categories of personal data are processed for reasons of public interest without the 
(explicit) consent of the data subject. This Article is unable to address the identified 
consent issues and instead introduces a new issue in the form of the privacy–health 
trade-off. 
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 Giving up privacy for public health stems from a trade-off between privacy and 
security, which was framed after the World Trade Center attacks in 2001. In that 
debate, the tangible threats of terrorism justified an expansion of governments’ 
surveillance powers, and the creation of  global surveillance that still exists today (Ross, 
2020). Scholars also wonder what will happen to the epidemiological surveillance 
constellation once the pandemic is over and whether the erosion of privacy will 
become part of a permanent state of surveillance against new viruses (McGee et al., 
2020). It is crucial to know how much privacy should be given up for public health, 
which then determines the governments’ surveillance power over citizens. As they 
stand, the current Articles are unable to address the identified consent issues (see 
section 5.2.1.1) and instead introduce a new issue in the form of the privacy–health 
trade-off. 

5.3.1.2. Justice and Fairness: Articles 21 and 22 of the GDPR 

Profiling and discrimination concerns are reflected in the GDPR, especially in Article 
21. This Article introduces the right of data subjects to object to personal data 
processing, including profiling, at any time. If the purpose of data processing is direct 
marketing, the data subject will have a right to object. In all other cases, data 
processing must stop, unless the data controller demonstrates compelling legitimate 
interests for the processing that overrides the interests of the data subjects (Wachter, 
2018).  
 However, the scope of the Article is limited to individual profiles that analyse or 
predict specific aspects of natural persons without taking into account harms that arise 
when a person is considered as a part of a whole group, particularly non-distributive 
group profiles in which the analysis or prediction is performed by comparing and 
contrasting the behaviour of all members of a group, rather than predicting behaviour 
of a specific person based on his or her available data. 
 Article 22 introduces safeguards against automated decision-making, including 
profiling, but only when data processing is solely automated and has legal or similarly 
significant effects. The applicability of these safeguards seems to be very limited 
because ‘solely automated’ and ‘legal or similarly significant effects’ remain undefined 
in practice (Wachter et al., 2017). Correspondingly, the scope of data protection law 
needs to be defined to offer a more promising approach for data subjects to maintain 
control over how the data is used for services and future opportunities.  
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5.3.1.3. Privacy: Article 4(1) of the GDPR 

Article 4(1) determines which types of information are protected by GDPR. Personal 
data allowing for identification of a natural person, including online identifier or 
factors specific to the physical physiological, genetic, mental, economic, cultural, or 
social identity of that natural person, are protected. What follows from the definition 
of personal data is that there is some direct connection between a particular person 
and his or her data. In other words, the right of controlling data applies to personal 
data in the strict sense of data relating to an identified or identifiable person. 
 Nevertheless, applying the narrow definition of personal data and protective 
measures in terms of safeguarding an individual’s control over group profiles is 
problematic. The information derived from a group profile cannot be about an 
individual based on the available data about the individual (Loi & Christen, 2020). 
This means that what must be protected is no longer raw data such as names, as an 
identifier, but rather valuable information that can be inferred from datasets 
(Kammourieh et al., 2017). Furthermore, the information is primarily ascribed to a 
person on the basis of belonging to a group, meaning that the links between that 
individual as the source and the information generated are weak (Henschke, 2017). 
As soon as the data have ceased to be personal data in the strict sense, it is not clear 
how the principle should be applied. For example, the right of controlling data does 
not apply to information derived from personal data (Vedder, 2000). As a result, in 
the age of big data and information inferred, the interest in informational privacy no 
longer provides sufficient protection to the individual members of a group; it focuses 
solely on information collection rather than analysis of aggregation data 
(Kammourieh et al., 2017). 

5.3.2. Protecting Groups against Harms 

According to Mantelero (2017), group privacy is the right to limit the potential harms 
to the group itself that can derive from invasive and discriminatory data processing. 
At the group level, the right to privacy can be perceived as a duty of the state not to 
use its powers arbitrarily. A group right to privacy prevents the arbitrary use of power, 
such as discriminating illegitimately between different groups in society or exercising 
power for no reason at all (van der Sloot, 2017). Understanding group privacy in terms 
of protecting groups against the possible negative consequences of generalisations and 
profiles cannot be reduced to individual privacy, meaning that the protection of group 
members cannot protect the group itself.   
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 It could be asserted that, in some cases, the protection of individuals can protect 
specific groups. The GDPR, for example, has the potential to provide safeguards 
against groups. It provides enhanced protection for certain types of highly sensitive 
data, including ‘revealing racial or ethnic origin, political opinions, religious or 
philosophical beliefs, trade union membership, and […]  the processing of data 
concerning health’ (EU Parliament, 2016, Art. 9). While this is a protection granted 
to the individual, its effect is also to protect specific groups that are more vulnerable 
to targeting (Kammourieh et al., 2017). As a result, the GDPR has the potential to 
limit the discovery of information about existing groups, such as racial groups.  
 However, the GDPR is mainly focused on protecting individual identity and on 
safeguarding personal information. In an era of big data, where information about 
groups is extracted from data, or where more information is discovered about existing 
groups, the individual is often incidental to the analysis. Thus, the problem is not that 
this or that specific person has been affected, but that groups have been harmed. Since 
the group is exposed to the risks derived from the creation and use of inferred data, 
the infringement takes place at the group level while the rights and remedies are 
granted at the individual level (Kammourieh et al., 2017; Taylor et al., 2017; van der 
Sloot, 2017). Regarding this, defenders of the group right to privacy, for example, 
Floridi (2017), Mantelero (2017), and Taylor (2017), highlight the importance of 
assigning rights to a group to protect that group against discriminatory harm. As 
Floridi (2017) points out, granting this right to groups is different from the existing 
rights in the fields of privacy and data protection in that this right to privacy is not 
reducible to the privacy of the individuals forming such groups. 
 The preceding discussions highlight the importance of developing group rights to 
privacy to address issues that revolve around the risks of discrimination and the 
adverse outcomes of big data analysis. In what follows, I discuss the feasibility and 
problems of ascribing the group right to privacy to a clustered group. 

5.3.2.1. Group Rights to Privacy 

So far, I have discussed that, in contrast to how privacy has traditionally been 
conceived on an individual level, the era of big data raises new questions about privacy 
on a group level. In such cases, access to personally identifiable information of 
individuals is less likely to cause harm. Harm is more likely to occur when authorities 
or corporations draw inferences about people on a group level. As a result, the concept 
of privacy must be stretched and reshaped in order to help us think about groups. 
Floridi (2014) was the first to bring up the concept of group privacy in relation to big 
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data analytics insights. He argued that it is crucial to investigate whether groups have 
privacy rights that are not reducible to the privacy of the individuals who make up 
those groups. 
 According to Floridi’s argument, a group right to privacy is a right held by a group 
qua group rather than its member severally; it is referred to as a group right in the 
strong sense, the corporate approach to group rights. Right-holding groups are 
conceived as moral entities in their own right, with a being and status similar to that 
of an individual person. This viewpoint holds that a group has an identity and 
existence distinct from its members. Accordingly, unity and identity are necessary for 
a group to be the type of group that can bear rights (French, 1984; Newman, 2011). 
For example, French (1984) contends that the Gulf Oil Corporation’s rights and 
responsibilities in purchasing or selling property, or in being responsible for 
environmental pollution and cleaning it up, are not reducible to the individuals 
currently associated with it. Organisations of this type have identities that are not 
exhausted by the identities of the people who work in them; one person leaving and 
another joining does not form a new organisation. As a result, a group’s unity or 
identity distinguishes it as the type of group that might have rights. 
 However, proponents of group rights in the moderate sense, the collective approach 
to group rights, such as Raz (1988), argue that groups are not conceived as having 
independent standing, but rather as having rights shared in and held jointly by the 
group’s members, rather than being a mere aggregation of rights held by the group’s 
members individually. The individuals who comprise the group have a right that none 
of them have as independent individuals. In this view, collective rights are ascribed to 
a specific collection of individuals because there are some sorts of public goods that 
can only be held by the collectivity (Raz, 1988). In respect of the publicity production 
of such goods, participants in a participatory activity possess collective rights. For 
example, the provision of a cultured society requires participation amongst members 
of the group; each individual needs others in order to produce it. Accordingly, there 
is no individual right to a cultured society, but rather participants in a joint action 
possess collective rights (Miller, 2001).  
 I argue that, in the case of a group designed by algorithms or data technologies, it 
is implausible to regard a group right to privacy as a group right in either the strong 
or moderate sense. The reason for this is that in this kind of group, the essential criteria 
for both strong and moderate approaches on group rights to privacy are not met. On 
the one hand, because of the lack of integrity or unity needed to hold a right, a group 
right to privacy cannot be described based on strong approaches. A group right to 
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privacy, on the other hand, cannot be conceived based on moderate approaches 
because members of the relevant group cannot perform a joint action to produce any 
good simply because they cannot realise the condition required to constitute a joint 
action, which is ‘believing that their action is dependent on the action of other 
members’ (Miller, 2001, p. 57). 
 A group right to privacy (for a group designed by algorithms) cannot be 
theoretically explained using either strong or moderate approaches to group rights. 
Instead, can we adopt methodological approaches to argue that the need for a moral 
group right to privacy is practical? This implies that a moral group right to privacy 
does not objectively exist in the sense of being independent of human beings but that 
it is rather constructed by human beings to solve practical problems. Subsequently, 
the question is, ‘Can a moral group right to privacy be the outcome of a construction 
procedure?’ To respond to this question, I employ society-based constructivism, as 
developed by Copp (1995), which argues that no moral codes are independent of a 
society’s construction procedure. 
 Society-based constructivism posits that moral codes are rationally chosen by a 
society as a whole to contribute to its ability to meet its non-moral values and needs. 
The normativity of a moral code, which contributes to the realisation of a society’s 
values, should be explained in such a way that a rational society should choose to serve 
its non-moral values and needs. Accordingly, ‘a moral code is justified in relation to 
society just in case the society would be rationally required to choose the code to serve 
in it as the social moral code, in preference to any alternative’ (Copp, 1995, p. 104).  
 Society as such makes a choice or has a preference when two conditions are met. 
First, there is a property that society could have in principle. Second, members of the 
society are nearly unanimous in preferring that society have the property. The first 
condition distinguishes between individual preferences (e.g. buying lottery tickets) and 
societal preferences (e.g. democracy) within a society. In the first case, most members 
of society would prefer the same option or property for themselves, which would be 
interpreted as a claim about most members’ preferences rather than the preferences 
of society as a whole. In the second case, however, democracy is a possible societal 
preference and may be an option for society. The second condition requires a 
consensus over societal options among members of society, which does not necessarily 
mean that each member would prefer a societal option but rather that they are nearly 
unanimous in preferring an option for society. When there is a property that a society 
could have and its members are nearly unanimously in favour of the society having 
this property, then the society as a whole prefers this property (Copp, 1995). 
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 The above discussion does not imply that no moral code is justified unless there is 
a society that is rationally required to choose one. As Copp points out, ‘if a group is 
neither a society nor a part of a society, then a code is justified as a moral code in 
relation to it just in case, if the group were a society, the group would be rationally 
required to select the code to serve in it as the social moral code, in preference to any 
alternative, to satisfy its non-moral values’ (Copp, 1995, p. 122).  It may be rational 
for a group of people who have no inclination to interact with each other and thus do 
not qualify as a society to choose a code as a moral code.  
 Although there is no interaction between members of a clustered group, as this 
group is statistically designed using algorithms and does not form part of a society, 
they can choose a moral right to privacy. If members of a clustered group were to be 
part of a society, this right would satisfy their non-moral values, including exchanging 
information, sharing feelings and emotions, making plans, and taking collective action 
to achieve their goals. This is the right to confidentially associate with others, which 
Bloustein (2019) referred to as the right to family or relational privacy. Maintaining 
the confidentiality of information that members share among each other emphasises 
the importance of privacy to the success of interpersonal associations; this is a 
collective action that cannot be accomplished by isolating one member of a group 
from the rest. This implies that family or relational privacy can be interpreted as a 
societal property and that members of a clustered group would nearly unanimously 
prefer to have a right to family or relational privacy, which would enable them to 
privately associate with each other. 
 While members of a clustered group would choose the right to family or relational 
privacy as a moral code to satisfy their non-moral values, it is important to distinguish 
this right from a clustered group right to privacy. The latter aims to protect certain 
information about a clustered group uncovered through the analysis of similarities 
within the group and dissimilarities between it and other groups. Therefore, it is the 
right to family or relational privacy that might be constructed by a society, which is 
distinct from the moral group right to privacy.  
 In conclusion, while it is important to protect certain information about a clustered 
group to prevent discrimination, the group right cannot be recognised as a means of 
protecting the group against discrimination by protecting this information; rather, 
other means or moral principles must be taken into account.   
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5.4. Conclusion and Recommendations to Improve Current Measures 

Big data analytics have the capacity to uncover new information, find patterns and 
predict behaviour, allowing for the algorithmic creation of totally new groups. In this 
regard, it is necessary to reconceptualise the risk of data harm to include the problem 
of the group and its members. For researchers, it is difficult to manage the source of 
big data regarding consent and awareness on the part of research subjects. A further 
problem is that the application of data technologies undermines the values of social 
justice and fairness, since an individual may be judged or treated on characteristics 
they did not acquire voluntarily (or at all). Finally, because data technologies are used 
to target people as members of specific groups rather than individuals, they are 
increasingly threatening group members’ privacy rather than individual privacy. In 
addition to the issues that arise when a person as a member of a specific group is 
targeted by the information derived from a group profile, there are also risks to the 
privacy of a group qua group because revealing the information about a group 
increases the risk of discrimination against that group. 
 To address the issues, we need to rethink and expand our current moral 
vocabulary and legal frameworks for dealing with information technology. 
Broadening the scope of information protected by the right to privacy and data 
protection to include information primarily attributed to a person because of their 
membership in a specific group is one way to address the shortcomings of current 
privacy conceptions in relation to big data analytics (for more information, see 
Vedder’s (1999) definition of categorical privacy). Furthermore, Henschke (2017) and 
Kammourieh et al. (2017) propose the protection of metadata, the valuable 
information that can be inferred from datasets, rather than raw data, as a way to 
address privacy issues. 
 To protect groups as such, I agree with Floridi’s (2014) argument that measures 
must be taken that are not reduced to measures taken at the individual level. I also 
agree with Mantelero’s (2017) idea that group privacy is required to limit the potential 
harm that can result from invasive and discriminatory data processing. However, 
unlike Floridi and Mantelero, I argued that a group right cannot be recognised as a 
means to protect a clustered group against discrimination through protecting the 
privacy of the group because a group right to privacy cannot theoretically be ascribed 
to a clustered group using traditional approaches. Moreover, the group right to 
privacy cannot be practically constructed by members of the group using society-
based constructivism. In this regard, I recommend taking other approaches or moral 
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principles rather than the predominant standard approaches to protect a clustered 
group against discrimination.  
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Chapter 6: 
Design for Embedding the Value of  
Privacy in Personal Information 
Management Systems 

Abstract 

Personal Information Management Systems (PIMS) aim to facilitate the sharing of 
personal information and protect privacy. Efforts to enhance privacy management, 
aligned with established privacy policies, have led to guidelines for integrating 
transparent notices and meaningful choices within these systems. Although discussions 
have revolved around the design of privacy-friendly systems that comply with legal 
requirements, there has been relatively limited philosophical discourse on 
incorporating the value of privacy into these systems. Exploring the connection 
between privacy and personal autonomy illuminates the instrumental value of privacy 
in enabling individuals to live their lives autonomously, highlighting the importance 
of intentionally embedding the value of privacy into these systems. To translate the 
value of privacy into concrete design requirements, this study constructs a value 
hierarchy consisting of values, norms, and design requirements. After analysing the 
relationships between privacy and autonomy and identifying norms, the design 
requirements translated from the norms associated with the components of personal 
autonomy are specified at the lowest layer. These requirements include a design to 
prevent unauthorised access and dark patterns and to provide effective and efficient 
notices and choices. The findings contribute to expanding the requirements for 
designing the aspect of privacy as a legal requirement to incorporate the value of 
privacy into systems. 
Keywords: personal autonomy; personal information management systems; value of 
privacy; values hierarchy 
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6.1. Introduction 

For the development, deployment, and use of artificial intelligence (AI) systems based 
on machine-learning (ML), a large quantity of data are collected to train ML 
algorithms and develop a model capable of processing new, untrained data (Al-Rubaie 
& Chang, 2019). Machine-learning models are deployed and used in diverse fields, 
such as healthcare (Freeman et al., 2021; Klein et al., 2021), urban informatics, 
meteorology, and crime prevention (Chen et al., 2014). Although the required 
information for the development, deployment, and use of ML models is diverse, such 
as sourcing data from the physical environment (van der Burg et al., 2021), this 
chapter specifically focuses on personal information based on the following definition 
by Henschke (2017, p. 186): ordered and meaningful data about a person. Personal 
information is the foundation for constructing datasets to train ML algorithms, which 
is crucial for developing valid models. Furthermore, personal information plays a 
pivotal role in the deployment and use of ML models. When deploying ML models to 
make predictions from new, untrained data, it is necessary to provide personal 
information as input to the model. For example, to build an ML model to detect breast 
cancer (Mazo et al., 2020), mammography images of a patient need to be sent to the 
model as input to provide information about the likelihood of the patient developing 
breast cancer. For the comprehensive development, deployment, and use of AI 
systems relying on ML, the collection and use of personal information are 
indispensable.  
 Those engaged in developing an ML model, such as engineers, and those involved 
in deploying an ML model, such as practitioners, require personal information to be 
shared with them. To enable and ensure individuals control the sharing of their 
personal information, technologies can be used to mediate the relationship between 
them and developers or deployers, with PIMS being a notable example (Asgarinia et 
al., 2023). Hence, PIMS enables individuals to manage the sharing of their personal 
data, which is essential for the development and functioning of ML models. The term 
‘PIMS’ broadly represents a category of technology that enables individuals to decide 
what information about them is collected, when it is collected, how it is collected, and 
with whom it is shared. Personal data stores, personal data vaults, personal 
information management services, and personal data spaces all fall under the 
umbrella term of PIMS (Janssen & Singh, 2022). More recently, improved versions of 
PIMS, such as self-sovereign identity models, have been developed to enable 
individuals to mediate, monitor, and exert control over the access, usage, and sharing 
of their personal data (Asgarinia et al., 2023). 
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 The PIMS approach promotes privacy self-management (Janssen & Singh, 2022). 
The objective is to make the processing of personal data transparent and to enable 
individuals (i.e., data subjects) to make decisions about their data. Two pivotal 
elements of privacy self-management are providing individuals with information 
about the data collected about them and how they are used (notice), as well as 
affording them the authority to decide whether they accept such data collection and 
usage (choice). This approach is commonly referred to as ‘notice and choice’ (Barocas 
& Nissenbaum, 2009; Solove, 2013). It involves providing transparent notice to 
individuals and enabling individuals to manage their own privacy preferences and 
interests (Solove, 2013).  
 There have been proposals to enhance the transparency of privacy notices, both 
in terms of content and the design of user interfaces. Transparency regarding content 
is commonly understood as a form of meaningful notice about the collection and usage 
of data (Barocas & Nissenbaum, 2009). Measures to enhance the transparency of 
privacy policy notices include presenting information about data usage in an 
understandable way. This approach can be achieved, for example, by shortening and 
simplifying privacy policies, as suggested by Calo (2012). Furthermore, beyond 
content and readability, to enhance the transparency of privacy notices regarding the 
design of user interfaces, measures have been introduced by Waldman (2018) to 
emphasise the design and aesthetics of content. These measures include elements such 
as font, size, colour backgrounds, and the use of charts or icons within notices, all 
aimed at effectively conveying information to individuals (Waldman, 2018).  
 To provide individuals with a real choice, one effective tactic is to employ an opt-
in (instead of opt-out) mechanism as the default choice, ensuring individuals have the 
opportunity to decide how their data are used. In this regard, pre-checked checkboxes 
should not be equated with individuals having a real choice, and their use should be 
limited (Hoepman, 2022); individuals should have the opportunity to decide which 
data are collected about them, how they are used, and with whom they are shared. In 
addition, to enable individuals to control their personal information, dynamic choices 
using dynamic consent strategies (Budin-Ljøsne et al., 2017) should be provided, 
instead of a one-time choice at the beginning of personal information collection.  
 In addition to informing individuals and enhancing their ability to manage their 
privacy, the practical implications of privacy self-management involve imposing 
demands on entities or companies engaged in information collection or use to disclose 
their collection and usage practices explicitly and to demonstrate compliance with 
legal and regulatory requirements. The process of developing privacy notices triggers 
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internal adjustments within a company, fostering awareness regarding data collection 
and use practices (Barocas & Nissenbaum, 2009; Solove, 2013). 
 The use of PIMS as a means for sharing personal information and relying on these 
notice and choice approaches is effective for specific types of information—those 
related to or about an isolated person, rather than of a collective or group nature. As 
highlighted by Widdows (2013), genetic information makes individual choices 
inadequate because a person can only choose their own desires, preferences, and 
interests, whereas genetic information is interconnected with others. Regarding 
sharing information of a group nature, such as genetic information, alternative 
approaches or schemes become necessary. In these cases, data-sharing pools or data-
cooperative schemes, rather than personal data sovereignty or PIMS, may work 
better. These approaches enable individuals to unite their data and collectively 
oversee their information (Asgarinia et al., 2023). Since this chapter focuses on PIMS 
and to avoid encountering the system’s limitations, the type of personal information 
discussed in this research does not have a group nature.  
 Despite discussions regarding preserving privacy by implementing proper notice 
and choice, especially concerning privacy policies (Grannis, 2015; Waldman, 2016), 
there has been limited discourse on embedding the value of privacy into PIMS. 
Conducting philosophical investigations to integrate privacy into PIMS reveals the 
shortcomings of approaches that predominantly rely on notice and choice and 
suggests a more comprehensive approach for embedding privacy into the system. This 
chapter aims to address these shortcomings by proposing design requirements to 
incorporate the value of privacy into PIMS thoroughly. In this way, PIMS contributes 
to the value of privacy, which designers and developers intentionally embed in the 
technology. 
 The purpose of this chapter is to incorporate the value of privacy into PIMS; to 
do so, I draw a value hierarchy to translate the value of privacy into design 
requirements. As van de Poel (2013) explains, a value hierarchy consists of three layers 
of values, norms, and design requirements, in which higher-level elements are 
translated into lower-level ones. In this way, moving from the top layer to the bottom, 
abstract values are translated into tangible design requirements. In the values 
hierarchy this chapter proposes, the instrumental value of privacy is described in 
connection with a person’s autonomy. From this perspective, specific design 
requirements are derived by translating norms that are aimed at promoting 
autonomy. 
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6.1.1. Conceptualising a Value Hierarchy for Privacy 

Several approaches have been proposed in recent years to embed desired values into 
technology (Donia & Shaw, 2021; Iversen et al., 2012; Knobel & Bowker, 2011; 
Spiekermann & Winkler, 2020). The embedded values approaches claim that there 
can and should be an ethics of technology that is separate from the ethics of using it. 
These approaches hold that artefacts and technologies are never morally neutral. It is 
possible to identify tendencies in technologies to promote or de-promote the 
realisation of particular moral values and norms. Such tendencies are called 
embedded, embodied, or built-in moral values or norms. This implies that both the 
design and usage of technologies can have moral consequences (Brey, 2010). 
 Value Sensitive Design (VSD) is one of the most comprehensive, impactful 
embedded-value approaches (Friedman et al., 2008). The goal of VSD is to consider 
and incorporate moral values comprehensively throughout the design process. The 
approach provides guidelines for designing and developing technological products 
that promote the values desired by the various stakeholders whom these technologies 
may impact (Brey, 2010; van de Poel, 2009).40 
 An essential stage in VSD is translating values into tangible design requirements. 
To do so, van de Poel (2013) introduces the notion of the value hierarchy, according 
to which values and design requirements have a hierarchical structure. The top layer 
of a value hierarchy consists of values; the intermediate layer consists of norms; and 
the most concrete layer involves design requirements. As van de Poel suggests, by 
moving from the upper to lower layers in a hierarchy, we can effectively translate 
abstract values into concrete design requirements. 
 Following van de Poel (2009, 2013), to construct a value hierarchy, leading to the 
intentional design of PIMS for the value of privacy, the following steps are essential: 
first, conceptualise how the value of privacy is understood or conceptualise the 
understanding of the value of privacy; second, translate the value of privacy into 
general and specific norms; and third, formulate design requirements through the 
translation of norms.  

___________________________________________________________________ 
40  For more information on the recent approach of Ethics by Design for AI (EbD-AI), which aims to 

embed ethical considerations in the design and development of AI systems and specifies actions that 
need to be taken at different design phases of AI development, see Brey and Dainow (2023). To 
explore what values are, the conceptualisation and specification of values, and issues related to 
conflicting values, see van de Poel (2021a). 
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 Regarding conceptualising the value of privacy dedicated to the first layer of a 
value hierarchy, this chapter discusses the value of privacy in connection with a 
person’s autonomy, in which privacy is considered valuable for the sake of autonomy. 
Since privacy is understood as a means to an end for autonomy, following the principle 
of the instrumental reason that instructs us to take the means to our ends (Korsgaard, 
2009), if we want to live our lives autonomously, we must desire privacy to achieve 
that end. Simultaneously, the instrumental value of privacy depends on autonomy; 
the value of privacy is realised in metaphorical or symbolic spaces in which a person 
can develop and exercise their autonomy, enabling them to live their lives 
autonomously (Rössler, 2005). 
 Given the relationship between the instrumental value of privacy and autonomy, 
it is important to analyse the concept of autonomy. Drawing on different theories on 
autonomy, including moral autonomy (Korsgaard, 2009), relational autonomy 
(Christman, 2004; Mackenzie, 2008; Oshana, 1998), and personal autonomy (Rössler, 
2005), I adopt Rössler’s account of personal autonomy as developed in her book The 
Value of Privacy (2005). According to Rössler, an autonomous person is one who asks 
themselves practical questions and attempts to live accordingly. Practical questions 
include which of one’s conflicting desires or convictions one wants to identify with, 
how to assess specific desires or preferences in their genesis, and what fundamental 
life projects play a part in assessing this identification. Personal autonomy thus consists 
of three necessary and sufficient components: authenticity and identification, the 
genesis of desires, and goals and projects (Rössler, 2005, p. 65).  
 I choose Rössler’s theory over theories focusing on moral autonomy for two 
reasons. First, personal autonomy is not exclusively bound by a strong rationality; and 
second, unlike moral autonomy, personal autonomy incorporates personal 
components (see Sections 6.2.1.1 and 6.2.1.3). These two features imply that a person 
managing their privacy needs to have their own good reasons for doing so in specific 
ways, thereby being the author of their actions, regardless of whether others accept 
these reasons. Additionally, a person’s desire, as a personal element, is required to 
manage their own privacy and to determine the flow of information.  
 Moreover, I adopt Rössler’s (2005) conception of personal autonomy because 
social components are integrated into the concept. Although Rössler acknowledges 
social conditions in her account, she does not explore them in detail. Therefore, while 
taking Rössler’s account as a basis for analysing autonomy, I modify it based on 
relational autonomy theories. In this conceptualisation, autonomy includes both 
primarily personal and thoroughly relational elements; one’s autonomy is grounded 
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in certain affective attitudes towards oneself, constituted by intersubjective 
relationships and social conditions (Mackenzie, 2008; see Sections 6.2.1.2 and 6.2.2). 
The improvement that has occurred in the concept of autonomy, shifting from its 
association with isolated individuals detached from society to relational autonomy 
embedded in social conditions, has resonated within privacy discourses. As argued by 
Rössler and Mokrosinska (2013), privacy extends beyond individual control by 
emphasising the significance of intersubjective elements, particularly the purposes of 
relationships (see Section 6.3.1). 
 Concerning the second layer of a hierarchy dedicated to norms, in addition to the 
norm of reflection, I specify the norms associated with each component of the concept 
of personal autonomy. These components include authentication and identification, 
the genesis of desires, and goals and projects. The norms pertaining to the first 
component include exercising control over personal information to establish and 
maintain various social relationships; being aware of the types of relationships they 
are involved in, which helps them decide which part of their information to share; and 
considering social circumstances that provide a basis for recognition (see Section 
6.3.1). The norms associated with the second component involve enabling a person to 
exercise control over their personal information to become less susceptible to 
manipulation and prevent manipulation to enable them to share their personal 
information as intended (see Section 6.3.2). Regarding the norms linked to the third 
component, they encompass the ability to contemplate and evaluate different 
alternatives for sharing information, ultimately choosing the one that aligns with one’s 
objectives (see Section 6.3.3).  
 Concerning the third layer of a hierarchy centred on design requirements, I 
suggest the following design requirements regarding the value of privacy in PIMS: 
design for reflection through using friction, which obstructs a person in the completion 
of tasks typically performed without conscious thought, to stimulate imagination 
(translated for the norm of reflection; see Section 6.4); design to restrict unauthorised 
access by implementing encryption, considering the execution of contracts, and 
ultimately, employing blockchain technology to fulfil contract needs and apply 
encryption (translated from the first component of the concept of personal autonomy; 
see Section 6.4.1); design for effective notices, and design against dark patterns to 
prevent certain cognitive biases occurring (translated from the second component of 
the concept of autonomy; see Section 6.4.2); and design for effective and efficient 
notice and choice (translated from the third component of the concept of personal 
autonomy; see Section 6.4.3). As the proposed design requirements suggest, 
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embedding the value of privacy into PIMS involves more than just designing for notice 
and choice, as privacy policies emphasise. Additional requirements must be 
articulated and considered in the design of PIMS. 
 The findings of this chapter highlight that, although PIMS is primarily designed 
to protect privacy using the notice and choice approach that privacy policies 
regulate—design for meaningful notice and transparent choice—this approach must 
be completed by incorporating other elements, such as inclusiveness for diverse 
audiences (see Section 6.4.3). Furthermore, this chapter emphasises that the current 
privacy design in PIMS does not fully promote the realisation of the instrumental 
value of privacy, as it mainly addresses one component related to this value (i.e., goals 
and projects; see Section 6.4.3). However, other components, such as authenticity and 
identification, and the genesis of desires (see Sections 6.4.1 and 6.4.2), also require 
consideration in the design of PIMS. Therefore, the approach governed by privacy 
policies must be completed and also expanded to thoroughly incorporate the 
instrumental value of privacy. The main aim of this chapter is to conduct 
philosophical investigations that articulate design requirements for embedding the 
value of privacy into PIMS. 
 In the following sections, three parts are presented, each dedicated to a layer in a 
value hierarchy, namely values, norms, and design requirements. These layers are 
described in Sections 6.2 to 6.4, respectively. In addition to the guidelines and 
strategies developed to facilitate the design of privacy-friendly systems to ensure 
compliance with legal requirements and privacy policies, the proposed design 
requirements ensure that PIMS is built to realise the value of privacy. 

6.2. The Layer of Values: Privacy and Autonomy 

Following van de Poel’s (2009, 2013) approach, the top layer of a hierarchy includes 
values. Since this chapter proposes a hierarchy for privacy, the top layer focuses on 
privacy. Therefore, to construct a hierarchy that facilitates proposing design 
requirements to incorporate the value of privacy into PIMS, the first step is to 
understand the value of privacy.41  

___________________________________________________________________ 
41  In my view, various approaches describe the value of privacy, and one common approach 

distinguishes between intrinsic and instrumental value, for example, Rössler (2005). A second 
approach, influenced by Kagan (1998), suggests an object can have intrinsic value based on its 
instrumental value. A third approach, based on Korsgaard’s (1983) categorisation of goodness, argues 
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 A few debates in the literature on privacy focus on the idea that privacy is 
intrinsically valuable. Scanlon’s (1975) thesis underscores the idea that we value a 
conventionally42 defined zone of privacy because, within such a realm, we need not 
be constantly vigilant against potential observations. Various social norms can 
delineate the boundaries of our zone of privacy in diverse ways. What matters most is 
that, within these realms or dimensions, we can engage in our activities without the 
need to be constantly alert for potential observers or listeners (Scanlon, 1975). A well-
defined zone can be valued primarily for its own sake.  
 However, it has commonly been assumed by privacy scholars that privacy is 
valuable for the sake of something else, deriving its worth from other sets of moral 
values, principles, or commitments. Although the instrumental value of privacy has 
been discussed from different perspectives, from its relationship to social cohesion 
(Solove, 2008) to political values, such as power (Véliz, 2021) and democracy 
(Henschke, 2021), I focus on the value of privacy in relation to personal autonomy, as 
PIMS is developed with the primary aim of promoting one’s autonomy.  
 The claim that the private realms or dimensions are valuable for their own sake 
does not in itself mean we do not also value them for the functions they fulfil. Although 
Scanlon’s (1975) theory responds to the questions of why we value privacy and what 
would be lost if we were to lose it, functional theories can provide a deeper 
explanation. Most definitions and explanations of privacy in the literature are 
functional or, at the very least, can be interpreted as such. These functional 
approaches differ fundamentally from one another, with each one valuing privacy 
based on a distinct function it is intended to realise (Rössler, 2005). 
 In the scholarly literature, different theories have been developed to explain the 
value of privacy in relation to autonomy, e.g., Goffman (1959), Riesman (1952), and 
Rössler (2005). Goffman (1959) argues that privacy should be understood as a form of 
autonomy. According to Riesman (1952), the value of privacy stems from its 

___________________________________________________________________ 
that something that is conditionally valuable (extrinsically good) when meeting certain conditions 
might be valued as an end instead of merely having instrumental value. Applying Korsgaard's 
categorisation results in describing privacy as having mixed value: it is extrinsically (conditionally) 
valuable as an end—for its own sake—as well as being extrinsically (conditionally) valuable as a 
means—for the sake of something else. Although the approaches inspired by Kagan and Korsgaard 
offer valuable discussions, this chapter adopts the more commonly employed approach of 
distinguishing between intrinsic and instrumental value. 

42  Scanlon emphasises the conventional nature and, to a certain extent, the arbitrariness of the 
boundaries. For Scanlon, the mere existence of such boundaries, however varied they may be, is an 
indication that the value of privacy should be considered intrinsic (Rössler, 2005). 
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protection of individuals’ autonomy, as privacy preserves a space around individuals, 
within which they can direct their lives and behaviour irrespective of social pressures. 
Rössler (2005) highlights that, in liberal societies, privacy is functionally valuable for 
the sake of a person’s autonomy, of living autonomously. In short, we value privacy 
because we want to be autonomous, and without privacy, autonomy cannot work.   

6.2.1. Privacy and Autonomy 

Regarding the above discussions about the instrumental value of privacy, privacy is 
deemed valuable for the sake of autonomy. The conception I adopt in this chapter is 
based on Rössler’s (2005) account of autonomy. Rössler argues autonomy is not 
connected to the strong criterion of rationality, unlike moral autonomy, and she 
considers social conditions’ role in forming autonomy, such as relational autonomy. 
First, Rössler delineates between moral autonomy and personal autonomy, with a 
particular emphasis on the latter in terms of the functional value of privacy in 
furthering it. Each facet of autonomy necessitates a nuanced consideration of the 
distinct principles or conditions that underline it. Although Rössler does not explain 
the similarities and differences between moral and personal autonomy, I begin by 
briefly discussing moral autonomy and how it is often used following Kant. Second, 
Rössler identifies three sufficient and necessary components of personal autonomy 
and conceptualises personal autonomy in a way that depends on and is bound up with 
an intersubjective network. Therefore, before exploring the components of autonomy 
in Rössler’s view, I discuss relational autonomy as the concept of personal autonomy 
with reference to intersubjective relations. Hence, in what follows, I provide an 
analysis of moral autonomy and discuss relational autonomy to facilitate an 
understanding of personal autonomy. 

6.2.1.1. Moral Autonomy 

As Korsgaard (2009) highlights, according to Kant, being autonomous means being 

governed by the principles of one’s own causality-one’s own maxims. The categorical 
imperative is a rule for constructing maxims (Korsgaard, 2009, p. 81). In Groundwork, 
the first formulation of the categorical imperative (i.e., formula of universality) is that 
you should act only according to that maxim, through which you can, at the same 
time, will that it can become a universal law (4:421). According to Kant, acting 
autonomously entails ensuring the maxim guiding one’s action is one you could will 
to be a universal law. Autonomy identifies with the universalizability of one’s own 



Chapter 6: Design for Embedding the Value of Privacy in Personal Information Management Systems 

145 

maxims. Hence, to be autonomous means to act in conformity with the principle of 
practical reason (the categorical imperative; Korsgaard, 2009, pp. 71–80).  
 According to Korsgaard (2009), the reasons embodied in universal maxims must 
be understood as public or shareable:43 reasons with normative force for all rational 
beings. Instead of merely thinking that, if I have a reason to do action-A in 
circumstances-C, then I must be able to grant that you also would have a reason to 
do the same (which relates to the universalizability requirement regarding the private 
conception of reasons), the public conception of reason indicates that 
universalizability commits me to the view that, if I have a reason to do action-A in 
circumstances-C, I must be able to will that you should do the same, because your 
reasons are normative for me. It is only regarding the public conception of reasons 
that a universalizability requirement leads us into moral territory—conformity with 
Kant’s law of humanity; by adopting other’s reasons as our own, with normative force 
for us, we treat them as an end in themselves (Korsgaard, 2009, pp. 191–192).  
 For an appropriate response to one’s incentives and to determine what actions are 
worth doing, a person must place themselves in the space between their incentives and 
their responses and reflect upon the principles that guide them in determining what 
an appropriate response is and what the situation demands. Korsgaard calls this space 
‘reflective distance’ (Korsgaard, 2009, p. 116). The guiding principles must conform 
with the principle of practical reason, understood as public reason. Putting oneself in 
reflective distance that enables a person to exercise their moral autonomy. 
 Two features characterise Kant’s conception of moral autonomy, as adopted by 
Korsgaard (2009): first, rationality, which involves acting in a way that conforms with 
the principle of practical reason (i.e., the categorical imperative), understood as public 
and sharable reason; and second, focusing on the form of the maxim that must serve 
as a law without investigating the subjective source and the content of the maxims.  

___________________________________________________________________ 
43  There are other approaches to public reason. In Rawls’s doctrine of public reason to achieve justice, 

for example, the content and form of public reason are based on the notion of original position and 
the idea of reflective equilibrium (Rawls, 1997). The original position yields universally acceptable 
principles. Reflective equilibrium is a process in which each agent reflects on their considered beliefs 
while also considering the beliefs of others. Rawls moved moral reflection from the first-person 
perspective to public deliberation (Bird-Pollan, 2009). As Brandstedt and Brännmark (2020) 
highlight, reflective equilibrium serves as a valuable tool for public reasoning about practical 
problems, aiming to facilitate shared solutions. Although the relationship between Rawls's and 
Korsgaard's approaches to public reason merits exploration, it is beyond the scope of this chapter. 
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6.2.1.2. Relational Autonomy 

Relational autonomy does not refer to a single account but to accounts shared under 
the assumption that ‘persons are socially embedded and that agents’ identities are 
formed within the context of social relationships’ (Mackenzie & Stoljar, 2000, p. 4). 
Thus, the focus of relational approaches is to emphasise certain social circumstances 
allowing a person to develop their autonomy (Oshana, 1998), interpersonal and social 
factors as conceptually necessary for autonomy (Christman, 2004), and social 
conditions necessary for the constitution of affective attitudes towards oneself 
(Mackenzie, 2008). 
 Marina Oshana defends and develops an influential account of social autonomy, 
emphasising that autonomy should be conceived as a ‘socio-relational’ phenomenon 
(Oshana, 1998, p. 94). In her account, it is social conditions that enable a person to 
self-determinate that mark autonomy; autonomy is obtained only when the social 
conditions surrounding an individual meet certain standards. In cases in which basic 
opportunities for self-determination are denied due to strict obedience or 
subservience, such as in cases of voluntary slavery, the subservient woman, the 
conscientious objector, or the monk, then even if a person meets the condition of 
authenticity and chooses to enter or continue in certain conditions, the surrounding 
social conditions in which they reside do not allow them to be autonomous. According 
to Oshana (1998), a person who resides under oppressive social conditions cannot be 
autonomous.  
 Christman (2004) critiques Oshana’s view, arguing that, insofar as a person 
authentically embraces even an oppressive social status or subservient roles, they can 
still be considered autonomous. In Christman’s account, for a person to be 
autonomous, they must adequately reflect on their social conditions, including 
conditions of strict obedience. Rather than defending autonomy in idealised 
situations, breaking away from social norms that have influence over them, and 
pursuing their goals differently from those norms, as defended by Oshana’s account 
of autonomy, Christman states a person who can reflect adequately—in the sense that 
they can imagine choosing otherwise to value that alternative position—is 
autonomous. A slave, according to Christman, can consider themselves autonomous 
when they can see themselves doing otherwise, under at least some imaginable 
conditions, without needing to reject those conditions (Christman, 2004).  
 In contrast to Oshana (1998), Christman (2004) contends his view is consistent 
with the idea that selves are constituted by the social and interpersonal dynamics that 
surround them. In Christman’s view, insofar as the self is socially constituted, it is 
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counterintuitive to claim that such a self is only autonomous when they can break 
away from those very social conditions that constitute its being. As long as a person 
maintains the ability to reflect adequately on those conditions and embraces them, 
Christman argues we should continue to label them as autonomous (Christman, 
2004).  
 Mackenzie (2008) critiques Christman’s (2004) view by arguing that oppressive 
social conditions might undermine autonomy. According to Mackenzie, a person’s 
practical identity may be shaped by false norms, beliefs, and distorted values arising 
from oppressive social conditions. This situation can lead to cultivating destructive 
affective attitudes towards oneself, such as a lack of self-respect or mistrusting one’s 
own judgement. 
 Mackenzie (2008) advances a concept of relational autonomy that can be 
characterised as weak compared with Oshana’s strong account, which defends a 
strong account of relational autonomy in the sense that abusive or oppressive social 
relationships necessarily undermine autonomy. However, Mackenzie (2008) argues 
that such conditions impair autonomy only when they fail to provide individuals with 
the recognitive basis necessary to maintain certain attitudes towards themselves.  
 Mackenzie (2008) develops a recognition-based account of relational autonomy. 
According to her, an autonomous person must be able to reflect on certain attitudes 
towards themselves, attitudes constituted by society and in intersubjective 
relationships. Drawing on the insights of Benson (1994) and McLeod (2002), 
Mackenzie highlights particular attitudes towards oneself as attitudes of self-respect, 
self-trust, and self-esteem. These affective attitudes are constituted by society and in 
intersubjective relationships. Thus, practical identity is first-person identity aligned 
with Henschke’s (2017) idea of self-regarding identity, which is constituted thoroughly 
in intersubjective relationships and depends upon the mutual recognition in socio-
relational situations.  
 Relational theorists have rejected the individualistic conception of autonomy that 
typically tends to understand practical identity as being formed by one’s own desires, 
values, and commitments independently of social influence. Instead, these theorists 
have argued that practical identity is shaped by the social and interpersonal aspects of 
one’s life. Oshana (1998) advocates a strong condition for autonomy, arguing that, to 
exercise autonomy properly, a person must reject abusive and oppressive social 
relations that contribute to the formation of their practical identity. Christman (2004) 
defends the autonomy of those who, for religious or ideological reasons, authentically 
embrace subservient relationships. Mackenzie (2008) defends weak relational 
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autonomy, in contrast to Oshana, arguing that, to exercise autonomy, the social 
environment should facilitate intersubjective recognition, which constitutes an 
affective attitude towards oneself.  
 I adopt Mackenzie’s (2008) account of autonomy because I believe that those 
social relationships that do not provide a person with the recognitive basis necessary 
to sustain their affective attitudes towards themselves are inimical to autonomy, rather 
than advocating the strong idea that oppressive social conditions undermine 
autonomy or even the idea that a person is autonomous insofar as they adequately 
reflect on social conditions and embrace them. 

6.2.1.3. Personal Autonomy 

Instead of discussing moral autonomy, Rössler (2005) focuses on personal autonomy, 
referring to it as general personal self-determination concerning how a person wants 
to lead their life. A person must be able to ask themself practical questions about how 
they want to live, what sort of person they want to understand themself as, and what 
kind of life is good for them. Additionally, a person must be able to make decisions 
from this perspective and live in accordance with such decisions. Instead of reflecting 
on the reasons for actions, a person must reflect on their own life. To ask oneself 
practical questions and to live accordingly is to be autonomous.  
 Three features characterise Rössler’s (2005) theory. First, unlike moral autonomy, 
personal autonomy is not exclusively bound to a strong notion of rationality. A person 
is autonomous in the sense of having their own good reasons if they can understand 
themselves as the author of an action. However, this point need not simultaneously 
mean that other people accept these reasons, nor does it imply that reasons must be 
public or shareable. A person’s choice or action incorporates personal feelings, 
obligations, memories, and biographical influences that may not appear equally 
sensible or convincing to everyone. 
 Second, regarding personal conditions, Rössler’s (2005) conception of autonomy 
consists of the genesis of desires, goals, and projects (see Section 6.2.2). As highlighted 
by Williams (1976), Kantian moral philosophy focuses on principles that apply 
universally, regardless of personal desires or the particular circumstances in which a 
person is situated. However, it is important to recognise that different people have 
different sets of desires, concerns, or projects for living their lives. It is not through 
having one’s project affirmed by anyone that the person will have earned their place 
in the world; rather, a person will have made a distinctive contribution to the world if 
their distinctive project is realised (Williams, 1976). William’s objection to Kantian 
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moral autonomy does not encompass personal autonomy, as the personal autonomy 
presented by Rössler (2005) incorporates personal elements within itself. 
 Third, Rössler (2005) also emphasises that intersubjectivity is generally intrinsic to 
the process of autonomy in various respects, concerning both the genesis of autonomy 
and the question of what aims and projects a person wants and is able to pursue. In 
this regard, Rössler extends the concept of personal autonomy to include relational 
autonomy.  

6.2.2. Three Components of Personal Autonomy 

Rössler’s (2005) analysis focuses on the necessary and sufficient components for the 
concept of autonomy. Rössler posits that an autonomous person is one who asks 
oneself the practical question, which involves considering how one is to behave in 
certain situations given certain desires, one’s own history, and one’s convictions. This 
approach means asking oneself which desires or convictions one wants to identify with, 
how to assess specific desires or preferences in their genesis, and which fundamental 
life projects are involved in the evaluation and appraisal of this identification. The 
concept of personal autonomy comprises three components: authenticity and 
identification, the history and genesis of desires, and goals and projects. I adopt these 
three necessary and sufficient components of the concept of autonomy proposed by 
Rössler (2005) as a basis for analysing autonomy, and I refine them by considering 
relational autonomy.  
 Using van de Poel’s (2009, 2013) methodology, the analysis reveals the link 
between autonomy and privacy is in the top layer of a value hierarchy. The 
connection between these values becomes more detailed by analysing the components 
of autonomy, a task undertaken in the following section. Section 6.3 discusses how 
privacy connects to autonomy by identifying privacy norms that should be met to 
promote autonomy. 

6.2.2.1. Authenticity and Identification 

The first component of the concept of autonomy is authenticity and identification. 
The authenticity condition specifies that, for a person to be autonomous, their beliefs, 
desires, value commitments, decisions, or actions must be authentically theirs, in the 
sense that they can identify with their desires, goals, and values as their own 
(Henschke, 2017; Rössler, 2005; Williams, 1976). 
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 A person is autonomous if their desires and subsequent actions are their own, 
meaning they are authentically theirs and do not feel alienated from them (Mackenzie, 
2008). To achieve this, a person must reflect on their desires, motivations, and values. 
Hence, a person must be able to, and in a position to, reflect on certain desires and, 
based on such reflections, accept, reject, or modify them. Therefore, the act of 
identification must be understood as evaluative (Rössler, 2005). There are different 
ways to establish the connection between autonomy and an agent’s identity or 
evaluative first-person perspective, for example, the reflective endorsement of one’s 
desires and values (Korsgaard, 1996) and identification with one’s will (Frankfurt, 
1971).  
 Reflective endorsement is motivated by the underlying intuition about the 
centrality of the first-person perspective. According to Korsgaard’s (1996) account of 
reflective endorsement, when an agent reflects on the things to which they are 
inclined, they can either endorse or reject the authority of those inclinations and act 
accordingly. To determine what incentives, motives, or inclinations will count as 
reasons for us, and thereby endorse them, Korsgaard (2009) argues that principles, 
specifically rational principles, are required. This argument implies that the reasons 
should be endorsed by everyone, not just by the person who considers the reasons for 
their own actions or decisions (see Section 6.2.1.1). Korsgaard claims that reason is 
born in the space of reflective distance. It is from the reasons we legislate, and our 
actions and choices, that we construct our practical identities as individual human 
agents (Korsgaard, 2009). Thus, the agent reflectively endorses their motives, 
incentives, values, and inclinations that guide their actions, which endorses their 
practical identity. Similarly, Henschke introduces the notion of ‘Self-Regarding 
Identity; I am who I perceive myself to be’, which arises from the endorsement and 
rejection of particular traits (Henschke, 2017, p. 163). 
 Frankfurt’s (1971) analysis of the concept of a person identifies a distinguishing 
mark of the human condition as the capacity to form ‘second-order volitions’ or 
‘volitions of the second order’, or as being able to take an evaluative attitude towards 
the desires that incline them to act. A person has second-order volitions when they 
want certain desires to be their will, to be identified with (Frankfurt, 1971, p. 10). 
There may also be a series of higher and higher-order desires and volitions, and a 
person might identify themselves with their desires higher than the second order. As 
Frankfurt (1971) admits, there is no theoretical limit to the length of the series of 
desires and volitions. However, he argues that when a person decisively identifies 
themselves with one of their desires, they decide to stop forming desires or volitions of 
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higher orders. Frankfurt clarifies the meaning of the verb ‘to decide’ in his paper titled 
‘Identification and Wholeheartedness’ (1987) to address the problem of infinite 
regression. Frankfurt highlights that ‘to decide’ is synonymous with ‘to make up one’s 
mind’, which is like ‘creating an orderly arrangement’ in such a way that the sequence 
of evaluation can be terminated, and the person as a whole can identify 
wholeheartedly with the decision (Frankfurt, 1987, p. 41). 
 Following the above discussion, the endorsement of one’s desires or values or the 
alignment between lower-order and higher-order elements of one’s volitions secures 
authenticity. Despite some philosophical differences between these accounts, the 
element uniting them is reflection; they emphasise an agent’s reflection on their own 
desires or wills. However, the process of establishing authenticity and identification is 
not entirely free from social influences; it occurs within intersubjective relations. 
Nevertheless, this does not mean the social conception of self and the personal 
conception of autonomy are contradictory. Autonomy requires the internal 
integration of one’s self, and since the self is constituted by social factors, a person 
acquires autonomy by reflecting on aspects of their character defined in the external 
relations they have with others (Christman, 2004).  
 Following the recognition-based relational view of Mackenzie (2008), an agent’s 
autonomy depends on intersubjective relationships that provide a basis for one’s 
recognition. Similarly, to emphasise the social and intersubjective aspects of identity, 
Henschke introduced ‘Other-Regarding Identity’, which is ‘who X perceives Y to be’, 
in which Y is another person; that is, my identity is who you perceive me to be 
(Henschke, 2017, p. 166). A person is autonomous if they can, and are in a position 
to, reflect on a practical identity or self-conception underpinned by certain affective 
attitudes constituted by society and developed in intersubjective relationships 
(Mackenzie, 2008). 

6.2.2.2. The Genesis of Desires 

Authentic identification with a desire does not necessarily guarantee a person is 
genuinely autonomous, as the desire might be a product of manipulation. A person is 
autonomous regarding beliefs, desires, value commitments, or decisions only if, were 
they to reflect on the historical process of their formation, they would learn they are 
not products of manipulation. Considering this point, the historical component 
becomes integral to the conception of autonomy. Hence, both authenticity and 
identification and the genesis of desires are sufficient and necessary components of 
autonomy (Rössler, 2005). 
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 Reflecting on the genesis of desires helps a person avoid self-deception and 
manipulation, enabling them to develop a non-manipulative relationship with 
themselves (Rössler, 2005). Moreover, concerning the intersubjective and social 
conditions under which autonomy is learned or acquired, reflecting on the formation 
of certain attitudes towards oneself is required to prevent a person becoming involved 
in oppressive and abusive interpersonal relationships. Although it might be 
demanding to be free from manipulative external circumstances in the strong sense 
defended by Oshana (1998), it is necessary in a weaker sense. A person must live in 
social conditions that do not deny them a form of recognition, as defended by 
Mackenzie (2008). Hence, reflection is necessary to prevent a person from engaging 
in social relationships that do not grant them appropriate recognition.  

6.2.2.3. Goals and Projects 

In addition to authenticity and identification and the genesis of desires, the third 
component of the conception of autonomy concerns a person’s goals and projects. To 
be autonomous, a person must have the ability and be in a position to form goals and 
design projects and to pursue these in practice (Rössler, 2005). 
 Rössler’s (2005) argument does not explicitly refer to the diachronic dimensions of 
autonomy; however, it involves conceiving of autonomy in reference to personal 
history and the genesis of desires, which has retrospective elements. The argument is 
also related to making plans about the component of goals and projects, which have 
prospective elements. Considering both retrospective and prospective elements 
endorse that autonomy (specifically the self-governing dimension of it)44 is a 
diachronic, temporally extended process. This claim is defended by Bratman (2007), 
Christman (2009), and Mackenzie (2023).  
 As Mackenzie (2023) states, one way of conceptualising the diachronic dimension 
of autonomy is Bratman’s (2007) planning account.45 In that account, the temporally 
extended structure of autonomy is defined by a person perceiving their agency as 
extending both backward into the past and forward into the future. Considering the 
past through memories and envisioning the future through intentions and plans, a 

___________________________________________________________________ 
44  According to Mackenzie, the concept of autonomy comprises three distinct but interacting 

dimensions: self-determination, self-governance, and self-authorisation (Mackenzie, 2023, p. 375). 
To avoid complexity, I do not compare the three components of autonomy presented by Rössler 
(2005) with the three dimensions of autonomy presented by Mackenzie. 

45  Mackenzie (2023) argues for the alternative account known as a narrative constitution account. 
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person establishes connections that bind their present to both their past and future. 
Mackenzie emphasises that, according to the planning account, a person establishes 
these connections and organises their activities over time by forming intentions, 
planning the means to realise those intentions, and enacting prior intentions 
(Bratman, 2007; Mackenzie, 2023). Autonomy is shaped over time by a person’s 
intentions and plans orientating their reflections. To be autonomous is to form 
intentions, make plans, and direct one’s life in accordance with those plans. 
 The temporally extended dimension of autonomy is shaped in relation to 
contingencies, social relations, and the social environment (Mackenzie, 2023). The 
contributory role of social conditions in this component of autonomy can be explained 
in two ways. First, the goals, projects, and ways of life available to a person are 
determined by specific cultural assumptions and social contexts. An autonomous 
person can reflect on how they are situated in cultural, social, and intimate contexts 
and incorporate this reflection into forming part of their goals and projects (Rössler, 
2005). Second, involvement with particular other people might be one of the kinds of 
projects that figure in a person’s life. An autonomous person can develop and sustain 
relationships with others with whom certain affective attitudes are formed.  
 The functional value of privacy is realised when a person can live their life 
autonomously. The conception of autonomy is explained precisely by analysing the 
three necessary and sufficient components. Thus, the value of privacy is understood 
as a means to protect and promote the three components of autonomy, which is the 
aim of the top layer of a value hierarchy—to explore relationships between values. 
The intermediate layer explores the relationships between privacy and autonomy by 
identifying norms that promote autonomy. 

6.3. The Layer of Norms: Norms for Promoting Personal Autonomy 

Following van de Poel (2009, 2013), the intermediate layer of a hierarchy comprises 
norms translated from the upper layer of values. Based on the previous section, the 
functional value of privacy depends on autonomy. In this section, I go beyond the 
commonly recognised norm of reflection within the three components of autonomy—
reflection on self-conception, reflection on the genesis of desires, and reflection on 
goals and projects. I specifically identify additional norms that must be met for an 
individual to be autonomous, focusing on autonomy’s components to realise the 
functional value of privacy. By delineating these norms, I explore the connection 
between privacy and each component of autonomy in detail.  
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6.3.1. Authenticity and Identification 

According to Mackenzie’s (2008) view, a person must perceive themselves as the 
legitimate source of authority over their decisions and actions. This normative 
authority is grounded in one’s attitudes towards themselves, which are intertwined 
with interpersonal relationships and the social structures of mutual recognition 
(Mackenzie, 2008). Consequently, promoting autonomy involves fostering the 
interpersonal and social conditions necessary for its development and exercise. 
Furthermore, to foster autonomy, social circumstances should provide a basis for 
recognition that enables a person to realise their autonomy. 
 To promote autonomy, regarding relational autonomy, which emphasises that 
autonomy is developed and sustained intersubjectively, a person must be able to 
situate themselves in a network of intersubjective relationships governed by various 
social norms, in which they see themselves in different roles, such as a friend, 
colleague, and wife. Moreover, as Mackenzie (2008) argues, for a person to be 
recognised within their social network, a series of interconnected obligations on the 
part of the social network must be fulfilled. These obligations include treating a person 
as someone with a conception of themselves and for whom certain things matter, as 
well as understanding the subjective perspective regarding one’s situation. 
 To explore the relationships between privacy and autonomy, moving away from 
the conceiving of autonomy as detachment from social life to viewing it as socially 
embedded helps to explain privacy discourses. Scholars in privacy studies who 
recognise relational or social autonomy have argued that not only does privacy protect 
autonomy by preserving engagement in social interactions, but it also facilitates the 
social relationships required for a person to be able to exercise their autonomy (Rössler 
& Mokrosinska, 2013). 
 In philosophical literature, privacy is commonly defined as control over access to 
oneself or one’s information (Rössler, 2005; Westin, 1967). A person who has control 
over their information can determine what they disclose to others and what they 
conceal from them. Given that relationships between people can be differentiated 
according to the degree of personal information they share, the ability of individuals 
to disclose and conceal information to and from others enables them to form various 
social relationships. Hence, privacy serves to regulate and facilitate the enactment of 
social relationships (Rössler, 2005; Rössler & Mokrosinska, 2013).  
 In accordance with Rachels’s (1975) perspective, Rössler and Mokrosinska (2013) 
highlight that informational management within relationships comprises two aspects: 
a subjective aspect, linked to an individual’s ability to control information, and an 
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intersubjective aspect imposed by the type of relationship. Intersubjectively shared 
standards grounded in the purpose of social relationships determine the relevance of 
information to those relationships. What others, such as students or bankers, know 
about me is largely determined by the specific kind of relationship I am engaged in 
and the roles assumed within that relationship. Therefore, privacy involves an 
individual’s control over access to information, with the degree of control the 
individual possesses depending on the character of the social roles they perform and 
the nature of the social relations in which they participate (Rössler & Mokrosinska, 
2013).  
 Privacy is understood as a means of promoting a person’s autonomy by fostering 
various social relationships and cultivating the social conditions required for the 
development and exercise of autonomy. Therefore, norms aimed at promoting 
autonomy, considering the first component of autonomy (i.e., authenticity and 
identification), involve, first, that individuals should have control over others accessing 
their information to maintain different social relationships. This control enables 
individuals to decide whether to disclose some information to certain people or 
conceal it from others. Second, individuals should be aware of the type of relationships 
they will be involved in to decide which information to share. Third, as mentioned 
earlier in this section about the intersubjective aspect of privacy, social circumstances 
should provide a basis for one’s recognition by others in intersubjective relationships.  

6.3.2. The Genesis of Desires 

The historical component of the conception of autonomy is necessary to prevent a 
person from falling into self-deception and manipulation, enabling them to escape the 
external circumstances that underpin destructive attitudes towards themselves. Unlike 
Oshana (1998), who maintains the strong view that a person must be free from 
manipulative external circumstances to be autonomous, and unlike Christman (2004), 
who argues that, in certain circumstances, we may accept a desire or approve certain 
ways of acting or behaving even once we understand they resulted from manipulation, 
Mackenzie’s (2008) view posits that those social circumstances that erode one’s 
normative authority over their decisions and actions compromise autonomy.  
 Manipulation involving personal information might occur in two cases. First, 
manipulation arises when personal information about an individual is used in a way 
that prompts that person to take a particular action. The case I am discussing is similar 
to those instances in which a company, having accumulated significant private data 
on a person, uses this information to manipulate them, for instance, through targeted 
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advertising. Although manipulation can also occur in cases in which a person is forced 
to do things they might not otherwise do, such as in blackmail cases, these cases differ 
from the ones to which I refer. The manipulation I discuss here occurs because of the 
detailed information others have obtained about a person, not because of 
disinformation.    
 Second, manipulation might arise from software and user interface designs that 
afford certain actions, particularly the act of sharing personal information. These 
designs can manipulate a person by triggering cognitive biases, leading them to 
divulge more information than they intend to. One strategy to manipulate a person 
in this way is to present the information—about what happens to shared data and 
who accesses them—in such a way, both in terms of content and design, that it 
prompts them to share personal information they would not otherwise disclose. 
 As highlighted by Nissenbaum (2010), the relationship between privacy and 
autonomy is not restricted to one’s ability to reflect on principles of actions and having 
the freedom to act according to them. The relationship also involves one’s ability to 
carry out those actions without being manipulated by others or circumstances, which 
can influence the shaping of one’s choices and actions (Nissenbaum, 2010). In the first 
case, the manipulation that deprives one’s autonomy occurs due to the absence (or 
invasion) of one’s privacy. In this regard, privacy is required to mitigate the problem 
of manipulation. A person can only exercise control over their personal information 
when they know what is being done with their information,46 meaning they will be 
less susceptible to such manipulation.  
 In the second case, the person is exposed to information that triggers a specific 
cognitive bias, known as the metacognitive decision-making process (see Section 
6.4.2), manipulating them into sharing their personal information (Waldman, 2020). 
To prevent manipulation that erodes one’s autonomy, measures should be taken to 
prevent system designers or developers from providing information that triggers 
cognitive biases. The content of the information presented in privacy notices and how 
it is presented are important (see Sections 6.1 and 6.4.3) for preventing manipulation 
and, ultimately, protecting one’s autonomy.  
 Based on the two cases discussed above, two norms related to the historical 
component of autonomy regarding the mitigation or prevention of manipulation are 
derived. First, a person should be able to exercise control over their information to 
become less susceptible to manipulation. Second, the action of sharing personal 

___________________________________________________________________ 
46  For more information about the relationship between privacy and purpose, see Asgarinia (2023). 
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information should be guided by one’s intention or authentic desires rather than being 
caused by (external) factors triggering certain cognitive bias; the action of sharing 
should be formed by this reflective process rather than being a mere reaction to the 
conditions prompting a person to share their information. Thus, privacy notices (see 
Sections 6.1 and 6.4.3) should prevent a person from being trapped by cognitive bias, 
thereby avoiding the unintended divulgence of their information. 

6.3.3. Goals and Projects 

The third component of the conception of autonomy, according to Rössler (2005), 
emphasises that, to be autonomous, a person must be able to form goals and design 
projects by considering the social context in which they are situated and including the 
development of relationships with others. Furthermore, being autonomous is not 
solely about the ability to form intellectual plans; rather, an autonomous person can 
pursue their goals and projects in practice as well.  
 Regarding Bratman’s (2007) planning account, autonomy is developed over time 
through a temporally extended process that involves the formation of intentions, the 
planning of means to realise those intentions, and the enactment of prior intentions 
that guide deliberation. To guide deliberation effectively, intentions and plans must 
meet certain norms, specifically means-end coherence. Means–end coherence helps 
guide deliberation by concentrating one’s planning activities. For example, if a person 
aims to achieve an end, such as improving their fitness, this requires them to figure 
out the best means of doing so, meaning it is necessary to develop plans and subplans 
(Mackenzie, 2023).  
 Regarding the sharing of personal information using PIMS, if a person intends to 
share such information as part of a plan, perhaps to enhance their health, they should 
assess whether PIMS is an effective means for achieving that end. PIMS, which 
enables a person to share their information, is an effective means to realise their end 
if the purpose for which the information is collected using the system aligns with the 
person’s intended purpose. For a person to decide whether PIMS coheres with their 
goals, privacy notices embedded in the system should clearly state the purpose for 
which information is collected; for example, the collected information is fed as input 
into an ML model developed to detect a disease, helping individuals to decide about 
whether to use PIMS as a means to realise their goals (see Section 6.4.3). 
 Moreover, individuals should be able to assess and consider different alternatives 
for sharing information and choose the one that aligns with their objectives. Based on 
these alternatives, individuals can make meaningful decisions about sharing their 
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information for specific purposes. Thus, privacy choices (see Sections 6.1 and 6.4.3) 
should enable a person to pursue their own choices. 
 Section 6.3 explored the second layer of the hierarchy, focusing on the norms 
translated from the upper layer of values. This section specified the norms that must 
be met for a person to be autonomous based on the three components of autonomy. 

6.4. The Layer of Design Requirements: Design for the Value of Privacy 

Having outlined the norms in the second layer, the final step is to translate these norms 
into design requirements, comprising the lowest layer of the hierarchy. As I mentioned 
in Section 6.3, reflection is a common norm among the three components of 
autonomy, encompassing reflection on self-conception, reflection on the genesis of 
desire, and reflection on goals and projects. Therefore, a deliberate approach to 
designing for reflection is required to align with these overarching norms. Terpstra et 
al. (2019) suggest that designing for reflection can enable individuals to reflect. 
 As highlighted by Terpstra et al. (2019), reflection can be triggered by the 
introduction of friction.47 These scholars emphasise that deliberately incorporating 
friction into a design enables individuals to escape the habits of thought and behaviour 
to reflect critically on their actions and decisions. Friction is commonly understood as 
anything that obstructs a user in the completion of the tasks they typically perform 
without conscious thought, thereby instigating reflective thinking. Designers can 
embed friction into their designs by pre-emptively discerning a user’s habitual 
behaviour and devising strategies counter to it (Terpstra et al., 2019). Mackenzie 
(2000) highlights that representational or imagistic thinking is integral to the process 
of self-reflection and deliberation. Representational imagining can open up a space 
within which a person can step away from their habitual modes of understanding 
themselves and their relationships with others. Within this mental space, a person can 
explore different possibilities for themselves. At its core, the ability to imagine 
ourselves in different ways plays an important role in practical reflection and 
deliberation about the self (Mackenzie, 2000). 
 Regarding the above discussions, friction can be used to trigger imagination, 
enabling a person to reflect on their desires, actions, decisions, and what matters to 
them. Thus, friction, understood as affording reflection and imagination, is a way of 
promoting autonomy. For instance, friction can be achieved by asking specific 

___________________________________________________________________ 
47  The way Terpstra et al. (2019) refer to friction differs from ‘ontological friction’ defined by Floridi as 

the forces that oppose the information flow within the infosphere (Floridi, 2005, p. 186). 
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questions that prompt individuals to imagine themselves in certain situations in the 
present or even the future, while sharing their information with others. The inclusion 
of specific questions is a high-level requirement for incorporating friction (to trigger 
imagistic thinking) into design. The specific content of such questions, the ways they 
are presented, and the provision of explanations to users regarding why such questions 
are asked necessitate empirical investigation.  
 In addition to designing for reflection to meet the common norm in the three 
components of personal autonomy, the norms identified in Section 6.3 need to be 
translated into design requirements, which is the focus of the remaining sections.  

6.4.1. Authenticity and Identification 

The norms related to promoting autonomy concerning its first component (i.e., 
authenticity and identification) are that individuals should have control over access to 
their information; they should be aware of the types of relationships they are involved 
in to share their information accordingly; and the social network people participate 
should treat them as people for whom certain things matter, for example, which pieces 
of their personal information are shared with whom for which purpose. In this section, 
these norms are translated into design requirements.  
 Privacy regarding control over access to information protects against unwanted or 
unauthorised access to information (Rössler, 2005). Given that unauthorised access to 
one’s information leads to a loss of control and infringement of one’s privacy, the 
sufficient condition—though not necessarily a necessary one—for losing control is 
unauthorised access. A measure to ensure a person maintains control over their 
information involves restricting unauthorised access to that information. Encryption 
is a valuable measure for protecting the sharing of information from unauthorised 
access. Employing encryption to protect privacy was proposed by Miller and 
Bossomaier (2021). Encryption works by converting data into a code that can be 
deciphered only by individuals who possess the correct decryption key. When data are 
encrypted, even if they are intercepted by a third party, that party should not be able 
to understand or make use of them without the decryption key (Coron, 2006). 
 To fulfil the next two norms, which share the intersubjective element, I suggest 
using contracts, which identify the purpose of sharing information and the person or 
parties with whom that information will be shared, as well as providing instructions 
for caring for the data (Christidis & Devetsikiotis, 2016). The purpose of contracts in 
contexts in which information is shared is to record how parties care about shared 
personal data and to serve as a reference to guide parties’ activities. The contract 
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emphasises factors such as how caring about shared data matters for the person who 
shared them and how receivers care for something senders (or data subjects) care 
about. These aspects allow for a distributed consensus on a transaction and the sharing 
of data, ultimately facilitating mutual recognition. 
 PIMS should implement measures to restrict unauthorised access by third parties 
seeking to process user data. This system ensures that, even if an unauthorised third 
party gains access to encrypted data, they cannot decipher them without the proper 
cryptography key. Moreover, PIMS should execute contracts (or smart contracts). 
One way of meeting the needs of contracts and utilising encrypted data is through the 
use of blockchain. Blockchain is a technology using cryptographic hash functions to 
store and distribute sensitive data (Hölbl et al., 2018; Khezr et al., 2019), and it has a 
feature that can execute smart contracts (Christidis & Devetsikiotis, 2016); therefore, 
PIMS should employ blockchain to fulfil the aforementioned norms. 

6.4.2. The Genesis of Desires 

The two norms described in Section 6.3.2 are associated with the historical 
component of the conception of autonomy. First, a person should be able to exercise 
control over their personal information to be less susceptible to manipulation. This 
norm necessitates that a person should know what is being done with their personal 
information. Second, the act of sharing information should be guided by one’s 
intentions or authentic desires rather than being caused by or reacting to external 
factors. One way to realise this norm is to design privacy notices to prevent certain 
cognitive biases. These biases might otherwise manipulate individuals into 
unintentionally sharing their personal information. The design requirements derived 
from the control norm—which necessitates awareness of the purpose for which data 
are collected—are detailed in Section 6.4.3. This section outlines the design 
requirements associated with the second norm. 
 Platforms usually employ design tactics to manipulate users into disclosing more 
information than they initially plan to share, sustaining an information-driven 
business model.48 This manipulation frequently arises from implementing what are 
commonly referred to as ‘dark patterns’ in platform design. Designers employ such 
patterns to coerce and deceive users into disclosure and to trigger cognitive biases that 
prompt users to divulge information they might otherwise withhold (Waldman, 2020). 

___________________________________________________________________ 
48  For more information on surveillance capitalism, see Zuboff (2019). 
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 Using dark patterns can trigger a cognitive bias known as the metacognitive 
decision-making process (Waldman, 2020). This bias hinders individuals’ abilities to 
make choices that align with their preferences. When individuals encounter 
challenging decisions, some interpret the complexity as an indication of its 
importance, motivating them to engage in thoughtful deliberation when making 
choices. However, when individuals view difficulty as a signal that the task is 
impossible, they tend to be more likely to give up on their choices. This second 
approach indicates that, when individuals face challenges in making choices about 
sharing their personal information due to complex notices, as many often do, they 
become more inclined to avoid limiting the disclosure of their information (Waldman, 
2020). Designing to promote the metacognitive decision-making process can lead to 
the manipulation of users, prompting them to share more information than they desire 
or intend to. 
 To design PIMS to counter dark patterns, designers should present information 
using a plain and transparent design and language, encouraging users to make 
decisions by reading notices. To achieve this aim, designers must provide meaningful 
notices that are concise and easily understood by the majority of individuals, not just 
legal experts. Transparent design methods, such as using tables with appropriate fonts 
and colours (as explained in Section 6.1), can aid in this effort. Moreover, designers 
need to encourage users to manage their privacy by providing feedback that clearly 
illustrates how user choices impact the real world. As privacy choices are a process, 
the system must offer clear and timely feedback that reflects the most recent user 
actions, indicating that privacy settings have been modified in accordance with their 
latest choices (Feng et al., 2021). 

6.4.3. Goals and Projects 

At this stage, the specific norms concerning goals and projects should be translated 
into design requirements. These norms encompass two key aspects: first, individuals 
should be made aware of why their personal information is collected and shared with 
others; and second, individuals should be able to assess and consider different 
alternatives for sharing information, and based on this assessment, they should choose 
and pursue their goals. The effective (in the sense of the information provided to 
individuals about the data collected about them and their usage) design of the notice 
fulfils the first norm, and the efficient (in the sense of enabling individuals to manage 
their own privacy preferences and interests) design of the choice aids in realising the 
second norm. 
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 The effective design of notices discourages users from habitually accepting the 
notices without considering their content, helping users pay attention to data 
practices. The content, presentation, inclusiveness for different audiences, and 
integration of notices into PIMS are all crucial factors for achieving effective notices. 
Regarding content, well-designed notices should notify individuals about the data 
practices of PIMS. This aspect includes specifying what data are being collected about 
individuals, for which purposes, with whom they are shared, why, and how long they 
are stored (Schaub et al., 2018). Furthermore, information should be presented in a 
manner that effectively and transparently communicates these data-collection and 
data-sharing purposes to individuals, helping them to decide about sharing their 
information. When the purpose is clearly stated in the notice, users are aware that, by 
sharing their information, they can achieve their desired outcome. Notices should also 
inform users about the options available to control or prevent certain data-sharing 
practices.  
 For the effective design of notices, the audience and how the notices are presented 
should be considered. Regarding the audience, effective notices need to consider a 
wide range. Notices are typically conveyed through text, images, or icons, and it is 
important to incorporate auditory methods to inform the visually impaired 
community. Notices are often presented separately and detached from the individual’s 
interaction with the system, such as being placed at the bottom of a page. However, 
to maximise the effectiveness of a design, notices should be seamlessly integrated into 
PIMS, so individuals do not need to seek them out but encounter and engage with 
them as part of their interaction with the system and read them (Schaub et al., 2017).  
 In addition to the design of notices, the design of choices should be structured to 
provide individuals with control over certain aspects of data practices and 
accommodate diverse user preferences. Rather than presenting a binary choice design 
that restricts individuals’ abilities to express their preferences, designers should employ 
multiple choices. For example, mobile platforms, such as Android and iOS, offer users 
various ways to decide how they want to allow apps to access the location data 
collected by their devices, including ‘always’, ‘while using the app’, ‘never’, and, more 
recently, iOS has introduced ‘just once’ (Feng et al., 2021). If the different options are 
clearly explained, they do not create a cognitive load for people to follow and 
understand what each option means, meaning it is less confusing for people to decide.  
 Individuals should also have the opportunity to negotiate their decisions and 
choices, refining how and why their shared information can be used, specifying who 
can receive the shared information, or adjusting the level of information they share 
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(Schaub et al., 2018). The goal should be to provide individuals with the means to 
pursue their specific aims instead of presenting them with a binary choice of take-it-
or-leave-it.  
 Timing can significantly influence the effectiveness of a notice, impacting how 
individuals engage in decision-making. One potential relationship between notice and 
choice is integration, wherein the system communicates notices to individuals either 
simultaneously or sequentially. For instance, one option for the integrated approach 
is just-in-time notifications, in which privacy choices are presented to individuals when 
a particular data practice is about to occur, often integrated within relevant privacy 
notices. For example, when a mobile application seeks to access specific data, such as 
location on a mobile device for the first time, the mobile platform asks the user for 
permission through a pop-up dialogue box (Feng et al., 2021). 
 Notices and choices can follow dynamic consent approaches while employing 
strategies to avoid consent fatigue. Dynamic consent is a strategy developed to 
facilitate the consent process and the ongoing communication between researchers 
and research participants (Budin-Ljøsne et al., 2017). However, a high frequency of 
interaction with individuals, overburdening them with too much information each 
time, can be cognitively draining and counterproductive, leading to consent fatigue. 
To remedy this fatigue, four measures can be taken. First, prior to the collection of 
personal data, the lawful basis for processing must be identified by the entities or 
agents collecting the data. Second, consent from individuals is obtained in cases in 
which the processing of personal data is likely to pose risks to the rights and freedoms 
of individuals. Third, instead of requesting systematic (re-)consent, transparency 
should be improved. Finally, a privacy label should provide the required information 
in an easily understandable manner, making privacy notices easier to read 
(Montezuma & Taubman-Bassirian, 2019). 
 Section 6.4 discussed incorporating design for reflection into PIMS to realise the 
common norm of reflection associated with the three components of personal 
autonomy. To achieve the specific norms of the three components, consideration 
should be given to designing a system to prevent unauthorised access, to counter dark 
patterns, and to employ effective and efficient notices and choices in the design of 
PIMS. Furthermore, this section has demonstrated that the notice and choice design, 
translated from norms relevant to the component of goals and projects of autonomy, 
is more detailed than the one focused solely on privacy policies.  
 A summary of Sections 6.2–6.4, each dedicated to a different layer of a value 
hierarchy, is illustrated in Figure 6.1. The values are in dark grey in the top layer, and 
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the connection between the instrumental value of privacy and the three components 
of autonomy is depicted in this layer. The middle layer is dedicated to the norms 
associated with each component of autonomy, displayed in light grey. Since reflection 
is a common norm, it appears in each component. The bottom layer is dedicated to 
the design requirements (in white) derived from the translation of the norms. Although 
some design requirements are linked immediately to the upper level—for example, 
imagination can be triggered by friction—in some cases, there is no immediate link; 
for instance, the inclusiveness of the audience is connected to the effective notices 
placed two levels above it.  

 
Figure 6.1. Possible Values Hierarchy for Privacy 

6.5. Conclusion 

This research proposed design requirements for embedding the value of privacy into 
PIMS. To achieve this goal, a three-layered value hierarchy was constructed. The first 
layer, dedicated to values, elucidated the connection between privacy and personal 
autonomy; privacy is functionally valuable for the sake of autonomy. In accordance 
with the three components of autonomy, namely authentication and identification, 
the genesis of desires, and goals and projects, the functional value of privacy was 
discussed. The second layer, dedicated to norms, identified commons and specific 
norms concerning the components of autonomy, considering that the value of privacy 
is realised when a person’s autonomy is protected or promoted. In the third layer, 
design requirements were derived by translating the identified norms. Regarding the 
common norm, the design for reflection should be incorporated into PIMS. 
Concerning the specific norms, designing to prevent unauthorised access, to counter 
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dark patterns, and to provide effective and efficient notices and choices related to the 
three components of personal autonomy, respectively, should be considered in the 
design of PIMS. The findings from this study contribute to the literature on privacy 
by design, emphasising the incorporation of value into the design of PIMS and 
elevating it beyond mere legal compliance and privacy policy adherence throughout 
the system-development lifecycle. 
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Chapter 7:  Conclusion 

This dissertation had an overarching concern regarding privacy and machine 
learning-based artificial intelligence (ML-based AI). To address this concern, the study 
adopted a privacy impact assessment (PIA) as the overall methodology, which 
encompasses analytical, legal, and technical stages. Accordingly, this dissertation was 
divided into three parts, each corresponding to one stage of a PIA. This dissertation 
conducted analytical investigations into privacy and ML-based AI to respond to the 
first research question (RQ): RQ1. ‘How does an AI system affect privacy?’ Moreover, 
the legal investigations responded to RQ2. ‘How effectively does the General Data 
Protection Regulation (GDPR) assess and address privacy issues concerning both 
individuals and groups?’ Finally, the technical investigations aimed to respond to 
RQ3. ‘How can the value of privacy be embedded into systems?’ 
 The analytical investigations filled the gap in the literature regarding how 
inference impacts privacy. Through legal investigations, this dissertation highlighted 
the limitations of the GDPR in addressing privacy issues about groups designed by 
algorithms (clustered groups) and individuals as members of a group, and it further 
suggested how to mitigate those issues. Finally, this dissertation conducted technical 
investigations to propose design requirements to embed the value of privacy into 
systems.  
 This chapter is structured into three sections. Section 7.1 summarises the findings 
of this dissertation by referring to the main RQs, sub-questions (SQs), and 
corresponding responses. Section 7.2 highlights the limitations of this dissertation. 
Finally, Section 7.3 suggests recommendations for future research. 

7.1. Overview of Research Findings 

To address the gap in the literature concerning the impact of ML-based AI, with a 
particular focus on inference and privacy, and to highlight the limitations of the 
GDPR in addressing privacy issues, along with proposing requirements to be 
considered when designing systems to protect privacy, this dissertation was divided 
into three parts. Each was dedicated to a specific goal that was aligned with these 
overarching objectives.  
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Part I 

Part I of this dissertation concerned the analysis of the impacts of ML-based AI on 
privacy, with a particular focus on inference. The main RQ that I articulated in this 
part is RQ1: ‘How does an ML-based AI system affect privacy?’ I considered inference 
to include inferred information, AI models’ performance, and access to information 
uncovered by an AI model. Moreover, I distinguished between two aspects of privacy: 
descriptive (i.e., concerning the definition of privacy) and normative, and I further 
divided the normative aspect into the value of privacy and the right to privacy. 
Accordingly, I articulated three SQs, each related to inferred information and the 
definition of privacy, the AI model’s performance and the value of privacy, access to 
information uncovered by an AI model and the right to privacy. After discussing the 
responses to the SQs, I return to RQ1. 

SQ1: How does inferred information affect the definition of privacy? 

In chapter 2, I focused on the most recent descriptive accounts of privacy: source 
control by Menges (2020a, 2020b) and actual access by Macnish (2018, 2020). I 
examined these accounts regarding inferred information and argued that specific sets 
of inferred information present counter-examples to these accounts; it was therefore 
necessary to revise them to interpret such cases correctly.  
 The initial definition of the source control account of privacy (Menges, 2020a, 
2020b) states that ‘A’s privacy is lost iff: A has lost source control over the personal 
information P about agent A, if information flows at all’. However, this account does 
not correctly consider cases of ‘information inferred from once-private information 
that A has intentionally shared but which does not count as a piece of information 
that A intended to share’. To address such counter-examples, I revised the initial 
definition to include the loss of source control over personal information ‘due to the 
action(s) of agent B, who obtains or infers information contrary to A’s preferences’. 
 In parallel, the initial definition of the access account of privacy (Macnish, 2018, 
2020) states that ‘A’s privacy is lost iff: B actually accesses personal information P 
about A’. Yet, this account also fails in cases of ‘information inferred from once-private 
information that A has intentionally shared and which itself counts as a piece of 
information that A intended to share’. In response, I revised the initial definition to 
include the consideration ‘B has reason to think that A intends to keep it private’ when 
describing that B actually accesses personal information. 
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 Ultimately, my comparative analysis demonstrated that, although the revised 
versions of the descriptive accounts of privacy differ in their underlying rationales, 
they are extensionally equivalent. That is, the two formulas arrive at the identical 
result in the same instances: a loss of privacy. Metaphorically, the differences between 
them can be explained by referring to different sides of the same mountain. 
 In conclusion, inferred information challenges the current definition of privacy, 
and my revisions provide a more comprehensive understanding of privacy loss 
regarding inferred information. This exploration addressed SQ1 by showing how 
inferred information necessitates a nuanced approach to defining privacy. 

SQ2: How does the performance of an AI model affect the social value of privacy?  

In Chapter 3, I argued that the performance of AI models—specifically, their 
accuracy—is crucial in maintaining trust, and thereby in constituting privacy as a 
social value. Drawing on the insights of Waldman (2015), I argued that privacy is a 
social value constituted by interactions between different individuals based on trust. 
This emphasises the role of a person acting as the trustee (that is, the one who is 
trusted) in constituting privacy. A person (B) who employs an AI system to respond to 
another person’s (A) question (p) is trustworthy iff they fulfil the norms of trust. One 
norm that B must fulfil to be trustworthy is competence (Hawley, 2019). B is 
competent only if they are ex post justified in believing whether p. I argued that 
justifying the computational belief involves either B themselves testing and gaining 
inductive support for the accuracy of the instrument, or the developer of the ML 
model testifying to some level of accuracy for the model. Therefore, I concluded that 
the justification of B’s belief that p partly relies on the accuracy of the AI model.  
 In conclusion, accuracy is a feature of an AI model’s performance that contributes 
to the justification of B’s belief in p. Given that being justified in believing what the 
instrument delivers is required for B to be competent in what they assert, the accuracy 
of an AI model affects B’s competence. Trustworthiness requires competence, and so 
an AI system impacts trust relationships between A and B. Since privacy is constituted 
by trust-based relationships, the effects of an AI system on trust impact privacy, as 
well. As trust requires an accurate AI system, privacy does also. In this way, I 
emphasised not only the role of the trustee, but also an AI system, which enables the 
trustee to adhere to trust norms while constituting privacy.  
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SQ3: What impact does accessing information uncovered by AI models have on the 
privacy of groups, and how can group privacy be respected? 

 In Chapter 4, I argued that accessing certain pieces of anonymous information 
about a clustered group, thus enabling the group to be easily identified and targeted—
which would likely be used to harm the group in morally objectionable ways—harms 
the privacy of the group.  
 To protect the group privacy, I proposed that limitations be imposed regarding 
access to such information. The predominant approach, as seen in the work of 
scholars (e.g., Floridi, 2014, 2017; Mantelero, 2017;  and van der Sloot, 2017) 
advocates for the recognition of a right to privacy for the group. Correspondingly, the 
group right to privacy places a duty on others, for example, private companies, 
institutions, and governments, to refrain from accessing such information. However, 
in this chapter, I argued that a clustered group cannot have a right to privacy. I 
suggested that the moral principle of protecting the vulnerable can be employed to 
protect group privacy. As a result, I concluded that the duty to respect group privacy 
is not entailed in the group right to privacy, but rather in the moral principle of 
protecting vulnerable groups within an ethics of vulnerability. 
 My argument demonstrating that clustered groups cannot have a right to privacy 
had two premises; they are presented below. 
 First, drawing on Raz’s (1988) and Réaume’s (1988) respective concepts of 
inherent public and participatory good, I argued that clustered group privacy cannot 
be conceived of as either an inherent or a participatory good. As a result, if there is a 
right to clustered group privacy, that right cannot be either a collective or a corporate 
right. 
 Second, Raz (1988) and Newman (2004) argue, respectively, that group rights 
protect or further certain aggregative and non-aggregative group interests. I 
maintained that a clustered group cannot have either aggregative or non-aggregative 
interests in clustered group privacy. As a result, a cluster group cannot have the kinds 
of interests required to establish a group right. I therefore concluded that, on these 
approaches, a cluster group cannot have a right to privacy. 
 In conclusion, to protect clustered group privacy, I suggested the moral principle 
of protecting the vulnerable (Goodin, 1986) within an ethics of vulnerability that can 
be employed to articulate obligations to limit access to certain pieces of information 
about a clustered group. 
 Having responded to the SQs, I return to RQ1. To address RQ1, I summarise 
insights that resulted from answering SQ1-SQ3.  
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RQ1: How does an ML-based AI system affect privacy? 

1. Effects of inferred information on the definition of privacy: SQ1 examined how 
inferred information affects the definition of privacy. My analysis revealed that 
inferred data presents significant challenges to current definitions of privacy. The 
definitions have been revised to interpret cases involving different sets of inferred 
information correctly as a loss of privacy. 

2. Impacts of an AI model’s performance on the social value of privacy: SQ2 focused 
on the impact of an AI model’s performance on the social value of privacy. I 
argued privacy as a social value, which is constituted in the social context of 
intersubjectivity based on trust, is affected by an AI model’s performance. The 
accuracy of these models affects the social value of privacy. 

3. Impacts of accessing information uncovered by an AI model on the privacy of 
groups: SQ3 addressed the impact of accessing information uncovered by an AI 
model on group privacy. My findings indicated that accessing specific anonymous 
information about clustered groups raises significant concerns about the privacy 
of these groups. I proposed that while the right to privacy cannot be recognised 
for such groups to impose limitations on accessing the information, but the 
principle of protecting the vulnerable can. 

 
In conclusion, ML-based AI affects the descriptive (i.e., the definition of privacy) and 
normative (i.e., the value of and the right to privacy) aspects of privacy in multifaceted 
ways: it challenges the current definitions of privacy, influences its social value, and 
raises new concerns regarding the privacy of groups. 

Part II 

The second part of the dissertation was dedicated to legal investigations aimed at 
highlighting the limitations of the GDPR in addressing privacy issues and providing 
suggestions to mitigate those issues. The RQ that I articulated to be addressed in this 
part was as follows: 

RQ2: How effectively does the GDPR assess and address privacy issues concerning 
both individuals and groups? 

In Chapter 5, I answered this question by examining privacy issues concerning two 
different cases: first, cases in which a person is targeted as a member of a group, and 
second, cases in which a group as a whole is targeted for policies and decision-making. 
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In the first case, I argued inferring group characteristics to identify a person threatens 
the privacy of the person, as the person might intend to keep that information private, 
or the information may be inferred contrary to the person’s preference. In the second 
case, I argued accessing certain information about a group that might provide others 
with information to target the group in morally objectionable ways raises concerns 
about the privacy of the group.  
 I argued that the GDPR cannot address the identified privacy issues, as the scope 
of privacy and data protection is limited to personal information and does not consider 
information ascribed to or inferred from personal information within that scope—
concerning the first case. Moreover, since the GDPR merely focuses on protecting 
pre-existing, intuitive groups, such as ethnicity and race, it does not consider groups 
that are designed algorithmically—concerning the second case.  
 Consequently, I concluded that the GDPR has limitations with respect to 
protecting individuals as members of a group and the group itself. To address these 
limitations, I suggested expanding the scope of information protected by the right to 
privacy and data protection to include information primarily attributed to a person 
because of their membership in a specific group and to broaden the scope to consider 
inferred data, as well. Moreover, I recommended establishing principles to respect 
group privacy and protect vulnerable clustered groups. 

Part III 

The third part of this dissertation was dedicated to technical investigations that 
proposed design requirements for protecting privacy in systems by embedding privacy 
into the design of those systems. This part responded to the following RQ: 

RQ3: How can the value of privacy be embedded into systems? 

In Chapter 6, drawing on van de Poel’s (2013) notion of a value hierarchy, I focused 
on a hierarchical structure of values, norms, and design requirements, according to 
which, to incorporate a value into a system, that value must be translated into tangible 
design requirements derived from the translation of norms. Accordingly, to respond 
to RQ3, I argued that a value hierarchy for privacy must be constructed in which the 
value of privacy is translated into norms, and design requirements are formulated 
based on the translation of norms. In this chapter, the hierarchy was constructed in 
three stages: first, conceptualising the value of privacy; second, identifying norms 
translated from the value of privacy; and third, articulating design requirements 
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through the translation of norms. The design requirements derived from the following 
stages intentionally embed the value of privacy into systems. 
1. Conceptualising the value of privacy: In the top layer of the value hierarchy, I 

discussed the instrumental value of privacy in connection with one’s autonomy; 
privacy is understood as a means to an end for autonomy. Given the significance 
of autonomy in conceptualising the value of privacy, I analysed autonomy, 
adopting Rössler’s (2005) account of personal autonomy, with reference to 
intersubjective relations and social conditions (Mackenzie, 2008). Rössler defines 
an autonomous person as one who asks themselves practical questions and 
attempts to live accordingly. Rössler identifies three components of the concept of 
autonomy: authenticity and identification, the history and genesis of desires, and 
goals and projects. Thus, the instrumental value of privacy is realised when the 
three components of autonomy are protected and promoted. 

2. Identification of norms translated from the value of privacy: In the middle layer of 
the hierarchy, I identified specific norms aimed at promoting and protecting the 
three components of autonomy.  

3. Articulation of design requirements through the translation of norms: In the lowest 
layer of the hierarchy, I proposed design requirements intended to embed the 
value of privacy into systems. 

 
The specific norms and design requirements related to each component of the 
conception of autonomy are detailed in Table 7.1. 
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Table 7.1. Specific Norms and Design Requirements 
Components of 
the value of 
autonomy 

Norms Design requirements 

Authenticity 
and 
identification 

• Exercising control over 
personal information to 
establish and maintain various 
social relationships 

• Being aware of the types of 
relationships a person is 
involved in, which helps them 
decide which part of their 
information to share 

• Considering social 
circumstances that provide a 
basis for forming affective 
attitudes towards themselves 

• Design to restrict 
unauthorised access 
by implementing 
encryption 

• Consider the 
execution of contracts 

• Employ blockchain 
technology to apply 
encryption and fulfil 
contract needs 

 

History and 
genesis of 
desires 

• Enabling a person to exercise 
control over their personal 
information to become less 
susceptible to manipulation 

• Preventing manipulation to 
enable a person to share their 
personal information as 
intended 

• Design for effective 
notices 

• Design against dark 
pattern to prevent 
certain cognitive 
biases occurring 

Goals and 
projects 

• Enabling a person to 
contemplate and evaluate 
different alternatives for 
sharing information 

• Providing a person options to 
choose the one that aligns with 
their objectives 

• Design for effective 
notices 

• Design for efficient 
choice 

 
By following a hierarchal structure that moves between values, norms, and design 
requirements, which provides a structured way to translate the abstract value of 
privacy into concrete design requirements that uphold and promote this value in 
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practical applications, the chapter illustrated how the instrumental value of privacy, 
particularly in relation to autonomy, can intentionally be embedded into the design 
of systems. 
 This dissertation had an overarching objective regarding privacy and ML-based 
AI. To address this aim, it formulated three RQs that covered philosophical, legal, 
and technical investigations. The first RQ was further divided into three SQs focusing 
on the definition of privacy, its value, and the right to privacy. Having responded to 
the RQs and SQs, this dissertation has fulfilled its objectives. These objectives 
included conducting a philosophical investigation of how ML-based AI impacts 
privacy, a legal investigation into the effectiveness of the GDPR in addressing 
inference, and a technical investigation proposing design requirements to incorporate 
the value of privacy into systems. These objectives fulfilled the overarching objective 
regarding privacy and ML-based AI. 

7.2. Limitations of the Research 

In this section, I identify the limitations of this research regarding the focus and scope 
of its investigations, as well as the overall methodology adopted. The focus of this 
dissertation was on inference; the scope included philosophical, legal, and technical 
investigations; and the overall methodology was the privacy impact assessment (PIA). 
 First, this dissertation focused on inference as a process associated with ML-based 
AI systems. It explored how inference impacts the definition of privacy, its value, and 
the right to privacy. It highlighted the limitations of the GDPR in addressing 
inference. Nonetheless, focusing solely on inference—a gap identified in the 
literature—limited the dissertation’s exploration of existing theories about privacy and 
AI, as well as its comprehensive assessment of the GDPR regarding the discussed 
privacy issues. 
 Second, this dissertation has a philosophical-conceptual limitation, as it was 
limited to a specific account of privacy—personal privacy—and did not consider other 
accounts, such as institutional or political accounts of privacy. As proponents such as 
Henschke (2020) and Véliz (2021) have noted, these accounts concern power, and 
they focus on privacy and how it limits institutional and governmental power. The 
limitation of concentrating on the personal account of privacy stems from its 
conceptualisation of privacy. The personal account adopts a horizontal perspective 
concerned with a person’s control or access. In contrast, institutional or political 
accounts conceptualise privacy from a vertical perspective, emphasising power and 
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the dominance of governments and institutions. Consequently, the findings have 
limitations regarding the vertical perspective of privacy and its associated 
conceptualisation. 
 Third, this dissertation has a limitation regarding the legal scope because it did not 
extend its analysis to the EU AI Act (EU Parliament, 2023). This Act may offer 
different perspectives, particularly at the group level, which could mitigate the issues 
that this dissertation identified. It remains an open question, to which this dissertation 
did not respond, whether the EU AI Act considers the risk of AI systems that 
potentially impact group privacy, which would require specific rules to mitigate these 
issues. Therefore, the generalisability of the findings of this dissertation to the context 
of the EU AI Act is uncertain, and further investigation into this area is warranted to 
understand the alignment or divergence between the EU AI Act and the legal 
framework adopted in this dissertation. 
 Fourth, this dissertation presented a limitation in terms of its technological scope, 
as it merely focused on ML-based AI systems. Emerging complex, multifunctional 
virtual worlds such as the metaverse, which integrate various technologies like 
augmented reality, fall outside the scope of this study. As Brey discusses in his 
presentation Virtual Reality and the Metaverse: Ontology and Ethics (2023), privacy issues in 
the metaverse include not only information privacy, but also bodily, behavioural, and 
mental privacy. Since this dissertation was limited to investigating the impacts of AI 
systems, which heavily depend on personal information, on privacy, it only addressed 
information privacy. Consequently, the findings are primarily applicable to the 
impacts of ML-based AI on information privacy and may not extend to these broader 
and more multifaceted virtual worlds. 
 Fifth, this dissertation presented a limitation in the analytical stage of the overall 
methodology. It adopted a PIA that encompassed the analytical, legal, and technical 
stages. The analytical stage of a PIA is commonly employed to evaluate how specific 
software or systems impact privacy. However, this dissertation adopted the analytical 
stage of a PIA regarding a specific process associated with ML-based AI (i.e., 
inference). Adopting this stage guided me in navigating issues regarding privacy and 
inference in a comprehensive manner, irrespective of the specific applications of AI 
systems. This adaptation, although unique and thorough, may not completely align 
with the conventional use of the first stage of a PIA, potentially limiting its applicability 
to the standard practices of a PIA.  
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7.3. Recommendations for Future Research  

This section provides recommendations for future works aimed at further expanding 
upon the insights of each chapter in this dissertation. 

7.3.1. Developing a Normative Account Based on the Foundations of the 
Descriptive Account of Privacy 

In chapter 2, according to Gavison’s (1980) and Powers’s (1996) views, I argued that 
concentrating on a descriptive conception of privacy is required, as it enables us to 
build a layer on top of it using criteria to determine how much privacy is good. Given 
the in-depth exploration of the descriptive conception of privacy through the lens of 
source control (Menges, 2020a, 2020b) and actual access (Macnish, 2018, 2020) 
accounts, future research could benefit from developing a normative account which 
is based on these insights and which goes beyond mere description to examine the 
moral implications of privacy losses. This involves assessing how descriptive accounts 
align with or inform moral values concerning privacy.  
 Future fundamental research on privacy could provide a more comprehensive 
grasp of the topic, not merely as a neutral concept but also as a moral value. The 
benefits of such research would include determining the circumstances under which a 
loss of privacy, as discussed in Chapter 2, would be morally wrong. Additionally, the 
benefits would extend to the broader objective of developing a theory that clarifies the 
relationship between a loss and a violation of privacy. 

7.3.2. Relationships between Privacy and Trust 

In Chapter 3, drawing on the insights of Waldman (2015), I assumed that privacy is 
constituted by the interaction of different individuals in the social context of 
intersubjectivity based on trust, and I analysed how AI impacts trust and, eventually, 
privacy. To examine the assumption I made in this chapter, future research could 
further explore the relationship between privacy and trust. The importance of such 
research would be to identify norms to cultivate trust in a context in which personal 
information is shared and revealed, making that context private.  
 Regarding the relationships between privacy and trust, the important aspect is to 
distinguish between necessity and dependence. 
1. Necessity vs. Dependence: Future research could investigate whether the 

relationship between privacy and trust is a necessity, as Fried (1984), Rachels 
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(1975), and Waldman (2015) argue, or a dependence in the sense that trust is an 
essential property of privacy in a context in which information is shared and 
revealed. 

2. Metaphysical or Contingent Claims: The idea that privacy is constituted by trust 
can be studied in two ways. First, the idea can be understood as a metaphysical 
claim, such that trust is seen as essentially part of privacy. Second, it can be 
understood as a contingent claim about privacy. Such a view considers trust-based 
relationships as a constitutive element of privacy, while viewing such relationships 
as evolving, changing, or varying over time or based on circumstances. 
Accordingly, privacy should be conceived as a concept with variability and 
contingency.49 

 
These areas of exploration would significantly contribute to the ongoing discussion of 
privacy and trust by providing valuable insights into how privacy and trust interact 
and form each other in ethical and social contexts. The benefits of elucidating the 
relationship between privacy and trust involve regulating the trust-promoting norms 
that govern the relational duties of the person who is trusted regarding how to build 
trust-based relationships with the one who trusts, thereby making the context suitable 
for disclosure. 

7.3.3. Exploring the Group Right to Privacy on Social Networking Sites 

In light of the discussion in Chapter 4 about groups in which there is no tie between 
the members and the conclusion that such groups cannot have a right to privacy, 
future research should consider a right to privacy for different groups with ties 
between members, such as groups on social networking sites. As Barocas and 
Nissenbaum (2014) have highlighted, on social networking sites, there are meaningful 
or recognised relations among the individuals who are grouped together, and 
inferences are made based on confirmed relations among users. 
1.  Nature of the Group Right to Privacy: Future research could investigate the 

nature of the potential group right on social networking sites, or the group right to 
‘networked privacy’, the concept introduced by boyd (2011). Specifically, research 
should explore whether this right is merely a collection of individual rights or if it 
is a right to a group as a whole. 

___________________________________________________________________ 
49  Christman’s (2004) idea of the relationship between autonomy and social relations inspired me to 

explore dependency in the relationship between privacy and trust. 
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2. Comparative Analysis with the Individual Right to Privacy: Future research 
should also involve a comparative analysis to understand how a group right to 
privacy, if one exists, on social networking sites interacts with and differs from the 
individual right to privacy. This would involve assessing the issues and 
considerations that arise regarding data-processing and data inferences regarding 
groups on these platforms. 

3. Implications for Duty-Bearers: If a group right to privacy is recognised, it is 
important to identify the corresponding duties that this right would engender for 
duty-bearers. This includes determining who the duty-bearers are and what 
specific duty they have to uphold the group right to privacy. 

 
Conducting the proposed research would contribute to our understanding of privacy 
and the right to privacy in the increasingly interconnected and networked 
environment of social networking sites. 

7.3.4. Evaluating New Data Governance Schemes in Addressing Privacy 
Issues 

Building on the findings of Chapter 5, future research could explore whether and how 
new data governance schemes can address privacy concerns at both the individual 
and group levels. Such schemes include data sharing pools, data co-operative, public 
data trusts, and personal data sovereignty. These schemes are increasingly recognised 
for their potential to empower data subjects to control and manage their personal data 
(European Commission, Joint Research Centre et al., 2021). 
1. Personal Data Sovereignty and Control of Inferred Information: An important 

area of exploration is how personal data sovereignty schemes enable individuals 
to control not only their explicit personal data, but also inferred information and 
information ascribed to them due to their membership in specific groups. This 
research should investigate the effectiveness of these schemes in empowering 
individuals to manage data that are derived or inferred from provided 
information. 

2. Data Co-operative Schemes and Group Privacy: Another critical aspect to 
investigate is the applicability of data co-operative schemes to the privacy of 
clustered groups. Current schemes might primarily focus on groups in which there 
is interaction among members. Future research should assess how these schemes 
can be improved or adapted to address the privacy issues of clustered groups. 
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Future research on the aforementioned issues would provide valuable insights into the 
potential of new data governance schemes to address contemporary privacy issues. It 
would also contribute to the development of more robust and inclusive privacy 
protection principles and measures that account for group privacy and inferred data.  

7.3.5. Empirical and Technical Investigations  

Building upon the theoretical design requirements proposed in Chapter 6, future 
research should extend to empirical and technical investigations. As detailed in the 
following paragraphs, these investigations are necessary to ensure the needs and 
expectations of stakeholders are considered in the design of systems, and that the 
proposed design requirements are technically feasible to include in the design process. 
1. Empirical Investigations: Future research should involve empirical studies to 

understand the needs and expectations of stakeholders (Friedman et al., 2008). 
This stage is necessary to: 

• determine stakeholders’ needs concerning privacy and systems, 

• explore how technological artefacts are expected to be used in real-world cases, 
and 

• assess the impacts of technological artefacts on users and other stakeholders. 
2. Technical Investigations: Future study should involve conducting technical 

investigations to evaluate: 

• the effectiveness of systems in supporting the value of privacy and  

• the practical feasibility of the proposed design requirements. 
3. Prototype Testing: An essential component of technical investigations is prototype 

testing (Umbrello & van de Poel, 2021). This process involves creating and testing 
prototypes that embody the design requirements established in Chapter 6. The 
aim is to: 

• identify any unforeseen side effects or challenges in implementing the proposed 
design requirements and 

• consider the necessity of incorporating additional values or modifying the 
existing requirements based on practical findings (Umbrello & van de Poel, 
2021). 

 
Expanding investigations to include empirical and technical investigations is necessary 
for a comprehensive understanding of how the value of privacy can be effectively 
embedded into systems. In this way, the gap between theoretical concepts and 
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practical implications can be filled, ensuring that the resulting technologies are aligned 
with stakeholders’ needs and expectations. 
 Looking ahead, a world suffused by AI highlights the imperative to recognise 
privacy as a social value, requiring collective efforts to realise and preserve it. The 
encroachment on privacy by AI technologies presents a significant challenge not only 
to individuals but also to groups and society as a whole, transforming from a concern 
for a person into a societal issue that demands collective action to preserve privacy. 
Thus, it is crucial to transition from an individualistic perspective to a broader social 
viewpoint, conceptualising privacy to include the privacy of groups and establishing 
social norms to preserve it.  
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Summary 

This dissertation consists of five chapters, each written as independent research papers 
that are unified by an overarching concern regarding information privacy and 
machine learning-based artificial intelligence (AI). This dissertation addresses the 
issues concerning privacy and AI by responding to the following three main research 
questions (RQs): RQ1. ‘How does an AI system affect privacy?’; RQ2. ‘How 
effectively does the General Data Protection Regulation (GDPR) assess and address 
privacy issues concerning both individuals and groups?’; and RQ3. ‘How can the 
value of privacy be embedded into systems?’ 
 To respond to the RQs, this dissertation adopts the privacy impact assessment 
(PIA) as the overall methodology. A PIA encompasses three distinct stages; the first, 
the analytical stage, concerns the analysis of how AI (particularly focusing on inference 
as a process that includes inferred information, AI models’ performance, and 
accessing information uncovered by AI models) impacts privacy. Second, the legal 
assessment stage concerns whether AI that processes personal information and 
develops models complies with the GDPR. Finally, the design requirements stage 
features proposals for design requirements for systems aimed at protecting privacy. 
Accordingly, this dissertation is structured in three parts, each corresponding to a 
specific stage of a PIA and responding to one of the RQs. 
 Part I, which addresses the first stage of the PIA, comprises three chapters that 
altogether respond to RQ1. Chapter 2 analyses how AI impacts the descriptive aspect 
of privacy; this part argues that AI challenges the current definitions of privacy and 
that the ‘source control’ and ‘actual access’ definitions of privacy, once revised in the 
face of counter-examples involving inferred information, converge. Chapter 3, which 
considers how AI impacts the normative aspect of privacy, particularly the value of 
privacy, argues that AI affects the social value of privacy, which depends on trust, as 
this dimension of privacy is constituted when AI models perform accurately. Chapter 
4 examines how AI impacts the normative aspect of privacy, particularly the right to 
privacy, and it argues that, although accessing information uncovered by AI models 
raises concerns about the privacy of algorithmically designed groups, the right to 
privacy cannot be recognised for such groups. This is the disruptive feature of AI that 
has led to consideration of new approaches other than the traditional one, which 
involves recognising the right to privacy, to protect the privacy of these groups. Instead 
of recognising the right to privacy for algorithmically designed groups, this chapter 
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suggests taking a moral principle for the moral obligation of protecting vulnerable 
groups within an ethics of vulnerability. 
 Part II concerns the second stage of the PIA and consists of one chapter that 
responds to RQ2. Chapter 5, in addition to evaluating whether AI that processes 
personal information and develops models complies with the GDPR, also assesses 
whether the GDPR adequately addresses the privacy issues raised by AI. It specifically 
focuses on group privacy and argues that GDPR has limitations in protecting the 
privacy of algorithmically designed groups and that the privacy of such vulnerable 
entities must be considered in the context of privacy and data protection.  
 Part III, which is related to the third stage of the PIA, also consists of one chapter 
that responds to RQ3. Chapter 6 proposes design requirements to protect privacy by 
integrating privacy into systems and argues that privacy is instrumentally valuable for 
the sake of autonomy. Accordingly, to embed the value of privacy into systems, design 
requirements are articulated through the translation of norms that promote and 
protect autonomy. 
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Samenvatting 

Dit proefschrift bestaat uit vijf hoofdstukken, elk geschreven als onafhankelijke 
wetenschappelijke artikelen die een centrale zorg delen over informatieprivacy en op 
machine learning gebaseerde kunstmatige intelligentie (AI). Dit proefschrift behandelt 
de kwesties rond privacy en AI door antwoord te geven op de volgende drie 
onderzoeksvragen (RQ’s): RQ1. ‘Hoe beïnvloedt een AI-systeem de privacy?’; RQ2. 
‘Hoe effectief beoordeelt en adresseert de Algemene Verordening 
Gegevensbescherming (AVG) privacykwesties die zowel individuen als groepen 
aangaan?’; en RQ3. ‘Hoe kan de waarde van privacy in systemen worden ingebed?’ 
 Om in te gaan op de onderzoeksvragen, hanteert dit proefschrift de Privacy 
Impact Assessment (PIA) als algemene methodologie. Een PIA omvat drie 
verschillende fasen: de eerste, de analytische fase, betreft de analyse van hoe AI (met 
name gericht op inferentie als een proces dat afgeleide informatie behelst, de prestaties 
van AI-modellen en het verkrijgen van toegang tot informatie die door AI-modellen 
wordt ontdekt) de privacy beïnvloedt. Ten tweede gaat het in de juridische 
beoordelingsfase om de vraag of AI die persoonlijke informatie verwerkt en modellen 
ontwikkelt, voldoet aan de AVG. De fase van ontwerpvereisten bevat ten slotte 
voorstellen voor ontwerpeisen voor systemen gericht op het beschermen van de 
privacy. Dienovereenkomstig is dit proefschrift opgebouwd uit drie delen, die elk 
overeenkomen met een specifieke fase van een PIA en antwoord geven op een van de 
RQ’s.  
 Deel I behandelt de eerste fase van de PIA en bestaat uit drie hoofdstukken die 
samen een antwoord geven op RQ1. Hoofdstuk 2 analyseert hoe AI het beschrijvende 
aspect van privacy beïnvloedt; in dit deel wordt betoogd dat AI de huidige definities 
van privacy ter discussie stelt en dat de definities van ‘broncontrole’ en ‘daadwerkelijke 
toegang’ van privacy, wanneer herzien in het licht van tegenvoorbeelden met 
betrekking tot afgeleide informatie, in elkaar overgaan. Hoofdstuk 3, waarin wordt 
bekeken hoe AI het normatieve aspect van privacy beïnvloedt, en dan met name de 
waarde van privacy, betoogt dat AI de sociale waarde van privacy beïnvloedt. De 
sociale waarde hangt af van vertrouwen, aangezien deze dimensie van privacy tot 
stand komt wanneer AI-modellen accuraat presteren. Hoofdstuk 4 onderzoekt hoe AI 
het normatieve aspect van privacy beïnvloedt, met name het recht op privacy, en 
beargumenteert dat, hoewel toegang tot informatie die door AI-modellen wordt 
ontdekt zorgen oproept over de privacy van algoritmisch ontworpen groepen, het 
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recht op privacy voor dergelijke groepen niet erkend kan worden. Dit is het 
ontwrichtende kenmerk van AI dat heeft geleid tot het overwegen van nieuwe 
benaderingen, anders dan de traditionele, waarbij het recht op privacy wordt erkend 
om de privacy van deze groepen te beschermen. In plaats van het recht op privacy te 
erkennen voor algoritmisch ontworpen groepen, suggereert dit hoofdstuk om een 
moreel principe aan te nemen voor de verplichting om kwetsbare groepen te 
beschermen binnen een ethiek van kwetsbaarheid.  
 Deel II betreft de tweede fase van de PIA en bestaat uit één hoofdstuk dat inspeelt 
op RQ2. Hoofdstuk 5 beoordeelt niet alleen of AI die persoonlijke informatie verwerkt 
en modellen ontwikkelt, voldoet aan de AVG, maar ook of de AVG adequaat 
tegemoetkomt aan de privacykwesties die AI met zich meebrengt. Het richt zich 
specifiek op groepsprivacy en stelt dat de AVG beperkingen heeft bij het beschermen 
van de privacy van algoritmisch ontworpen groepen en dat de privacy van dergelijke 
kwetsbare entiteiten moet worden beschouwd in de context van privacy en 
gegevensbescherming. 
 Deel III, gerelateerd aan de derde fase van de PIA, bestaat ook uit één hoofdstuk 
dat inspeelt op RQ3. Hoofdstuk 6 stelt ontwerpvereisten voor om privacy te 
beschermen door deze in systemen te integreren en stelt dat privacy instrumenteel 
waardevol is omwille van de autonomie. Om de waarde van privacy in systemen te 
verankeren, worden ontwerpvereisten geformuleerd door normen te vertalen die 
autonomie bevorderen en beschermen. 
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Simon Stevin (1548-1620) 

‘Wonder en is gheen Wonder’  
 
This series in the philosophy and ethics of technology is named after the Dutch / 
Flemish natural philosopher, scientist and engineer Simon Stevin. He was an 
extraordinary versatile person. He published, among other things, on arithmetic, 
accounting, geometry, mechanics, hydrostatics, astronomy, theory of measurement, 
civil engineering, the theory of music, and civil citizenship. He wrote the very first 
treatise on logic in Dutch, which he considered to be a superior language for scientific 
purposes. The relation between theory and practice is a main topic in his work. In 
addition to his theoretical publications, he held a large number of patents, and was 
actively involved as an engineer in the building of windmills, harbours, and 
fortifications for the Dutch prince Maurits. He is famous for having constructed large 
sailing carriages.  
 
Little is known about his personal life. He was probably born in 1548 in Bruges 
(Flanders) and went to Leiden in 1581, where he took up his studies at the university 
two years later. His work was published between 1581 and 1617. He was an early 
defender of the Copernican worldview, which did not make him popular in religious 
circles. He died in 1620, but the exact date and the place of his burial are unknown. 
Philosophically he was a pragmatic rationalist for whom every phenomenon, however 
mysterious, ultimately had a scientific explanation. Hence his dictum ‘Wonder is no 
Wonder’, which he used on the cover of several of his own books. 
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This dissertation explores how machine learning-based artificial intelligence (ML-based 
AI) impacts information privacy, particularly analysing how inference as a process 
associated with ML affects information privacy. Furthermore, this research highlights 
the limitations of  the General Data Protection Regulation (GDPR) in addressing issues 
concerning inference, and suggests design requirements to embed the value of  privacy  
into systems. 
In its philosophical investigation, this dissertation distinguishes between various components 
and activities related to inference, including inferred information, AI models’ performance, 
and accessing anonymous information uncovered by ML models. Two aspects of  privacy 
are considered: the descriptive, which pertains to its definition, and the normative, which 
relates to its value and the right to privacy. The investigation explores how inferred 
information affects the definition of  privacy, the influence of  AI models’ performance on 
the social value of  privacy, and the implications of  accessing information uncovered by ML 
models for group privacy, more precisely the group right to privacy. 
In its legal investigation, this dissertation examines the GDPR’s effectiveness in addressing 
privacy issues related to information inferred about or ascribed to a person as a member of  
a group, as well as information derived from inference about a group as a whole.
In its technical investigation, this research proposes design requirements to embed the social 
value of  privacy into systems. It develops a value hierarchy for privacy in which the highest 
layer examines the relationships between privacy and social autonomy, the middle layer 
identifies norms regarding promoting or protecting social autonomy, and the lowest layer 
translates those norms into design requirements. 
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