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Abstract: The objective of this research is to examine the epistemological implications of artificial
intelligence (AI) systems for scientific inquiries. Given that Al systems partly rely on the
information and data of experts and scientists for the learning process, one might assume that their
response to scientific inquiries can be regarded as a kind of testimony. This research examines the
existing views by using the analytical-critical method. In this regard, Helen Longino's critical
contextual empiricism (CCE) has been employed. Our findings indicate that the outcome of an
artificial intelligence system for scientific inquiries cannot be considered as a group testimony of
experts, and the term "technology-based belief" explains it better.

Keywords: Group Testimony, Artificial Intelligence, Social Epistemology, Helen Longino,
Critical Contextual Empiricism

1. Introduction

We acquire knowledge from various sources, such as perception, memory, testimony, etc. [1]. Among these
sources, testimony plays a crucial role. A significant part of our knowledge about the world, such as science
and history, is obtained through the testimony of others. In other words, testimony is an indispensable source
of our knowledge [2]. With the rapid development of artificial intelligence system in recent years and the
expansion of natural language models, many people ask their questions from artificial intelligence tools. Many
of these questions are scientific inquiries. In other words, we now use artificial intelligence as a source of
scientific knowledge. It is noteworthy that philosophers have different opinions about the responses of artificial
intelligence to such inquiries! [3][4][5][6].

In machine learning (ML) techniques, training data is generally used for the learning process [9]. Using
scientific data to train systems for answering scientific inquiry, gives the impression that the machine's
outcomes could be seen as a group testimony of experts. The objective of this research is to examine the
question of whether these answers are testimony or not. Different answers have been provided to this question,
which will be examined in the following.

To advance the objectives of this study, the initial phase involves a comprehensive review of existing
literature, thereby engaging with the scholarly discourse of fellow researchers within the epistemological
framework of artificial intelligence. Then, a definition of artificial intelligence will be provided to clarify what
we mean by Al. Finally, the testimony theories regarding the outcomes of artificial intelligence system are
investigated.

1-1. State of the art

Testimony is one of the significant topics in analytic epistemology research, around which a rich literature
has been formed. In this regard, one of the main questions is what is the outcome of the machine? Can it be
called as testimony or not? In response to this question, there are three main approaches. Proponents of the
first approach maintain that the knowledge obtained from digital technology and tools cannot be regarded as
testimony. Based on traditional epistemology, this view holds that the source of technology obtained
knowledge is not a single source (human person) and infers that it cannot be called testimony [3][4][5]. The
second approach, unlike the first one, insist that the knowledge obtained from tools can be called testimony.

! However, some focus on algorithmic changes to improve Al systems [7][8].
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Based on the fact that language is a communication tool and it is used for testimony, this view holds that the
knowledge obtained from all tools, including Al, can be called as testimony. It is noteworthy that according to
this view, artificial intelligence only considered as a communication tool and its intelligence aspect is not taken
into account [6]. The third approach, holds that "Quasi-testimony" is the best term as it emphasizes similarity
of the outcome to testimony and that the outcome was not provided by a human and was obtained from an
intelligent technology? [3].

2. Artificial Intelligence

Artificial intelligence is a term that admits various definitions. Some definitions suggest the idea of strong
artificial intelligence. For instance, some believe that artificial intelligence is an attempt to make computer
systems that act or think like human [17]. In another definition, artificial intelligence deals with building and
studying machines that are conscious and have the ability to decisions making, and act like a human [18].
Regardless of whether it is possible to achieve strong artificial intelligence in the future or not, we have not
attained such a capacity now, and therefore such definitions are somewhat far from reality. Moreover, these
definitions are problematic; For example, artificial intelligence can find patterns in big data that are not feasible
for a human or the speed and accuracy of computer system calculations is much higher than a human.
Therefore, the level of human intelligence is not always desirable for Al systems. Thus, we need a definition
that can explain artificial intelligence according to or at least close to what it is, and at the same time not
focusing on the human level of intelligence. In this regard, we consider artificial intelligence as a computing
system that adopts intelligent behavior to achieve a goal, and this intelligence may differ from human
intelligence [20]. Based on this definition, in this research, when the term artificial intelligence is used, it refers
to existing artificial intelligence systems.

3. Scientific Testimony, machine outcomes

Testimony? is one of the significant sources of knowledge that we use in various domains; However, one of
the most important of them is scientific knowledge. The epistemological authority of science is generally
derived from the scientific community. This authority specifies how to deal with epistemic claims and
evidence. The scientific knowledge system is subject to epistemological requirements that may change
throughout history and in the course of research. Nature does not reveal the norms of knowledge to us; Rather,
scientific knowledge depends on the path. The historical process of acquiring scientific knowledge may
influence its outcome. Epistemological values guide scientific research in certain directions by creating

21t is worth noting that researches in this field are extensive. Some of them have sometimes examined ethical debates about testimony
under topics such as bias [10][11], transparency [12][13], agency [14][15] and so on. Others has addressed the limitations of artificial
intelligence such as algorithmic limitations and the impossibility of reducing human experience to quantitative data in the field of
scientific knowledge [16].

3 In philosophical researches, more attention is paid to the justification of testimony, and in this regard, four views can be
distinguished from each other. According to the first view, the justification of the listener's belief in the speaker's testimony is based
on the listener's reasons for the truthfulness of the speaker's testimony [21][22]. According to the second view, the reliability of the
speaker's testimony process/processes is the basis for justifying the listener's belief in the correctness of his testimony [23][24][25].
According to the third view, the listener's belief in the speaker's testimony is based on the speaker's justification for his testimony
[26][27](28]. The fourth view considers the listener, the process/processes of the testimony and the justification of the speaker as the
basis of the justification of the listener's belief in the speaker's testimony [29]. The first three views each face problems. Stephen
Wright [30] demonstrates that the first view sometimes creates the risk of gullibility. The second view reduces the validity of the
scientific knowledge obtained from the testimony only based on the reliability of the testimony process; And the third view considers
the validity of the testimony to be transferable to the listener. He shows that all three groups of these theories in their place can be
the basis of the justification of the testimony; But a more complete theory is needed to cover all three views. Therefore, the fourth
view, which can be considered a "Hybrid" theory, is more suitable for justifying the belief obtained from various types of testimony.
Although a significant part of the studies deals with justification in testimony, topics such as social factors [31], trust [32], etc. have
also been considered. As an example, Chapin [31], by examining the production of science in 17th century England, shows that in
this era, the word gentleman played a prominent role in believing in the speaker's honesty for testimony. During this period, a
gentleman was addressed to a person who was not influenced by economic factors and pressures could not make him stop telling the
truth. Or regarding trust, Freiman [32] believes that there are three main assumptions in social epistemology, the testifier must 1- be
willing to provide the testimony, 2- be subject to normative evaluation, and 3- have a intention for building relationships based on
trust.



meaningful relationships, and this issue can cause dramatic changes over time [33]. Now that we are using
artificial intelligence for scientific knowledge, we are facing new circumstances. A fundamental question
would be: Artificial intelligence response to scientific inquiries is a testimony? As mentioned earlier, there are
three main views in this regard. The traditional view does not recognize the knowledge obtained from tools
and technology as a testimony. The second view, as mentioned, considers the knowledge obtained from
communication tools as a testimony; And the third view holds this knowledge as a Quasi-testimony or
"technology-based belief".

The outcome of artificial intelligence in response to scientific inquiries generally depends on data and
information sources recorded by scientists and experts or collected from their research for the training process.
In such a situation, can't the outcome be considered as a group testimony of experts? In response to this
question, Ori Freiman maintains that the outcome of artificial intelligence cannot be considered as a group
testimony®*. Relying on mainstream social epistemology, he argues that the idea of artificial intelligence
outcomes as a group testimony relies on two premises, and he rejects them both. Based on the first premise, to
reach the outcome of artificial intelligence, individual testimonies are used for training data; according to the
second premise, the outcome of artificial intelligence is a group testimony of the community of experts in that
field of knowledge. Freiman argues that adopting such a view would mean either considering artificial
intelligence as a collective knower who has access to the knowledge of experts and testifies based on it; Or
that artificial intelligence matches people's testimonies with each other and comes to a group testimony. He
upholds that both of these forms mean artificial intelligence anthropomorphism. Since artificial intelligence is
not an intelligent human being, he follows that none of these two forms can be accepted. Also, he argues that
if we consider the outcome of artificial intelligence as the group testimony of experts, then the responsibility
and human activities in designing artificial intelligence systems are ignored and algorithmic analysis in order
to justify the outcome of the machine is useless. His other objection is that the group testimony requires the
intentionality of group members for a testimony; However, people whose data were used in the training
process, are not intended for group testimony [3].

In order to evaluate the arguments and objections of Freiman and the other two views, we employ the
Critical Contextual Empiricism (CCE) of Helen Longino’. According to Longino's CCE, scientific knowledge
is knowledge that requires critical interaction among members of the scientific community. She demonstrates
that mainstream social epistemology is trying to attribute individual testimony paradigms such as belief and
justification to institutions and groups or examine the effects of group conditions on individual level. She
argues that such theories do not consider the process of scientific knowledge production. To explain this issue,
she argues that there are at least five concepts of being social: 1- A community of people in the world who do
something together; 2- Social of at least two or more people who do something with each other; 3- A
community of people who share something or have a common belief; 4- A society where non-cognitive values
influence members’ beliefs; 5- Interactive community. Longino claims that when we consider sociality as one
of the first four concepts, the questions of social epistemology are add-ons the central questions of
epistemology and individualistic. In such a situation, mainstream social epistemology is in a dual contrast
between 1- the challenges of traditional epistemology such as perceptual illusions and 2- dealing with the group
as a cognitive agent. If we scrutinize to the act of producing scientific knowledge, we find out that sociality is
the constructive characteristic of this kind of knowledge. In the production and formation of scientific
knowledge, these process and especially interactive process have a decisive role®. Scientific knowledge is the

4 Moreover, before addressing this issue, he also provides many arguments in rejecting the traditional and instrumental approach [3].
5 In response to the question why Longino's theory was used for this purpose, it should be said: Freiman's position is based on
mainstream social epistemology [3]. Longino intends to make social epistemology truly social. For this purpose, by raising three
issues, she corrects social epistemology. First of all, from the historical and practical perspective of the philosophy of science, which
considers the scientific community, disagreement among people has a constructive role in science. Second, society is not only a
collection of people who live together with others or members of a group who share common ideas. The similarity and common
opinion of people take into account a weak concept of society. Third, if we consider scientific knowledge, which is empirical
knowledge, to be the most valid form of knowledge, then epistemological analyses should also start from there. Cognitive factors in
science are not isolated individuals, but interact with each other in complex social networks, which include participation, criticism,
and information sharing [32].

¢ It should be noted that interaction does not mean common practice and together, nor does it mean exchanging ideas and sharing;
Rather, Longino's intention of interaction is the sense of mutual influence and impact between human agents [34]. Here it is clear
why the term critical is used in the name of this theory. What makes this theory critical is that it is in accordance with constant and



outcome of social interaction, and scientific societies are its focal epistemic agents, and members's knowledge
is derived from and dependent on their membership and participation in these societies’. Longino essentially
adopts a position in between the group and individual level. According to CCE, members become epistemic
agents in the production of scientific knowledge based on their participation in interactions. Also, group
formation in this view is understood based on communication in a network of interactions. It is noteworthy
that in the scientific community, these networks do not have a fixed structure and different members may enter
or leave the community and each of them has a degree of connection in the networks. In this way, Longino
considers scientific society as dynamic social phenomena, and epistemic norms deal with interactions instead
of group or individuals [34], so that social epistemology becomes truly social.

3. Discussion

Three views were presented regarding the outcomes of artificial intelligence in response to scientific
inquiries. The first view holds that because the source of knowledge obtained from technologies are not a single
source (a human), it cannot be called testimony. This view suffers from the problem that it cannot account for
the production of scientific knowledge. If we follow this view, the source of the testimony of scientific societies
is not a single source as it includes different members; Therefore, we might even have to say that testimony is
not possible for the scientific community.

The second view considers artificial intelligence as a communication tool. The fallacy of this view is that it
does not consider the process of artificial intelligence reaching the outcome. If we only consider artificial
intelligence as a communication tool, it is as if the outcome of artificial intelligence is the testimony of
scientists and nothing has changed in the learning process. In fact, this view reduces artificial intelligence to a
database that delivers an outcome toward an inquiry. Therefore, this view suffers from the lack of a true
understanding of artificial intelligence systems.

According to the third view, if we consider the outcome of artificial intelligence as a group testimony of
experts, we must accept one of these two premises: 1- Artificial intelligence as a collective knower who has
access to the knowledge of experts; 2- Artificial intelligence matches people's testimonies with each other. We
can introduce three objections to Freiman's position. First, access to data and matching people's testimonies in
artificial intelligence systems is not impossible; In fact, both of them happens during learning processes.
Freiman's aims to reject the anthropomorphism of artificial intelligence® and to emphasize the role and
responsibility of artificial intelligence designers and the importance of examining algorithms. Here the second
and third objections arises. Freiman maintains mainstream social epistemology position. According to
Longino’s CCE, both modes that Freiman envisions are based on attributing the characteristics of the
individual's testimony to the group testimony. He considers the group testimony as the sum of individual
testimonies. Now, if we put aside this view and look at group testimony in scientific knowledge in a social
way, 1- group testimony is not attributed to a collective knower and 2- group testimony in an interactive process
and in a complex network including participation, criticism and sharing information and it is obtained during
the production of scientific knowledge and not based on matching people's testimonies. According to the third
objection, Freiman overlooks the rights and ethics of the scientific community to emphasize on the ethics of
artificial intelligence and rights of its designers. Indubitably, designer’s rights and responsibility are important
in reaching the outcome; But this does not mean that the data and information of the scientific community used
in artificial intelligence training and learning process to reach the outcome are unimportant. Similarly,
emphasizing on data and information does not imply ignoring the role and importance of checking algorithms
in reaching the outcomes.

mutual interaction and criticism that scientific assumptions are confirmed and criticized, modified and revealed publicly among the
scientific community [35].

7 Longino uses disagreement and testimony to support her point. In mainstream social epistemology, disagreement among epistemic
agents in the scientific community is one of the primary tools by which the assumptions in light of which data are evaluated can be
identified and subjected to scrutiny. Evidence in scientific knowledge is present in the course of cognitive agents (observation,
reasoning) that lead to belief/knowledge regarding evidence relationships. Default categories and norms emerge in the course of
scientific practice. In fact, differences of opinion and evidence arise during the process of producing scientific knowledge [34].

8 It is worth noting that Freiman explicitly states this issue in another study, where he maintains that only human persons can present
testimony because based on the assumptions of mainstream epistemology that relies on the individuals, testimony is only possible
for a person [32].



In another objection, Freiman uses the lack of intentionality of the people whose data and information has
used to reject the group testimony idea. He believes that individual intention is essential for a group testimony.
If we look back to Longino's CCE, we will realize that the production of scientific knowledge is based on
interactive processes and not on the intentionality of individuals. Members are the epistemic agents in the
process of producing science, and at some point, they leave the society and are replaced by other members. In
the process of producing scientific knowledge, members participating in the scientific community criticize and
dispute each other testimonies. In other words, the idea that in the production of scientific knowledge, there is
a consensus intention to reach a specific group testimony among the members of the scientific community, is
not consistent with the reality and the process of scientific knowledge production. Therefore, it can be deduced
that the individual's intention in the interaction is not necessary for group testimony, and this objection of
Freiman would be rejected.

So far, Freiman's reasons for rejecting the group testimony of scientific knowledge have been criticized.
Now it is important to keep two points in mind. First, there are objections to Freiman's position, for testimony
in the domain of scientific knowledge. In other words, these objections are related to the domain of scientific
knowledge, and it does not mean an absolute rejection of Freiman's theory in other domains. Second, the
objections to Freiman's position do not mean that the artificial intelligence’s outcome is a group testimony.
Based on CCE, one can sympathize with Freiman regarding the fact that the outcome of artificial intelligence
in the domain of scientific knowledge cannot be considered as a group testimony of experts; As these outcomes
do not have the necessary conditions for group testimony from this point of view. Based on CCE, which can
be understood as social epistemology in a strong sense, we need social interactions to produce scientific
knowledge and scientific testimony. What takes place in artificial intelligence systems to reach the outcome is
not dynamic social interactions in a scientific community. Therefore, it seems more plausible to call this
outcome as technology-based belife, like Freiman for three reasons. firstly, it is knowledge, secondly, this
knowledge does not have the conditions of scientific testimony, i.e., social interactions, and it cannot be called
a testimony, and the difference between this type of knowledge and the group testimony of scientific experts
is determined; And thirdly, this knowledge was obtained by using technology. In this way, the rights and
responsibility of the designers is taken into account, and the ethics of Al is not overlooked.

Conclusion:

Three main views have been proposed regarding the Al's responses to scientific inquiries, all three of which
can be criticized from the perspective of Critical Contextual Empiricism. The traditional view restricts
testimony to a single source (A human). This view was criticized because it confines the process of scientific
knowledge production to the individual and cannot account for the production of science and scientific society.
The view that considers artificial intelligence as a communication tool is based on a false understanding of Al
systems and was rejected. The third view, which considers the outcomes of artificial intelligence as quasi-
testimony, relies on the mainstream social epistemology and carries its problematics. Investigation of Freiman's
criticisms and arguments demonstrates that his position regarding group testimony is based on an individual
approach and does not deliberate the social interactions of scientific knowledge production and scientific
testimony. In the following, it was argued that although Freiman's view faces problematic, the outcome of
artificial intelligence towards scientific inquiries does not have the necessary conditions to be regarded as a
group testimony of experts.
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