Ignorance and knowledge: the viability of externalist neo-Mooreanism as a response to closure-based radical scepticism

Abstract

Here, I shall be examining the viability of a Moorean response to the Argument from Ignorance; i.e., one that tries to rebut the argument by denying its first premise that we cannot have knowledge that we are not BIVs. After first explicating the Argument from Ignorance in detail, I then go on to try and motivate this approach by critically examining two alternative approaches to dealing with radical scepticism: closure-denial, and attributer contextualism. Finding them wanting, I then turn to a Moorean 'argument from knowledge', and diagnose why as it stands such an approach is ineffective, before going on to explore whether one can wed such an argument to an externalist framework in order to provide a more satisfying answer to the question of how one can know the denials of sceptical hypotheses, one that does not simply beg the question against the sceptic. Finding such a neo-Moorean approach to be initially promising, I then conclude by arguing that ultimately it winds up saving knowledge simpliciter only at the cost of losing rationally-grounded knowledge to the sceptic's grasp, and such a result is highly unpalatable.

Introduction

Here are two arguments:

1)

1) I cannot know that I'm not a BIV

2) If I cannot know that I'm not a BIV, then I cannot know that I have hands

3) I cannot know that I have hands

2)

1) I know that I have hands

2) If I know that I have hands, then I know that I'm not a BIV

3) I know that I'm not a BIV

The first is a variation on an argument that goes back to Descartes1, the second an argument in the spirit of G.E. Moore2. We can call the first the Argument from Ignorance (AI), the second the Argument from Knowledge (AK). It is a curious fact that distinguishes non-philosophers from philosophers that, when presented with this pair of arguments, the average non-philosopher will scoff at AI as being ridiculous, and regard AK as being eminently sensible. Whereas for many if not most philosophers the situation is reversed: it is generally assumed that AK is not only a cogent
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1
Descartes (1998), pp.18-22.

2
See, for instance, his (1962), pp.144-8.

argument but presents a clear and present danger to our claims to knowledge, such that any self-respecting epistemologist must make all kinds of elaborate moves in order to avoid the snares of AI (moves we shall outline in due course); meanwhile, AK is seen as being unsatisfactory at best and useless at worst, although diagnoses differ as to where its defects lie. But this is a situation that strikes me as somewhat strange, since, like Moore, it seems to me that if anything is to count as a paradigm case of knowledge, it is the knowledge that I have that I possess hands, whereas the claim that we can't know we're not brains in vats (BIVs) is, when we take a step back from our philosophical training, far from obvious. So, the questions I propose to answer here are as follows: first, why should we take AI seriously? Why is it reasonable to say that we can't know that we're not BIVs, and why from this does it follow that we can't have knowledge of an everyday proposition such as 'I have hands'? Second, what exactly is wrong with AK? Why shouldn't we take it seriously? And third, can AK be patched up or supplemented to provide a compelling answer to the sceptic, or is such a response simply doomed to failure? I shall be arguing that, whilst supplementing AK with an externalist epistemology can provide a means by which we can claim to know we're not BIVs, when the sceptic shifts the question to one of whether we can have rationally-grounded knowledge that we are not BIVs, the high costs of the externalist's position vis-a-vis a response to scepticism are laid bare.

Part 1: The Argument from Ignorance

Answering the first question may appear to be following some very over-trodden ground indeed, and most of the contemporary literature on radical scepticism passes over it fairly quickly indeed (if at all), but I feel in searching for a solution it is best to remind ourselves afresh of exactly what the problem being faced is. So, to begin, let us turn to the argument from ignorance (AI). Recall it goes as follows:

AI:

P1: I cannot know that I'm not a BIV.

P2: If I cannot know that I'm not a BIV, then I cannot know that I have hands.

C: I cannot know that I have hands.

More formally, we can put this as follows:

P1: -K[-SH]

P2: -K[-SH] -K[O]

C: -K[O]

(Where K = 'know', SH = a radically sceptical hypothesis such as that we are all BIVs, and O = any ordinary proposition such as 'I have hands'.)

The formalisation makes two things clear: first, that we can plug various radically sceptical hypotheses into this argument to make it work; so, if you have a preference against BIVs, you can choose instead to run it with some other computer simulation hypothesis or a Cartesian evil demon or even just the possibility that you might now be dreaming; however, for convenience's sake, and since it has dominated the recent literature, I will stick with convention and use the BIV scenario.3 And secondly, it becomes clear that we could have chosen any target ordinary proposition to deny knowledge of; the argument is perfectly general, and does not just threaten our claims to know we have hands, of course. The destructive power of the argument is that it threatens all of our everyday claims to knowledge, leaving a global radical scepticism as its outcome.

So, how does the argument work? To begin, what is the justification for P1? The scenario we are to consider is something like this: suppose I have a twin in some possible world who, like me, believes he has hands. Unlike me, however, my twin is in fact nothing but a brain in a vat; unbeknownst to him, at some point in his life a mad scientist removed his brain from his body and placed it in a vat4, and now, all the experiences he has of the world and his place in it – including his perception that he does indeed have hands – are caused by the manipulations of the mad scientist. So, he experiences the world exactly as I do – our experiences are phenomenologically identical – but whereas for me my experience of having hands is caused by my actually having hands, for him it is caused by the interventions of said scientist. Now, given that both our experiences are phenomenologically identical, there is nothing that myself or my bad case, possible-world counterpart can draw on to serve as a piece of evidence or a reason to say whether we are in the good case or the bad case. Ex hypotheosi the two are experientially identical from the subject's point of view. So, although I have described myself as being in the good case and it being an unfortunate possible-world counterpart of mine who is in fact in the bad case, I actually cannot know this to be the case; for all I can know, I could myself be in the bad case (or so the argument goes). This is why the claim isn't that, as a matter of fact, I do not know I'm not a BIV, but rather that I cannot know I'm not a BIV; the claim is modalised; the mere possibility it could obtain is enough to get AI started.
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3
Butcharov makes an interesting case that it is the dream argument that is the most persuasive and threatening of all the sceptical scenarios, since it has the most immediate intuitive power and the most universality, not relying on exotic scenarios or controversial epistemological assumptions. See his (1998), pp. 60-65.

· The scenario is put forth this way so as to avoid Putnam's content externalist response to BIV scepticism; see his (1981).

P2 of AI, meanwhile, hinges on the idea that knowledge is closed under known entailment. The idea here is, roughly, that if I know that p, and I know that p entails q, then I know that q. Borrowing from John Hawthorne, we can formulate what is usually called the Closure Principle (CP) more carefully as follows:

CP: For any subject S, if S knows that P and S competently deduces that P entails Q, then S knows that Q.5
CP is intuitively very plausible. For example, if I know that on Fridays Paul works from home, and competently deduce from this that this means that on Fridays Paul is not in the office, then I know that on Fridays Paul is not in the office. Or if I know that Jabba the cat is miaowing because she's hungry, and competently deduce from this that if Jabba the cat is miaowing because she's hungry then Jabba the cat needs feeding, then I know that Jabba the cat needs feeding. In fact, not only is CP intuitively correct, it is central to our deductive reasonings, and correct application of it is what allows us to enlarge our knowledge base. However, when we combine CP with our sceptical hypothesis, we are led to P2 of AI, namely that if I cannot know that I am not a BIV, then I cannot know that I have hands. My knowing that I have hands is incompatible with my not knowing that I'm not a BIV (or so the argument goes); therefore, if I cannot know that I'm not a BIV, and am able to deduced from this that if I cannot know that I'm not a BIV, then I cannot know that I have hands, then our conclusion – that I cannot know that I have hands – swiftly follows. Our sceptical hypothesis and the intuitively very plausible Closure Principle combine to generate the conclusion that we cannot know almost any ordinary proposition that we take ourselves to know.

This is, however, a pretty disastrous conclusion to reach. Most of us who do philosophy do so in order to increase our stock of knowledge, not destroy it entirely. So it is clear that we need to find some kind of response to AI in order to rescue our everyday claims to knowledge. Before turning to AK, however, I want to turn to two alternative attempts to do just that: first, denying closure, and second, attributer contextualism. In examining them and their critical defects as responses to the sceptical argument I want to further motivate my attempt to find in AK an effective anti-sceptical response, since two of the leading alternatives just aren't up to the job.

Part 2: Two alternatives: denying closure, and attributer contextualism
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Hawthorne (2005), pp. 29.

It might seem that, given that it is the Closure Principle that leads us inexorably to AI's conclusion, we should just jettison CP, allowing us to reject P2 of the argument as false. This was a strategy adopted for some time by Robert Nozick and Fred Dretske;6 but it is a strategy that comes at a heavy cost. Nozick and Dretske's account of why CP should be rejected was embedded in a wider epistemological framework that saw it being a necessary condition of an agent's belief's in a target proposition constituting knowledge that said belief exhibited sensitivity, a notion which in turn means that in the nearest possible world in which the agent's belief is not true, the agent does not believe it. So on this account, my belief that I'm not a BIV fails to count as knowledge since, in the nearest possible world in which this belief is false – i.e. a world in which I am a BIV – I nonetheless still believe it to be true, and so my belief is thus not sensitive in the way required for it to count as knowledge. However, my belief in an ordinary proposition such as 'I have two hands' is sensitive, since in the nearest possible world where it is false – a world where, perhaps because of some unfortunate accident, I do not have two hands – I do not believe the proposition to be true. So on the sensitivity as a necessary requirement for knowledge account, CP fails, since I can know an ordinary proposition, know that this entails the denial of a sceptical hypothesis, and yet fail to know the denial of the sceptical hypothesis.

However, the wider epistemological framework in which this approach is embedded is secondary to our purposes, and I do not wish to get bogged down in assessing it, so rather than focus on this argument for denying CP I instead want to examine Dretske's (2005) argument for denying CP,7 before examining the costs this incurs. His argument can be summed up as follows8:

1) There are various 'heavyweight' propositions, such as the denial of our target sceptical hypothesis, that I cannot come to know via my perceptual capacities.

2) Nor can I come to know these heavyweight propositions a priori.

3) So, I can't know them at all.

4) But global scepticism is unacceptable; there are all sorts of everyday propositions, such as 'I have hands', which I can come to know.

5) However, these everyday propositions are known by me to entail various heavyweight propositions of the sort that (by 1) and 2)) can't be known by me.

6) So, it is therefore false that knowledge transmits over known entailments; i.e., CP is false.
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· For Dretske, see e.g his (1970); Nozick, (1981).

7  Dretske (2005), pp. 13-25.

8  This formulation of Dretske's argument is based on Hawthorne's summation; see his (2005), pp. 26.

It is important to note here that Dretske is not denying closure tout court; he accepts that closure holds for what he calls 'lightweight' and 'middleweight' propositions. Rather, he holds that closure fails for those heavyweight propositions that are entailed by a known proposition, propositions such as 'there is an external world', 'everyone else is not just a mindless zombie' and 'I am not a BIV being systematically deceived'. Such propositions are characterised by being unknowable via either perceptual or a priori means, and by being implications of such quotidian propositions as 'I have hands', 'that man over there is angry' and 'there is wine in that glass'. So, for example, the (true) proposition 'there is wine in the glass' implies both that 'the glass isn't empty' and that 'there is an external world', but whereas the former is a lightweight proposition that is entailed by the original proposition being true, and such knowledge of it is entailed by knowledge of the original proposition, the latter is a heavyweight proposition entailed by the original proposition, and as such one may know the original proposition ('there is wine in the glass'), and know that this entails the heavyweight proposition ('there is an external world'), but knowledge of the former does not entail – or transmit to – knowledge of the latter. Purely in cases of heavyweight propositions, Dretske argues, CP fails.

The only alternative, Dretske argues, is scepticism; either we accept that CP fails in case of heavyweight implications, or we grant that we can't know that P unless we know all the (known) implications of P, and given the nature of heavyweight propositions, we cannot know them, since they are not known either empirically or a priori. Dretske thus presents us with a dilemma: reject closure, or accept scepticism. The only alternative, to those who wish to preserve closure but reject scepticism, is to provide an account of how we can know the heavyweight propositions that are implied by our ordinary knowledge claims which, Dretske claims, are unknowable by empirical or a priori means.

This is a stark challenge, and one I shall in due course attempt to tackle (which will in turn bring me back to the AK). But for now, I want to suggest some reasons why we should want to steer a middle course between the Scylla of scepticism and the Charybdis of closure-denial, for the cost of denying closure is much higher than Dretske acknowledges. The cost is spelt out by Hawthorne, who suggests two arguments against denying closure.9 The first argument is that, in rejecting CP, Dretske also has to reject the equally plausible and compelling Distribution Principle.

Distribution Principle (DP): If I know the conjunction of P and Q, then as long as I am able to competently deduce P, then I am in a position to know that P (and as long as I am able to
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9
Hawthorne (2005), pp. 31-32.

competently deduce Q, I am in a position to know that Q).

The Distribution Principle is extremely plausible; intuitively, how could I know that P and Q but not thereby be in a position to deduce P? Dretske however, in denying CP, is also committed to denying DP. To see why, first, let us take as a starting point the equally compelling Equivalence Principle:

Equivalence Principle (EP): If I know with certainty that P is equivalent to Q, and I know that P, and competently deduce Q from P, then I know that Q.

Now, suppose, for example, that I know a glass is full of wine by using my perceptual capabilities.

The proposition that the glass is full of wine is a priori equivalent to following proposition:

The glass is full of wine and it isn't the case that the glass is full of water that is coloured like wine.

So, by EP, I know the previous conjunction. And then supposing DP to hold I am in a position to know that:

It isn't the case that the glass is full of water that is coloured like wine.

But, Dretske's position denies us knowledge of the latter proposition in a case such as this. So, in denying the (intuitively inherently plausible) CP, he is also committed to denying the equally plausible DP. And this means that, in certain cases at least, Dretske is committed to it being the case that I can know the conjunction P and Q without thereby knowing the conjunct P (or Q). And this is an extremely unfortunate result.

Hawthorne's second argument concerns the role of knowledge as the norm of assertion. It builds on Timothy Williamson's thesis that it is the fundamental norm of assertion that one ought not to assert what one does not know.10 When we combine this thesis with Dretske's position, some very odd results follow. Suppose that Q is a heavyweight consequence of P, and that S knows that P and that P entails Q. Now, suppose I ask S whether she agrees that P, and she asserts that she does. Next, I ask if she realises that Q follows from P, and she again assents. Then, I ask whether she agrees that Q, but she refuses to agree. Somewhat confused, I then ask if she's willing to retract her earlier claims about P, and Q being entailed by P. She refuses, saying: “I stick by my claim that P, and that P entails Q, but I'm not willing to claim that Q”. Such an exchange would, I hope, strike the reader

[image: image6.jpg]



10 Williamson, (2000), see also Unger, (1975).

as utterly bizarre (Hawthorne compares the interlocutor in the exchange to Lewis Carroll's Tortoise, who would accept the premises of a modus ponens argument but refuse to accept its conclusion).11 However, Dretske's position, combined with the far from untenable thesis that knowledge is the norm of assertion, appears to license such an exchange.

So, rejecting CP in order to avoid the force of AI comes at a very heavy cost, and whilst it may still be preferable to embracing wholesale scepticism it would be remiss not to seek a better solution, one that meets Dretske's challenge and lets both retain CP and reject scepticism, without descending into what Dretske dismisses as mere “verbal hocus pocus”12 in an attempt to explain how we can have knowledge of his heavyweight propositions. Soon we shall be turning to the AK, and seeing whether it can be retrofitted to meet this challenge (having diagnosed its base flaws), but next I want to turn to another attempt to retain our everyday knowledge claims whilst retaining closure, namely attributer contextualism.

In a nutshell, contextualism is the thesis that the word 'knows' operates in a context-sensitive fashion. Although it comes in several varieties, the most influential is attributer contextualism as put forward by Keith DeRose13, David Lewis14 and Stewart Cohen,15 in which it is the context of the attributer that determines the truth-value of the ascription of knowledge. To see how this is supposed to work, first consider a gradable adjective like 'tall' or 'empty'. In an ordinary conversational context, if I say of Jones – who is six feet tall – that 'Jones is tall', then I am speaking truthfully. However, if I am a basketball coach selecting players for my team, then the statement 'Jones is tall' is not true in the conversational context I am operating in (six feet tall being pretty short for a basketball player). Similarly, if I say 'the fridge is empty' when there is no food in there, I am ordinarily making a true claim. However, if a pedantic friend challenges me on this, and points out that although there is no food in the fridge there are still oxygen, carbon dioxide and nitrogen molecules in there, then, at least by his lights, it is not true to say that the fridge is empty. In my loose sense it is empty, but by his stricter standards it is not empty; the truth-value of the claim 'the fridge is empty' depends on the context in which the claim is being made.

Now, the contextualist claims that what is true of 'tall' and 'empty' is also true of 'knows'. In an ordinary conversational context, I can make all kinds of everyday knowledge claims that come out true. However, once I start seriously thinking about epistemology, and in particular once I start
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11 Hawthorne (2005), p.32.

12 Dretske (2005), p.23.

13 DeRose (1995)

14 Lewis (1996)

15 Cohen (2000)

engaging with the sceptic, then the standards of what is required for a knowledge claim to be true are shifted (indeed, lifted), and, by the more demanding lights of the sceptic's conversational context, I can no longer be said to know the things that, in the ordinary conversational context, I could truthfully claim to know.

As a response to the sceptic's challenge, on the surface this looks quite neat. We have retained closure (the reason our claims to knowledge are made false in the sceptic's conversational context remain those spelt out in P2 of AI), and so avoided the pitfalls associated with its denial; we have explained the lure of the sceptical argument, not denying any of its premises and granting that, in the appropriate context, it is indeed correct; but we have nonetheless also apparently retained our quotidian knowledge claims, since, for the most part, we do operate in ordinary conversational contexts, and according to the attributer contextualist, the sceptic's argument can only destroy our knowledge claims when we are operating in his special conversational context. In everyday contexts

– i.e. in the contexts which, by and large, we usually make our knowledge claims in – our knowledge claims remain pleasingly intact. Usually, when we claim to know we have hands, we are indeed correct, and it is only in certain, exotic circumstances that this is no longer the case, circumstances which need not trouble us on an everyday basis.

However, not only are there independent concerns as to the plausibility of attributer contextualism16, it is also flawed as a response to scepticism. In short, the problem is that it doesn't offer so much of a response as a capitulation to the sceptic. Whilst it might seem reassuring to be told that in everyday contexts our knowledge claims are safe, once we grant that the sceptic is introducing stricter, more demanding conditions on what the necessary conditions for knowledge are, then to suggest these conditions disappear from view once we stop operating in such a context appears like putting our heads in the sand, so to speak. The contextualist has done nothing to refute the sceptic, but has simply claimed that we only need to worry about his challenge when directly engaging with him; and furthermore when we are directly engaged with him then he emerges the victor, since the contextualist grants that in such a context the sceptic is right and we do not know our everyday propositions. So, according to the contextualist, strictly speaking, the sceptic is correct, and our everyday claims to knowledge are little more than 'loose talk' that do not stand up to proper scrutiny. The context the sceptic is operating in is more epistemically demanding than our everyday contexts, and is thus epistemically superior. And as anti-sceptical epistemologists, it is
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16 For instance, it is not clear that it can offer a satisfactory account of the normative role of knowledge, as in, for example, the previously-mentioned role knowledge plays as the norm of assertion. A contextualist would have to offer a 'contextualized' version of these norms, and it is far from obvious that this can be done. See e.g. Hawthorne (2004) for an account of the problem, and Blome-Tillman (2012) for a contextualist response.

these epistemically superior standards we must want to engage with; these are the grounds on which we must want to win our battle with the sceptic if we are to win it at all. So, by my reckoning anyhow, the contextualist response to the sceptic fails, since it effectively admits defeat to him.

The previous discussion should have helped shape what we are looking for in a response to AI: at the very least, we want to retain CP, whilst at the same time we want to deny the sceptic his claim that we do not know everyday propositions; but furthermore we want to do so whilst operating under his more epistemically demanding conditions. In short, then, it seems we must either find a way to deny P1 of AI (i.e. that I cannot know that I'm not a BIV), or find a way to deny P2 of AI without also thereby denying closure. The second option seems virtually impossible, however, and so I shall be largely focussing on the first option. This means I shall be looking for a response to AI that suggests we do, in fact, know the denials of sceptical hypotheses; and in the next section, I shall turn to AK as the beginnings of an attempt to do just that.

Part 3: The Argument from Knowledge

Recall how AK goes:

1) I know that I have hands.

2) If I know that I have hands, then I know I'm not a BIV.

3) I know I'm not a BIV.

In essence, it is the modus ponens to AI's modus tollens. Much as AI used CP to argue from our inability to know the denials of sceptical hypotheses to to our inability to know even everyday propositions, AK takes as its starting point our knowledge of those same everyday propositions and moves via CP to our knowledge of the denials of sceptical hypotheses.

In claiming that we can know the denials of sceptical hypotheses the AK is offering a solution to the sceptical problem that the literature dubs 'Moorean'. Moore himself famously offered a 'proof' of the existence of the external world which consisted of him gesturing with one hand in front of his face, then another, and then claiming that this was sufficient to demonstrate the existence of the external world.17 However, it is worth noting here that Moore's argument was not in fact directed at scepticism, but idealism; and his own anti-sceptical position was rather more subtle and sophisticated than that set out in AK, consisting as it did in the claim that we were always more
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17 Moore (1962), p.144-8.

certain in the truth of a quotidian proposition like 'I have two hands' than we were certain of the truth of any premise of a sceptical argument which could be used to induce doubt in the quotidian proposition. So, Moore did claim that we could know the denials of sceptical hypotheses, but his reasoning was not exactly that of AK, which moves straight from knowledge of everyday propositions to its anti-sceptical conclusion. As such, while we will dub the proponent of AK 'Moorean' (and the proponent of a suitably strengthened version of AK 'neo-Moorean'), the term is to be treated with care, and is not meant to suggest that this would be Moore's own approach to the problem.18
Our concerns here are not with exegesis of Moore, however, but rather with our argument as presented and its effectiveness as an anti-sceptical manoeuvre. And, as it stands, AK is severely defective, although there is no consensus in the literature on the subject as to where exactly its deficiencies lie. The most common charge against the argument is that it simply begs the question against the sceptic, in that for a starting premise it helps itself to the denial of the conclusion of the sceptic's argument (recall that the conclusion of the sceptic's argument is that we don't know an everyday proposition like 'I have two hands', whereas the starting premise of AK is simply the denial of this). Since it is this quotidian knowledge that is under dispute by the sceptic, one cannot simply use it as the starting point of an anti-sceptical argument if one is to meaningfully engage with the sceptic; the sceptic will simply deny the first premise of AK.

However, whilst this charge against AK is essentially correct, it is not the end of the argument's flaws, and there are a variety of further diagnoses on offer in the literature. According to Crispin Wright19, an argument of this sort20 suffers from 'transmission failure', a failure to transmit warrant from its premises to its conclusion. So although one can be warranted in believing its premises, this warrant does not transmit to its conclusion. (Here, for simplicity's sake, I take 'warrant' to be synonymous with 'justification', although I am aware that to do so may be controversial.) Transmission is a principle similar to, but stronger than, closure; whereas closure (as we have construed it) concerns the idea that knowledge is closed under known entailments, transmission demands that what grounds an agents knowledge in the antecedent proposition thereby grounds their knowledge in the consequent proposition. It is in this regard, Wright maintains, that an argument like AK fails, since what grounds my knowledge that I have hands does not thereby grounds my knowledge that I am not a BIV; so even though I may be right to accept the conclusion
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18 For a good account of Moore's own response to the challenge of scepticism, see Baumann (2009).

19 See e.g. his (2004) or his (2009).

20 Wright's target is in fact Moore's proof of an external world, rather than AK, but since the two are so similar I think it fair to say his analysis of the former applies to the latter also.

of the argument, it is not something I could claim warrant for on the basis of the argument itself. It is important to note here that the argument as we have been discussing it so far has been concerning knowledge simpliciter, rather than warranted belief, or rationally-grounded knowledge, or somesuch. This is an important point we shall return to in some detail later, but for now we can simply note that Wright's critique may not immediately apply to AK as we have so construed it, but he does in fact reveal a deeper problem with the argument. But we shall return to this point later.

There are other diagnoses available for an argument like AK,21 but to my mind the most effective critique is that offered by Duncan Pritchard (2007), who contends that the argument suffers from a number of key flaws;22 although, we shall not focus on all of them, since some are more important to our purposes than others.23 First is the objection we have already noted, that the argument begs the question against the sceptic by simply helping itself to the denial of the conclusion of AI as its starting premise (he calls this the 'dialectical impropriety' objection). Since this is the beginning and the end of this anti-sceptical strategy, it is unsurprising few find it unpersuasive; by way of analogy, Pritchard asks us to imagine an atheist responding to a compelling demonstration of the existence of God by using the proposition 'God doesn't exist' as a starting premise in his counter-argument. This atheist would clearly not be meaningfully engaging with is opponent, and nor, it seems, does the Moorean engage with the sceptic.

A second, related objection is what Pritchard calls the 'impasse objection': the charge here is that AK offers, at best, a draw with the sceptic. Since AK is just the modus ponens to AI's modus tollens, and both arguments have premises of similar intuitive strength (both depend on CP, after all), then it appears that we have two opposing arguments of equal force. An if this is right, then we have just as much reason to be sceptics as Mooreans. An furthermore, when arguing with a sceptic, a draw is essentially as good as a loss, since to admit that we have no good reason not to be a sceptic (which is the dialectical situation if AK and AI really do have equal force) is to succumb to a kind of
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21 So, according to Pryor (2004) and Davies (2004), the argument is dialectically ineffective, since, whilst you can come to know the argument's conclusion from its premises, you can only do this if you don't already doubt that the truth of the conclusion (and of course the sceptic does doubt the truth of the conclusion). Meanwhile, Neta (2007) reckons that the point of AK is not to demonstrate to us something that we didn't previously know, but rather to display to us that we already knew its conclusion, and so if we construe AK as an attempt to demonstrate afresh the denials of sceptical hypotheses we are bound to be dissatisfied. See Carter (2012) for more on these as well as Wright's diagnosis.

22 Pritchard (2007), pp. 70-75.

23 In particular, some of Pritchard's criticisms concern the argument's inability to get to grips with what he calls 'underdetermination-based' scepticism; this, as he also argues in his (2016), pp. 29-60, is a logically distinct (and, he reckons, stronger) form of scepticism than closure-based scepticism, that concerns the idea that, if p and q describe incompatible scenarios (e.g. one concerns ordinary perceptual knowledge and the other a radically sceptical hypothesis), and yet one lacks evidence or rational grounds for preferring p over q, then one lacks knowledge that p. The basic idea here is that “one's rational support for a perceptual belief is underdetermined with respect to radical skeptical scenarios” (p.29). Since our concern here is only with closure-based radical scepticism, these criticisms do not apply so much.

second-order scepticism. So this is obviously very unsatisfactory as a response to the sceptical problem.

Another objection is that, in claiming that we know the denials of sceptical hypotheses, the Moorean is not giving us any plausible epistemological story about how we can know these denials. The difficulty is that, intuitively at least, knowing that one is not a BIV does not seem like the sort of thing one could know, as we saw when discussing AI. Since it is an empirical proposition, it doesn't seem to be the kind of thing one could know by a priori methods, and yet it also seems to be unknowable by empirical methods, since ex hypotheosi there is no empirical investigation that could be undertaken that would show that the hypothesis didn't obtain. So in order to be satisfactory, the Moorean response has to give us a plausible epistemological story of how we can come to know the denials of sceptical hypotheses, when intuitively it appears that we cannot know such things.

The last of Pritchard's objections to AK that is worth mentioning here is the charge that it offers no diagnostic story of why we should ever have been taken in by the sceptical argument in the first place. On the Moorean approach to the problem, it is a mystery why it should ever have been seen to be a problem. If the proper way to deal with the sceptical problem were really this straightforward, then why did no-one notice this before? Short of positing a collective blindness on behalf of philosophers over the centuries, the Moorean has no real diagnosis here.

So, the situation is this: in order to render AK an effective response to AI (and thus move from being Mooreans to neo-Mooreans), we need to meet the previous challenges. Our anti-sceptical strategy cannot begin and end by helping ourselves to the denial of the conclusion of AI, or else we will simply be begging the question against the sceptic; we need to offer both a plausible epistemological story of how we can come to know the denial of our target sceptical hypothesis, and a plausible diagnostic story of why the sceptical problem ever appeared a genuine problem in the first place. If we can do all this, then we can perhaps offer a response to the sceptic that offers a solution, rather than simply threatening an impasse; in other words, a victory against the sceptic, rather than a draw. So, we must now turn to the question of how one can know the denial of sceptical hypotheses, since this is the crux of the problem, and in the next section I shall begin exploring ways to do that by taking advantage of an externalist approach to knowledge.

Part 4: Externalism as a response to AI

Recall that the idea underpinning P1 of AI – that we cannot know that we are not BIVs – was that given that the experiences of myself and my bad-case twin were phenomenologically identical, there was nothing I could draw on to serve as evidence for the proposition that I am not a BIV. The charge that the externalist can level at the sceptic here is that the intuitions grounding this argument are fundamentally internalist in character, and if we reject internalism we can thus reject the sceptic's argument.

Now, obviously the first thing we need to do here is characterise the internalism/externalism dichotomy. Working in terms of justification, John Greco characterises the dichotomy as follows:

Internalism is the position that the conditions for justification must be appropriately internal to the knower's perspective. Roughly, something is internal to S's perspective so long as S is aware of it of could be aware of it merely by reflecting. Externalism is simply the denial of internalism, holding that the conditions for justification need not be within the knower's perspective.24
Similarly, James Pryor characterises the central idea of internalism as follows:

Whether one is justified in believing p is wholly determined by facts which one is in a position to know by reflection alone.25
So, following their lead, we can define internalism about justification as the thesis that whether or not an agent is justified in believing a proposition p is determined by facts that the agent is in a position to know by reflective access alone. And externalism about justification can be defined as the denial of this thesis: an agent's belief in a proposition p could be justified without it being the case that the facts which determine that justification are reflectively accessible to that agent.

So far we have been talking of justification, but, working on the plausible assumption that justification is at least a necessary condition for knowledge,26 we can move to talking about internalist and externalist conceptions of knowledge, too. So an account of knowledge is internalist iff it demands that the possession of justification, construed internalistically, is necessary condition for knowledge. Whereas the externalist account of knowledge is the denial of the claim that the internalist conception of justification is necessary for knowledge; i.e., an agent could know a proposition p without having internalist justification for p.
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24 Greco (2000), p. 181.

25 Pryor (2000), p. 7.

26 But not sufficient of course, as Gettier (1963) famously showed.

There are various kinds of externalist positions to be found in the literature, but among the most prominent are reliablism, which says that justification depends on a belief's being formed in a reliable way;27 virtue-theoretic accounts of knowledge, which couch an account of knowledge and justification in terms of what an agent is rightly given credit for,28 or in terms of beliefs reached via epistemically-virtuous belief-forming practices;29 truth-tracking accounts, according to which a belief is justified iff it tracks the truth across possible worlds (S's belief that p tracks the truth just in case S would believe p if p were true and S would not believe p if p were false);30 and proper function theorists, who say that a belief's being justified depends on the belief being formed by properly functioning cognitive faculties.31 The details of each of these views need not concern us too much; rather, what is important to note is that each offers an account of knowledge and justification that allows for an agent to know a proposition p without having internalist justification for it; so long as the relevant externalist conditions for knowledge are met, then an agent can be said to know that p.

So, how does this help us meet the challenge of AI? The answer is as follows: in denying that knowledge of a proposition requires one to have reflectively-accessible justification for that proposition, and that one can have knowledge simply by meeting the appropriate externalist conditions for knowledge, then the externalist can, in theory, claim knowledge of the denial of our target sceptical hypothesis (in Dretske's terms, knowledge of 'heavyweight' propositions). He can, in other words, reject P1 of AI and block the sceptical argument before it gets started. So, for example, my belief that I am not a BIV counts as knowledge for a reliabilist just so long as it is formed by reliable belief-forming processes; for a virtue-theorist, it will count as knowledge so long as it is formed by epistemically virtuous belief-forming practices; for a truth-tracking theorist, it will constitute knowledge so long as the belief is truth-tracking (as mentioned previously, on Dretske and Nozick's account of truth-tracking my belief that I am not a BIV does not track the truth, but there are other accounts on which this is not the case which we shall discuss shortly); and for the proper function theorist my belief that I am not a BIV will count as knowledge just so long as it is formed by properly-functioning cognitive faculties. In each case we have, in theory at least, an account of how it is we could come to know the denial of our sceptical hypothesis.
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27 See e.g. Goldman (1979, 1986) and Alston (1985).

28 See e.g. Greco (2003) and Sosa (2007).

29 Zagzebski (2003).

30 The previously-mentioned Dretske (1971) and Nozick (1981) are examples here; but so too, as we shall discuss in more detail later on, is Sosa (1999).

31 See e.g. Plantinga (1993).

Now, in order to navigate the options before us, it will be useful to next discuss some objections that the sceptic might raise to the kind of externalist account offered above, since some of the externalist options on the table are, I believe, better-placed to meet those objections than others. To begin, I shall examine three such objections which I believe can be met to greater or lesser extent by at least some varieties of externalism.

Part 5: Some objections to externalism

We have so far suggested that the externalist can defeat the sceptic's claim that we cannot know that we are not BIVs (and thus that we cannot know ordinary propositions such as 'I have two hands), since by the externalist's lights what is required to make the claim to know that one is not a BIV is simply that it satisfy whatever externalist conditions on knowledge are deemed necessary by the externalist's pet theory. So, for instance, the reliabilist will say that he can know he is not a BIV just so long as his belief that he is not a BIV is the product of reliable belief-forming processes. However, it must be said that the sceptic is unlikely to be impressed with this manoeuvre; the natural response he will make here is to ask how it is the reliabilist knows his belief is reliably-formed, and without a satisfactory answer this won't be much of a response to the sceptic at all. And of course, the same concerns arise for nonreliabilist versions of externalism as well. In short, the charge will be that an externalist account offers a response to scepticism that is philosophically unsatisfying. In order to bring this complaint in to sharper focus, I shall now consider three objections that have been levelled against this kind of externalist response,32 before offering what I think is the externalist account that is best-placed to meet at least these objections.

The first objection is that such an externalist account merely offers a conditional account of knowledge, and thus only a conditional response to the sceptic. When asked to explain how one can have knowledge of the denial of a sceptical hypotheseis, the externalist's answer is that if the relevant belief satisfies externalist conditions, then those beliefs are justified and constitute knowledge. But, the charge goes, this conditional answer is unsatisfying. As already mentioned, the real question is whether the antecedent of such conditionals is true. It is all well and good for, for example, the reliablist to say that if the relevant beliefs are reliably-formed, then they constitute knowledge, but without an answer to the question of whether they are in fact reliably-formed (and an unproblematic answer to the question of how we can know whether they are reliably-formed, as we shall go on to discuss), this answer is of limited dialectical effectiveness in combating the sceptic. And, of course, this is a problem that effects all our varieties of externalism equally, since
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32 These objections, amongst others, are further discussed in Bergmann (2008), pp. 14-35.

they all offer conditional accounts of knowledge.

A second, related objection concerns a perceived awkwardness it has when accounting for the justification of second-order beliefs, i.e., beliefs about the epistemic credentials of other beliefs. The complaint is as follows: externalist accounts of justification should, if true, apply just as much to second-order beliefs as first-order ones such as our ordinary perceptual beliefs. So, for example, to be consistent, a reliabilist should, when pressed by the sceptic to say how they are justified in holding the second-order belief that their perceptual beliefs are reliably formed, appeal to the fact that this second-order belief is itself reliably formed. But at least some externalists feel very uncomfortable to do this.33 And the fact that some externalists feel this discomfort when following the implications of their positions as it applies to second-order beliefs in response to sceptical challenges, is, so the argument goes, evidence as to the implausibility of the externalist's position.

Perhaps one way to explain this discomfort is to suggest that it arises in virtue of the fact that the externalist realises her position, when applied to second-order beliefs, commits himself to permitting epistemic circularity. This then brings us to a third objection to the externalist: that they appear to be committed to approving of epistemically circular responses to scepticism. Take, for example, the following argument for the reliability of perception:

In the past, whenever I was appeared to in such-and-such a way and formed the belief that there was a tree before me, I was right. And something similar applies to my beliefs based on my other sensory modalities. Therefore, sense perception is reliable.

This is an argument that relies on memory, introspection and perception. Now, suppose that the memory, introspective and perceptual beliefs used in this argument are justified in an externalist fashion. A belief in the argument's conclusion is then also justified, since it is based on a respectable inductive argument from premises justified by the externalist's own criteria. So, the externalist is thereby committed to allowing that one can respond to a question about knowledge of the reliability of one's sense-perception with the kind of argument just discussed. But, such an argument relies on perception to establish the reliability of perception; it is epistemically circular, and so is defective. So any response to scepticism which commits itself to approving of such epistemic circularity is wanting.

So, we have three interlinked objections the sceptic might make to the externalist. How might the
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33 Take, for example, Alston (1993) pp. 16-17.

externalist respond? First, the charge that they only offer a conditional account of knowledge, and this is of limited value. One way we might respond here is to note that this does not just apply to externalist epistemologies; any account of justification which allows for non-inferentially justified beliefs, whether internalist or externalist, is open to the same charge. And we surely need to allow for the possibility of non-inferentially justified belief, or else we will soon find ourselves mired in a scepticism more Pyrrhonian than Cartesian in nature; if all beliefs are justified by inference from other beliefs, we will swiftly find ourselves lumbered with either an infinite regress of justification, or our beliefs being justified in a circular fashion. If I argue that my belief in a is justified by my belief in b, and my belief in b is justified by my belief in c, and so on ad infinitum, then since we never reach an end to the chain of justification, the upshot is that none of my beliefs are justified.34 Meanwhile, if I argue that my belief in a is justified by my belief in b, and my belief in b is justified by my belief in c, but that my belief in c is justified by my belief in a, then this appears to offer no justificationary support to any of the beliefs in question. So, we need to allow for the possibility of non-inferentially justified beliefs.35 And once we do, then any account of how such beliefs are justified, whether internalist or externalist, is going to make appeal to conditionals of the sort we have been discussing. So, for example, take a kind of crude Cartesian account of justification, which says that some beliefs are justified if they are both clear and distinct. Although this is an internalist account – the properties of clarity and distinctness possessed by a justified belief being supposedly reflectively accessible by the believer – the necessary condition for the belief's being justified are that it possesses these properties of clarity and distinctness, not that these properties are recognised by the believer. In short, when it comes to non-inferential belief, what matters is that the justification conditions are met by the belief in question, not that the agent knows or believes that they are.

Furthermore, it is not the case that externalists will have to deny knowledge of the antecedent of a conditional like 'if belief p satisfies condition c, then p is justified'. It's true that these antecedents don't need to be known for a belief to be justified, but there's no reason for an externalist to say that they can't be known. The externalist, to be consistent, simply has to say that they will be known if they're believed in a way that satisfies whatever conditions are required for knowledge; and a belief can satisfy these conditions even if the agent doesn't know or believe that those conditions are satisfied.
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34 Although, for a defense of infinitism (the claim that infinite chains of justification are epistemically permissable), see Klein (2008).

35 The scepticism threatened if we don't is more Pyrrhonian than Cartesian, since it concerns the justification of any and all our beliefs, rather than our knowledge of the external world.

This in turn brings us to the objection that externalism suffers a perceived awkwardness when dealing with second-order beliefs, which, in truth, I do not find to be much of an objection at all. To meet it simply requires the externalist to be consistent in his externalism: if (for example) my belief about the reliability of my belief-forming processes is itself produced by a reliable process then it is justified. Where, I feel, the perceived awkwardness comes from is a kind of residual set of internalist intuitions that many externalists find hard to shake, particularly when it comes to second-order beliefs. And it is not surprising that many find them hard to shake; if there is such a thing as 'folk' epistemology, then it has, I would contend, strong internalist leanings, at least when it comes to justification. If I ask a non-epistemologist how he is justified in holding such-and-such a belief, then he is likely to offer me a series of reasons for his holding it; and such reasons are of course reflectively accessible to him. He is unlikely to suggest that he is justified in virtue of the reliability of the processes that formed the belief, or the fact that his belief tracks the truth across range of possible worlds. So that our 'folk' epistemology is internalist in nature helps explain the difficulty some externalists feel in following their externalism all the way, so to speak. Furthermore, it is the internalist nature of our folk epistemology that helps explain the lure of sceptical arguments in the first place; since an argument like AI trades on internalist assumptions about knowledge and justification, it is no wonder that, since internalism comes so easily to us, that we should find it persuasive.

(Here, it may be objected that since this suggests that externalism is a revisionary thesis, this is reason to be suspicious of it. If our folk epistemology is internalist in character, and externalism flatly contradicts it, then externalism would appear to be a kind of error theory about our natural epistemological practices, and as such should be avoided. I can only gesture at a response here, but the short answer would be that our folk epistemology is wrong, and internalism about justification and knowledge (understood as the thesis that whether or not an agent is justified in believing a proposition p is determined by facts that the agent is in a position to know by reflective access alone, and the possession of justification, construed internalistically, is necessary condition for knowledge) is highly problematic upon reflection, and soon leads to the impossibility of most of our knowledge claims, as the AI demonstrates.)

So far so good for the externalist. But the third objection we examined – that of the externalist being committed to approving of epistemic circularity – is somewhat trickier to deal with. When we discussed it previously, we used the example of the reliabilist, who seemed to be committed to allowing that one could use perceptual beliefs to demonstrate the reliability of perception. But similar considerations can be levelled against both the virtue theorist and the proper function

theorist, with the former seemingly committed to allowing that one can use (for example) perceptual beliefs to demonstrate the epistemologically virtuous nature of perception as a belief-forming mechanism, and the latter similarly allowing that perceptual beliefs could be used to show the proper-functioning and thus justification-conferring status of perception. It is not completely clear to me, however, that this charge has quite the same sting when levelled against truth-tracking accounts, and so this is my preferred of the externalist options under consideration.

But lest this be seen as a little quick, it is also worth pointing out that there are still moves externalists of all stripes might make to meet this objection. One move that might be made is to argue that in order to avoid the problem of allowing for epistemic circular justification, one must thereby maintain that knowledge of the reliability (or proper-functioning, or the epistemic virtue) of our belief-sources is impossible. But since these consequences are so implausible, we should just bite the bullet and admit that epistemically circular justification is permissible after all. Alternatively, one might try to argue that we can distinguish between acceptable and unacceptable cases of epistemically circular justification, and that philosophers tend only to focus on the latter, thus explaining our discomfort at the idea (we are only presented with the bad cases, after all). So for instance, an epstemically circular argument may well be useless at convincing a sceptic as to the reliability of a belief-forming source, but this doesn't make it intrinsically flawed; it may still be used by a nonsceptic to come to knowledge about the reliability of his faculties, even when entertaining sceptical doubts (that he is albeit ultimately unmoved by). It is true that this is dialectically ineffective when engaging with the sceptic, but it might be said that this is not the fault of the externalist, but that of the sceptic, and his habit of having unreasonable doubts.

So, in sum, none of these objections against the externalist are decisive. There is a further objection to be discussed, however, that presents a far more serious challenge. Before setting it out, however, I want to set forth my own preferred externalist option, which is based on Ernest Sosa's safety-based account of the necessary conditions for knowledge,36 and see how it meets our desiderata for what we are seeking in an answer to the sceptic.

Part 6: a Sosan safety-based answer to the sceptic

Recall the desiderata we were seeking in an answer to the challenge posed by AI: firstly, we sought to claim knowledge of the denial of our sceptical hypothesis, and secondly, we also sought to retain
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36 See his (1999), (2000a).

closure. But furthermore, it was not enough to simply claim knowledge of the denial of our sceptical hypothesis on the basis of our knowledge of quotidian propositions, as the Moorean AK attempted to do; rather, we must offer a plausible epistemological story of how we can come to know that we are not BIVs, so as to break the impasse with the sceptic that AK threatened. And lastly, we needed to offer a plausible diagnostic story of how AI ever seemed compelling in the first place.

The best-placed way to meet these challenges is, I feel, to adopt a safety-based account of the necessary conditions of knowledge in the style of Sosa. He proposes that a necessary condition for a belief's constituting knowledge is that it be 'safe', where the notion of 'safety' is understood as follows:

Safety: an agent's belief in a contingent proposition p is safe iff, for a wide range of nearby possible worlds, if the agent believes p, then p is true.

This is, in effect, a truth-tracking account of knowledge that may appear similar to that offered by Dretske, but there are key differences in the notions of safety and Dretske's sensitivity. Recall that the sensitivity condition for knowledge required that, for an agent's belief in a given contingent proposition to constitute knowledge, in the nearest possible world in which that proposition was false, the agent would not believe it. This had the upshot that I could not know that I was not a BIV, since in the nearest possible world in which my belief in this proposition was false (i.e. an all-deceiving BIV world), I nonetheless continued to believe it. And furthermore, this led to the failure of closure, since although my belief that I had two hands was sensitive (in the nearest possible world in which the proposition was false, I did not believe it), and although this belief entailed the belief that I am not a BIV, the latter belief was not sensitive in the way the former was, and so only the former could be known.

Now, the great advantage of Sosa's rejecting sensitivity in favour of safety is that it preserves closure, and allows that we can know both everyday propositions like 'I have two hands' and know the denial of sceptical hypotheses like 'I am not a BIV' that are entailed by them. Suppose, for example, that an agent has a safe belief in the proposition 'I have two hands'. Not only is this belief true in the actual world, but it is also true across the range of nearby possible worlds in which he believes this proposition. But insofar as the belief really is safe, then there cannot be any sceptical possible worlds in the realm of nearby possible worlds which determine that safety, since, if there were any such worlds, then the agent would have a false belief as to his having two hands in that

sceptical world. But then, since sceptical possible worlds are excluded from the range of nearby possible worlds which determine the safety of this belief, then it also follows that the agent must have a safe belief that he is not a BIV, since there will be no possible worlds among the realm of nearby possible worlds under consideration in which the proposition that 'I am not a BIV' is false. So, every world in the realm of nearby possible worlds which determine the safety of the original quotidian belief, is also a world in which, when the agent believes the proposition 'I am not a BIV', his belief is true.

So, scepticism is avoided and closure retained, and we have an account of how it is we can know the denials of sceptical hypotheses: we can know them because they meet the safety condition necessary for knowledge on this account. As to why we should have ever found AI convincing in the first place, Sosa suggests that this is because we confuse the notions of safety and sensitivity, and scepticism is only persuasive with the latter condition on knowledge.37 This answer is unpersuasive, however, since it supposes that people do view sensitivity as a requirement for knowledge to begin with, which is unlikely. A better answer as to why a sceptical argument like AI should have seemed persuasive is, as I have already discussed, that it trades on implicit internalist assumptions that are central to our folk epistemology and so have a veneer of plausibility, but that nonetheless can be rejected by the committed externalist. We thus have an answer that meets our desiderata; does this mean that all is well and good, and we can summarily dismiss the sceptic's challenge? Sadly, no, for there is a sting in the tail: we shall conclude by seeing how an externalist answer to the sceptical challenge is vulnerable to the sceptic forcing a dilemma by shifting from talk of whether we can have knowledge simpliciter to rationally-grounded knowledge of the denial of sceptical hypotheses.

Part 7: The cost of an externalist answer

We have seen that an externalist account of knowledge can answer the sceptic's challenge by maintaining that we can, in fact, know the denials of sceptical hypotheses, since all our beliefs in the relevant propositions need to do is satisfy the externalist conditions for knowledge (in my preferred instance, this involves the belief's being safe as outlined above). One of the upshots of this, however, is that, whilst we can know such denials, we don't have reflectively accessible reasons to believe them; this is a consequence of our rejecting internalism in favour of externalism. However, as pointed out by Pritchard,38 here, the sceptic can reveal the heavy cost such a move incurs by shifting his claim from denying that we can have knowledge of the denials of sceptical
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38 Pritchard (2016), pp.14-18.

hypotheses to denying that we can have rationally-grounded knowledge of such denials. In our externalist rebuttal to the sceptic, we in effect granted this point to the sceptic, arguing that one doesn't need rational grounds (here construed as reflectively accessible reasons) for one's belief for it to constitute knowledge; the only thing that was required was that the belief satisfy the relevant externalist criteria for knowledge. However, it is one thing to say that not all our knowledge claims need be rationally-grounded; it is quite another to say that none of them are, and presumably we want to avoid endorsing this latter claim.

The move the sceptic can make here, though, is to reformulate AI in terms of rationally-grounded knowledge in such a way as to threaten the rational grounds of all our knowledge claims. So, we get something like:

AI*:

P1: I cannot have rationally-grounded knowledge that I am not a BIV.

P2: If I cannot have rationally-grounded knowledge that I am not a BIV. Then I cannot have rationally-grounded knowledge that I have two hands.

C: I cannot have rationally-grounded knowledge that I have two hands.

Although we cannot use CP to motivate this argument, we can use a similar, and no less plausible version of the principle that concerns rationally-grounded knowledge:

CP (RK): If an agent has rationally-grounded knowledge that p, and competently deduces from p that q, thereby forming a belief that q on this basis while retaining his rationally-grounded knowledge that p, then he has rationally-grounded knowledge that q.

And with CP (RK) in play, which even the externalist should find plausible, the sceptic can force a dilemma: on the first horn, the externalist is offering no kind of response to the sceptical problem, whilst on the second he is proposing an epistemology that is so revisionist that it seems deeply implausible.

To take the first horn: the externalist could try and stick to a moderate version of externalism, according to which our everyday knowledge is rationally-grounded and it is only our knowledge of 'heavyweight' propositions which is not. But, in the face of AI*, the only way he can do this is by denying CP (RK), and this is just as unpalatable as denying its sister principle CP was. And to take the second horn: the externalist could opt for the more radical approach of granting that AI* is in

effect correct, and we do lack rationally-grounded knowledge of even our most quotidian beliefs. But this would mean severing the link between knowledge and rational support altogether, and it seems to be incredibly difficult to motivate such a claim beyond our attempt to answer the sceptic. In short, the cost of this move is also incredibly high, in effect saving knowledge simpliciter by adopting a scepticism about rationally grounded knowledge which, whilst somewhat plausible when applied to a heavyweight proposition such as 'I know I'm not a BIV', is much less so when applied to our beliefs in quotidian propositions.

Here, I think the only real option for the kind of neo-Moorean externalist response to scepticism we have been considering is to bite the bullet and embrace the second horn of the dilemma: he must see his externalism all the way through, so to speak, and insist that there is no link between knowledge and rational support; knowledge of even quotidian propositions is all and only a matter of satisfying whatever externalist conditions for knowledge are required. But this is a move that will find few takers, and with good reason, since, as mentioned, in meeting one form of scepticism it simply replaces it with another. So, although a neo-Moorean externalist response seemed to meet our desiderata in answering the sceptic, the costs it incurs are so high as to render it an ultimately highly unpalatable approach.

Concluding remarks

We have seen that the bare-bones version of AK is dialectically ineffective as a response to AI, for a variety of reasons. However, by augmenting it with an externalist epistemological story of how it is we can know the denials of sceptical hypotheses, which also diagnoses the plausibility of the sceptical argument as resting on the hidden internalist assumptions which underpin it, it is possible to rectify many if not most of its flaws. But, such an approach comes at a very heavy cost, since it threatens to sever the link between knowledge and rationally-grounded belief altogether, as is shown if the sceptic reformulates AI as AI*. So such an approach seems to offer, at best, a Pyrrhic victory against the sceptic, saving knowledge simpliciter only at the expense of rationally-grounded knowledge.
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