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0. Introduction 

This article arises indirectly out of the development of a particular approach, called ATT-Meta, to the understanding of some types of metaphorical utterance. Information on the theoretical approach and the implemented computer program that partially realizes it can be found in Barnden (2001a,b, 2006a,b, 2008),  Barnden, Glasbey et al (2004), Barnden & Lee (2001) and Lee & Barnden (2001). However, the specifics of the approach are not the focus of the present article, which concentrates on some general issues that have informed, or arisen from, the development of the approach. The article connects those issues to the questions of metaphorical meaning and truth.  

A large part of the exploration of metaphor in fields such as Cognitive Linguistics and natural language Pragmatics takes metaphor to rest on complex mappings between a target subject matter and a source subject matter (see, e.g., Lakoff 1993, 2008). This is one main way in which some aspects of the source, generally including some structural aspects, can have parallels in the target.  It is typical for much, and perhaps the whole, of the meaning of a metaphorical expression to be explained by means of these parallels. We will talk about “parallelism” rather than “isomorphism,” or even “analogy,” because “isomorphism” implies a strict one-to-one correspondence between items in the source scenario and items in the target scenario, and analogy theorists often hold that analogy rests on isomorphism.  We wish not to prejudge the question of whether looser, messier forms of parallelism are sometimes needed. Also, we will talk about parallels rather than mappings, because as explained below, our discussion will embrace the question of parallelism that may be discernible, albeit implicitly, in accounts of metaphor that are not presented as being based on mappings. Three main cases of such accounts are Relevance Theory (RT: Sperber & Wilson 2008, Wilson & Carston 2006; also Vega Moreno 2007; going back to prior RT proposals about metaphor in Sperber & Wilson 1986, 1995), the categorization-based or „class-inclusion“ approach (Glucksberg 2008, Glucksberg & Keysar 1990), and Ritchie’s CLST account: (Context-Limited Simulation Theory: Ritchie 2006).  

One main issue we will address is that of substantial non-parallelism that can exist between source and target subject-matters in metaphor: more precisely, the issue that there may be source aspects that are exploited by the utterance and have a deep effect on metaphorical interpretation but that do not themselves have a natural parallel in the target subject-matter (although we will point out that artificial parallels can generally be created). This is part of a broader point that the content of metaphorical discourse should often be seen as being derived in a rather holistic way from several metaphorical bits of the discourse, which conspire to describe some source-domain scenario, rather than being derived by putting together metaphorical meanings of each metaphorical bit (even if each bit could in principle be assigned its own separate metaphorical meaning). As a result, we suggest that it is misguided to think of the propositions making up the content (or, if you like, „meaning“) about the target scenario that is being described is a matter of metaphorical meaning of specific grammatical units such as sentences, clauses or other constituents that a traditional semantic theory would assign propositional meaning to. Rather, grammatical units (that are to be taken metaphorically) have meanings in source-domain terms; content in target-domain terms is derived from the source-domain scenario depicted by those units and fleshed out through inference; and the target-domain content is only (in general) fuzzily relatable to particular grammatical units. This view is on a spectrum at whose extreme point we could place Davidson’s (1984) view that metaphors only have literal (i.e., source-domain) meanings, with other effects on the understander not being a matter of propositional content. However, on our view it is proper to take metaphorical discourse as having non-literal meaning, couched as a collection of propositions, among other things possibly; it is just that the propositions are not to be thought of (in general) as meaning of specific sentences, clauses or other grammatical units rather than of a possibly only fuzzily delineated piece of discourse.

A second main concern of the article is the question of how much, and what types of, inference are involved in the derivation of metaphorical meaning. While our own ATT-Meta approach accords with, amongst other accounts, Relevance Theory (RT) as to the centrality of inference in metaphor interpretation, we disagree with RT on its claim that metaphor interpretation is a matter of (a relatively high degree of) concept „broadening“ and (often) „narrowing“. We argue that almost all inference can in fact be theoretically redescribed as concept broadening and/or narrowing, and what is left over should be included in the metaphor interpretation process anyway. Thus, the RT claim about broadening and narrowing really just says that inference, of unrestricted type, is involved in metaphor understanding, in accord with what ATT-Meta claims. In the course of the argument, and now in no way in contrast to RT, we stress that there is no a priori limit to the amount of inference that might be done in the course of deriving metaphorical meaning. This is not to say that the amount of reasoning is always or even usually large, but just that the matter cannot be prescriptively circumscribed.

The plan of the article is as follows. Section 1 states some background assumptions and terminology. Section 2 summarizes some prominent ways in which non-parallelism has appeared in metaphor theory, and goes on with further illustration and analysis of the extent and type of non-parallelism that can exist. Section 3 explores some consequences of non-parallelism for the question of meaning (we leave truth till later in the article). In this section we argue the point mentioned above about metaphorical content arising holistically from discourse and not a matter of specific grammatical units. Section 4 turns to the second main concern, namely the amount and types of inference allowed during metaphor interpretation. Section 5 puts the considerations of the previous two sections together in a mutually reinforcing way. Section 6 concludes.

1. Some Assumptions, Terminology and Preliminary Observations

1.1.  Restricted Aim

It is fair to say that all accounts of meaning and truth of metaphor are provisional and programmatic. For instance, the special issue of the Mind and Language journal on metaphor in 2006 (vol. 21 no. 3) contains and alludes to intense debate on: how much of metaphor interpretation is „semantic“ as opposed to „pragmatic“; on „what is said“ by a metaphorical utterance; on the relationship of metaphorical meanings of utterances to their literal or conventional meanings; and on the relationship of metaphorical meaning to pragmatic phenomena such as implicatures. Such discussions, and even extensive related works such as Stern (2000), only touch upon a few salient examples of metaphor (see also some comments in Steen, 2008), and have not amounted to full, stress-tested accounts covering the large range of types of metaphor and issues concerning metaphor. Even accounts of individual examples only address their meaning tentatively and partially. Not surprisingly, therefore, we do not purport to present in this article a specific, fully worked out account or meaning or truth as opposed to discussing certain issues and considering the implications of various phenomena and assumptions.
1.2. Concerning Discourse Participants and Meanings

We will use „generator“ to mean the writer or speaker of an utterance and „understander“ to mean an agent understanding it, be that agent a hearer or a reader (and be it a person or an AI system). We usually avoid the common but possibly misleading practice of referring to „speakers“ and „hearers“, as metaphorical phenomena need not be the same in speech and text, and the question of decomposition into grammatical units is much more fraught for speech than for text. We also avoid the word „addressee“ as an understander of an utterance is not necessarily an addressee.

 Under the heading of „meaning“ of an utterance we will generally mean what many researchers would call „content“; but in any case we will take meaning to consist of specific propositions that are or might be conveyed in some way by an utterance. The main distinction we are drawing here is with more indirect semantic notions such as Stern (2000, 2008)’s notion of the „metaphorical character“ of a linguistic entity (word, phrase, etc.), which is a function from contexts to contents (contents consisting of specific propositions, and that may or may not be true of any given world circumstance). So, in this article we cast those contents, but not the metaphorical character itself, as a form of meaning. One question for us will be what restriction if any should be placed on the derivation processes that lead to meanings, where there may be different types of meaning and thus different restrictions.

We will use the term lexical meaning (short for lexical-compositional meaning) of an utterance for a proposition (or collection of propositions) that could arise from a given decomposition of the utterance into words or phrases, and compositionally stitching together one lexical sense of each of those words or phrases. We assume that an understander possesses an internal lexicon relating words (and many multi-word phrases, e.g. idioms) to senses. What counts as a lexical meaning is relative to a particular lexicon, be that an internal (mental) lexicon or an external one such as a dictionary. Clearly, when discussing a particular understander, what is of most interest is lexical meanings according to that particular understander’s lexicon. We avoid the closely related term „conventional meaning“ (see, e.g., Camp, 2006’s useful explanation of different meaning terms) as there  may be idiosyncratic differences between different internal or external lexicons as to what senses are actually included, even when the various senses in question are generally agreed to exist. We also avoid the term „literal meaning“ as an alternative to lexical meaning, because an internal lexicon may include senses that might be dubbed metaphorical by some metaphor theories, just as dictionaries do, so that an appropriate metaphorical meaning of an utterance might just be a lexical meaning. 

However, to focus our  discussion of metaphorical meaning, we will put aside that lexical-meaning case as being relatively unproblematic, and assume that the understander is (for some reason, such as the demands from or influences from context) finding, or seeking to find, some meaning different from any available lexical meaning, one that we as theoreticians would call metaphorical (e.g., because inter-domain mappings are used, or certain types of adjustment of concepts or categories are used as in Relevance Theory or the class-inclusion theory, or ...). We will thus, for simplicity, restrict the term metaphorical meaning or metaphorical interpretation to refer to such a meaning, and will also use metaphorical interpretation to refer to the process for finding it. 

Finally, we will use the term literal meaning, relative to a given theory of what figurative (metaphorical, metonymic, ironic, etc.) language is, and relative to a particular lexicon, to mean a meaning derived from a non-figurative lexical meaning where the derivation does not amount to figurative interpretation according to that theory. As a special but possibly common case, a literal meaning can be a lexical meaning, but we are allowing for  literal derivation to involve certain processes of inference, etc., as for example in Relevance Theory. For simplicity of discussion, and to parallel most discussions of metaphor, we will talk of the literal meaning of an utterance, or the lexical meaning, although in reality we should be talking about a range of literal or lexical meanings that are in some way relevant to a discussion of a metaphorical meaning of an utterance, even once contextual considerations have been taken into account. As is also usual in discussions of metaphoric we will have to make, for the sake of argument, hopefully-reasonable assumptions about what lexical and literal meanings particular example utterances have, as well as about what metaphorical meanings they might have.
Some authors have objected to the notion that metaphorically interpreted utterances necessarily have lexical meanings, on the basis that the only possible candidates would be semantically anomalous in some way. So, for example, in the case of „The ATM swallowed my credit card“ (see, e.g., Stern 2006), it would be claimed that no meaning arises from composition of the words’ lexical meanings (if we assume that, for instance, the only lexical sense of  „swallow“ is to do with an animal orally ingesting something). Our own feeling is that there is a lexical meaning, albeit an absurd one. We will adopt this as a working assumption in the article. The jury is still out on the issue, and if the verdict ultimately went against us we would seek to adjust some of our arguments suitably.

In any case, notice carefully that the above notion of metaphorical meaning does not assume that a metaphorical meaning is derived from some lexical meaning of the whole utterance, although the notion allows for this possibility. As pointed out by many researchers, it is at least in principle possible that a metaphorical meaning is (at least sometimes) worked out from the lexical meanings of parts of the utterance taken separately, without composing those lexical senses, or only partially composing them.

1.3. Concerning Consciousness

We will often be discussing inferences steps performed by an understander, knowledge used, processing strategies pursued, etc. However, we make no assumption that these are present to the understander’s consciousness, although in some cases they may be.

1.4. Concerning the Two Sides in Metaphor

Although our own ATT-Meta account of metaphorical interpretation rests on mappings, it does not rest on an assumption that a mapping goes between different domains or other sectors of the conceptual landscape possessed by an understander, under any technical notion of domain (etc.) that has so far been put forth in the literature. For example, in the case of metaphorical utterances that rest upon talking of an idea as if it were a physical object („They kicked the idea around“, „She pushed the idea to the back of her mind“, etc.) we use in our system a mapping between physical operation upon an idea so viewed and mental usage of the idea. However, while this can loosely be described as mapping between physical subject-matter and mental subject-matter (or between the physical domain and the mental domain, under a loose, intuitive usage of the word „domain“), we amongst other researchers are sceptical that any precise technical sense of „domain“ will suffice as a way of clarifying or characterizing what mappings in metaphor do (see the considerations in, for instance, Barcelona 2002, Haser 2005, Kittay 1989, and Peirsman & Geeraerts 2006). In any case,  the present article seeks to encompass the implications of theories other than our own, including theories such as Relevance Theory, class-inclusion theory and Ritchie’s CLST that do not involve mappings, and which therefore experience less pressure in the first place to be concerned with domains or other such conceptual sectors.

We will say throughout that, in a case of metaphorical interpretation, the lexical and literal meanings of an utterance are about or within a source subject matter (or just the source, for short) but that the metaphorical meaning is about/within a target subject matter (target for short). Source-side inference is inference within the terms of the source (as long as the inference does not count as moving to metaphorical interpretation by the theory at hand); target-side inference is inference within the terms of the target. A lexical or literal meaning describes some scenario (situation) within the source, or at least part of some scenario; source-side inference can elaborate that scenario. We call such a scenario a source scenario. We call the target situation actually being described by the utterance—that is, by the metaphorical meaning of the utterance—the target scenario. Given that there is no precise delineation of what a subject matter is, the notions we are defining in this paragraph are necessarily only loose ones, but are nevertheless useful as a foundation for discussion. 

Finally, remembering that a lexical meaning of an utterance can itself already be metaphorical, in involving metaphorical lexical senses of component words or phrases, notice carefully that  a source-side scenario can in that way itself be metaphorical. (And there can be chained non-lexical metaphor, so that sources intermediate in chains are themselves metaphorical with respect to subject matter later in the same chain.) Thus, the important distinction is not between metaphorical meaning and literal meaning, but between target scenarios and source scenarios and thus between metaphorical meaning (in the above sense) and lexical meaning and further source-side content derived from lexical meaning.
1.5. Concerning Source/Target Parallelism

We introduced above our use of the term „parallelism“ to cover explicit or implicit source/target analogy, where the analogy is generally very partial, and can be fuzzy. Now, it is often observed that even when the understander already knows a parallel between parts of the source and target subject matters, an utterance may contain terms that refer to aspects of the source for which the understander knows no parallel. Hence, one question raised is that of whether the understanding of the utterance should seek a parallel for those aspects. In, for instance, „The idea was skulking in the caverns of John’s mind“ the understander may be familiar with a partial parallel between minds and physical regions or terrains, and a partial parallel between ideas and physical (perhaps animate) objects, as these parallels are very commonly used in discourse, but may not know—in fact, probably does not know—a parallel for the specific concepts of  „cavern“ and „skulking“. The question is then whether or not the interpretation of the utterance needs to establish a target parallel for these so-far-non-paralleled source aspects. 

The notion of non-paralleled source aspects (which includes what we have referred to elsewhere as „map-transcending“ aspects) is strongly related to, but not identical to, the concept of  „unused parts“ of the source-domain and to the concept of  „metaphorical entailments.“ We avoid these alternative terms as both are potentially misleading and get at a more limited concept than sheer lack of parallelism. It would be possible to misunderstand „unused parts“ to refer to parts that had never been used in previous discourse. By contrast, lack of parallelism does not imply this novelty. It would, for instance, be possible for the notion of caverns of the mind often to have  been mentioned in discourse, but for there nevertheless to be no parallel for it known to a particular understander or any understander. Indeed it is likely that there is nothing specific about the mind that corresponds to, or could correspond to, physical caverns, which we claim are used in our example merely to emphasize qualities such as unavailability and perhaps menace of the idea. We avoid the „entailments“ terminology largely because the term is used to talk about entailments of some specific conceptual metaphor (or set of conceptual metaphors) that is under discussion, whereas lack of parallelism is not relative to particular conceptual metaphors; and in the extreme case of a metaphorical utterance that does not exploit any already-known parallels at all there would be no sense in talking about entailments of conceptual metaphors.  Equally, the „unused parts“ terminology assumes that there is a specific source domain at hand.

2. Non-Parallelism 

2.1 (Non-)Parallelism in Some Existing Accounts

While much of the emphasis in mapping-based accounts in Cognitive Linguistics and Pragmatics is on source/target parallels that the understander is already familiar with, another prominent line of work, better represented in Psychology and AI, is on forms of metaphor interpretation that involve discovering some source/target parallelism from scratch (i.e., creating mappings on the fly).  Thus, psychological or AI models of analogy construction such as SME (Falkenhainer, Forbus & Gentner 1989) and ACME (Holyoak, Novick & Melz 1994) have been applied to metaphor (Gentner & Bowdle 2008, Gentner, Falkenhainer & Skorstad 1988, Holyoak & Thagard 1989).  The AI approaches to metaphor of Wilks (1978) and Fass (1997) have also been based on mapping creation, as has one part of Hobbs’s (1990) approach. 

Now, mapping-based accounts are not in fact necessarily committed to finding a parallel for (all) non-paralleled aspects of utterances. Rather, they can instead seek as far as possible to connect non-paralleled aspects to aspects that do already have a parallel. The non-paralleled aspects can thereby still have a deep effect on the metaphorical interpretation, and even be at the crux of the interpretation. For instance, suppose a particular idea is being metaphorically viewed as a physical object, and the understander knows a parallel between, on the one hand, physical hiddenness of physical objects and, on the other hand, mental unusability of ideas (that are being viewed as physical objects). Then, in the case of the utterance „The idea was in a cavern in John;’ mind“, the understander may be able to infer (source-side) from the fact that the idea (as physical object) is in a cavern in John’s mind that it is physically hidden, and can therefore use the known parallel to conclude that the idea is not mentally usable. This type of inferential linkage to known parallelism has long been central in our own approach to metaphor (Barnden 1998, 2001a,b, 2006a,b, 2008, Barnden, Glasbey et al 2004, Lee & Barnden 2001). It has also appeared strongly in several other AI accounts, such as (another part of) Hobbs’s account (Hobbs 1990, 1992), and in  Narayanan’s account (Narayanan 1999), which is part of the Neural Metaphor Theory developed by Lakoff and co-workers (see Lakoff 2008 for a summary). It has long been an aspect of Conceptual Metaphor Theory (see, e.g., Lakoff 1993) but not developed at the level of detail of the discussions of inference in accounts such as Narayanan’s, Hobbs’s and our own. The idea is also extensively used in Langlotz’s (2006) approach to metaphorical idioms. Langlotz generally casts the steps of inferential linkage as instances of „metonymy within metaphor“ (a type of metaphtonomy in the sense of Goossens 1990) but we can take the metonymical acts as a special case of inference. However, there is a contrast between different flavours of accounts that use inferential linkage to known parallels. On the one hand, our own account emphasizes that if adequate meaning can be found by inferentially linking the utterance to source items with known parallels then parallels should not be sought for the non-paralleled aspects of the utterance (unless there is a special need to do so, or the understander has some special level of curiosity about such possible parallels). Thus, there is a tendency towards minimizing the amount of new parallelism sought.  On the other hand, the Neural Theory of Metaphor involves a maximization of bindings principle (Lakoff 2008) that would seem to lead to the zealous creation of new parallels as opposed to a tendency to avoid them.

As noted in the Introduction, some major approaches to metaphor such as RT, class-inclusion theory and Ritchie’s CLST do not involve mappings, and are therefore not obviously concerned with parallelism. These approaches have significant differences from each other, but for our purposes they all rest on the same core idea. (And the similarity between RT and class-inclusion theory is explicitly noted by Wilson & Carston 2006). This idea is that metaphorically used terms introduce lexical senses which, if not themselves already applicable to relevant aspects of the  target, nevertheless inferentially imply or in some other way associatively  activate features, categories or other conceptual items that do apply to the target. (In fact, ATT-Meta includes a version of this idea in its „View-Neutral Mapping Adjuncts“ aspect.) To take an example from Wilson & Carston (2006), consider 

(1) „Caroline is a princess.“ 

Suppose that the understander accesses a royal-personage lexical sense of „princess“. We will label this concept as PRINCESS. Suppose further that encyclopaedic knowledge attached to PRINCESS contains or implies, perhaps through much inference, the fact that, at least typically or stereotypically, princesses are [over-]indulged, spoilt, unwilling to do hard physical work, etc. We can cast this as the activation of a concept PRINCESS* of over-indulged, spoilt, etc. people. This concept need not have existed before in the understander’s mind, in which case it is a newly-formed, ad hoc concept. Caroline is then asserted to be covered by this concept. The upshot for our purposes is that the notion of PRINCESS does not have an already-known parallel in the target subject matter (a subject matter to do with the activities and attitudes of people in general) and yet evidently is responsible, via PRINCESS*, for the metaphorical interpretation. 

An important point that will connect to an argument in Section 4.1.2 is that it is by no means clear here why a concept PRINCESS* has to be considered at all, rather than just to say that features such as OVER-INDULGED are asserted of Caroline. We will be concerned later that this may just be a terminological matter. But the question for now is whether the sort of process just outlined constitutes giving PRINCESS a target-subject matter parallel, consisting perhaps of the ad hoc concept PRINCESS* itself, is more vexed, and is somewhat obscured by the fact that both target and source are to do with people. A more telling example from this point of view is 

(2) „Sally is a block of ice“, 

analysed in Wilson & Carston (2006) in terms of, amongst other things, a concept of HARD physical objects. We suppose that part of the metaphorical interpretation is that Sally has a psychological sort of hardness (amounting to, e.g., a lack of sympathy for others). Wilson and Carston give two possible routes for the interpretation process to reach psychological hardness via physical hardness. Both routes involve, in somewhat different ways, a concept HARD* which subsumes both the subconcept of hard physical objects and the subconcept of psychologically-hard people. Thus, HARD* itself cannot be regarded as a psychological parallel for HARD. However, one of the suggested interpretive routes also involves first the activation of the concept HARD** of psychologically-hard people. This concept can of course be viewed as a target subject-matter parallel of HARD. In the processing route in question, HARD** is already known to the understander and is associated indirectly with HARD in the understander’s mind, because Wilson and Carston suppose that the word „hard“ links to both HARD and HARD**. (However, they do not explain why this word comes into the processing at all: it’s neither in the utterance nor in the encyclopaedic knowledge package they specify, so perhaps the idea is that concepts can activate internal representations of words during the course of understanding utterances). Thus, according to the processing route in question, the understander is actually exploiting a known parallel, albeit not one specified by what would normally be regarded as a „mapping“. (Note also that there is a question as to why HARD* is constructed, if HARD** is what is relevant—see Tendahl & Gibbs 2008.)

In the other suggested processing route, it is HARD* that is already known by the understander to be a superordinate concept of HARD. If Sally is simply regarded as instantiating HARD*, then the process does not involve finding or creating a parallel for HARD. However, Wilson and Carston imply that it is possible that from HARD* the subconcept HARD** is dynamically produced as the one to put Sally under, rather than putting her directly under HARD*. In this scheme, the understander is creating an on-the-fly parallel  (HARD**) for  HARD. 

To summarize, non-mapping-based accounts of metaphor can deal (to some extent at least) with cases where the utterance involves a not-already-paralleled source aspect. First of all, as we have just been discussing, an inferred concept such as HARD may be important for the interpretation but (depending on exactly how the theoretical account now goes) may not already have a parallel in the target and furthermore may  not be given such a parallel in the course of interpretation. But secondly, and more dramatically, the notion of physical ice accessed by the word „ice“ in the example above is not itself given any target parallel (by either of the two interpretive routes above), nor is the physical notion of a „block“ of something. Yet clearly the physical-ice notion is crucial to the metaphorical interpretation, and the physical-block notion is also important because it emphasizes, or at least clarifies, the physical hardness: after all, ice can be crushed or slushy. 

In this discussion based on RT, and also applying with suitable changes to other accounts such as the class-inclusion account and CLST, we have used copula metaphors (A-is-B metaphors) because that is typically what the authors in question do (though several non-copula examples are treated in, for instance, Sperber & Wilson 2008). But copula metaphors bias the consideration of non-parallelism, because after all in saying that Caroline is a princess or Sally is a block of ice we can always suppose that there is a source scenario containing an individual if hypothetical royal-family princess or physical block of ice, and say that Caroline is the parallel of that princess and that Sally is the parallel of the ice-block. Similarly when individual entities are not involved, as in „Everyone is a moon“ (an example discussed below) we can postulate that each individual person corresponds to some moon (not necessarily different ones) or that the person category corresponds to the moon category. Non-parallelism comes out more clearly in non-copula metaphors such as the example used above of „The idea was skulking  in the caverns of John’s mind.“  Although again we can postulate an animate entity  (doing the skulking) in the source scenario, and thus parallel to the idea in the target, there is no pressure from the form of the sentence itself to suppose that there is anything in the target scenario that is the parallel of caverns or of the notion of skulking. 

The following subsections explore more extensively the non-parallelism that can arise in metaphor, without going in any detail into the complex question of how different existing approaches might treat it. The examples serve as a prelude to making some points about the meaning of metaphors in Section 3.

2.2  Conversational Cat Flaps

Barnden, Glasbey et al. (2004) extensively analysed the following rather vivid and literary example: 

(3) „I tried not to run down Phil too much - I felt bad enough as it was, what with screwing his girlfriend and all.  But it became unavoidable, because when Jackie expressed doubts about him, I had to nurture those doubts as if they were tiny, sickly kittens, until eventually they became sturdy, healthy grievances, with their own cat-flaps which allowed them to wander in and out of our conversation at will.“ [John Hornby, High Fidelity, Penguin, 1995, p.12]

The claim is that it would be a mistake—a waste of time, even if success were possible—to try to find parallels for the following source-scenario aspects (and possibly others): 

the cat-ness of the doubts and grievances

their sickliness

the cat-flaps

the cats’ complete control over the wandering (cf.  the “at will”).

The most obvious case here is the cat-flaps.  The point about these is that they support the point (which is also explicitly stated) that the cats can wander in and out at will, this wandering corresponding to the grievances appearing intermittently in the conversation.  It would seem pointless to try to work out some specific aspect of the conversation or some other part of the target scenario that corresponds to the cat-flaps.  One could perhaps say that the cat-flaps are parallel to opportunities that the conversation provides for the grievances to appear intermittently in the conversation. But, it is already established that the grievances intermittently appear; so of course there must be opportunities for them to do so! If X happens then there must have been an opportunity for X to happen. Bringing in the opportunities as such as part of the meaning of the discourse, let alone establishing them as a parallel for the cat-flaps is just pointless extra work.

Equally, the cats’ own complete control over their wandering has itself no parallel with any feature of the grievances corresponding to the cats. In particular, it cannot be parallel to control exerted by the grievances, because grievances are not the sort of thing that can exert control. Rather, the unrestrictedness and autonomy suggest, within the source scenario, that it is not the narrator (or anyone else) who is bringing the cats in and out:  that is, the cats’ movements are not controlled by the narrator (etc.).  It is this non-controlledness-by-the-people that has a parallel: it is parallel to the (alleged) non-controlledness-by-the-people with which the grievances appear in and disappear from the conversation.

The main point of the kittens’ sickliness (and tininess), arguably, is to buttress the metaphorical notion of “nurturing” the kittens.  This nurturing itself does plausibly have some parallel in the target scenario.  Now, if the kittens are sickly and tiny then nurturing is especially natural and morally good.  Perhaps therefore the point of the sickliness and tininess is to portray the speaker’s action in converting doubts to grievances as natural and morally good.  More securely, it can be inferred in the source scenario that the kittens were helpless and were likely to die if not nurtured.  From this, we might suppose that in the target scenario the doubts were likely to disappear unless the narrator acted.  So, the tininess and sickliness certainly lead to source-scenario conclusions that map to the target in some way, generating important information there, but that does not mean that they themselves, or the steps connecting them to those conclusions, map to the target.

Finally for the above list, the cat-ness is totally irrelevant except in that it underlies familiar domestic scenarios of nurturing kittens, cats using cat-flaps, and so on.  So it contributes to the development of a coherent source scenario, but there is no reason at all to suppose that some specific properties of cats (aside from the being-nurtured, the wandering, etc.) are to be mapped to the target.  

2.3  Other Examples

An example we have treated in various papers (e.g., Barnden 2001a, Barnden, Glasbey et al. 2004, Barnden & Lee 2001) and whose understanding we have implemented using the ATT-Meta system is the following: 

(4) „In the far reaches of her mind, Anne knew Kyle [her husband] was having an affair, but ‘to acknowledge the betrayal would mean I’d have to take a stand.  I’d never be able to go back to what I was familiar with,’ she says.  Not until eight months had passed and she finally checked the phone bill did Anne confront the reality of her husband’s deception.“  [In L. Gross, “Facing up to the Dreadful Dangers of Denial,” Cosmopolitan 216 (3), USA ed., March 1994.]

Here we claim that the point of the “far reaches” is to generate the source-side conclusion that Anne’s conscious self (metaphorically conceived as a person located in the middle of Anne’s mind-space) has great difficulty in physically operating upon the idea that Kyle was having an affair (this idea being metaphorically cast as a physical object physically located in the far reaches of the mind-space). There is no need to, and it would probably be very difficult to, find some component or aspect of Anne’s mind that parallels the far reaches themselves.  We could postulate some such component, and say that the affair-thought was in some sense “in” it, but what would be the point?  The message of the utterance is the fact that Anne is in a mental state of having difficulty in consciously involving the affair-thought in her thinking. And this difficulty comes from the difficulty of, in metaphorical terms, physically operating upon the idea.  The “far reaches” are just a source-side tool for conveying this physical difficulty. 

Barnden (2006b) discusses the degree of non-parallelism in fifteen further examples taken from real discourse. One of those examples is: 

(5) „This all means that general managers have cricks in their necks from talking down to the Community Health Councils and District Health Authorities, and up to Regions and the Department.“ [Goatly 1997, p.162; from The Daily Telegraph]

This arguably involves a familiar metaphorical view of ORGANIZATIONAL CONTROL AS VERTICAL POSITION. The managers control the Councils and Authorities, and are controlled by the Regions and the Department. In the source scenario, the managers get cricks in their necks because of their contortions. The managers therefore experience physical suffering, and hence emotional suffering. The causation and the emotional suffering can map to the target by ATT-Meta mapping mechanisms discussed in Barnden (2001b, 2006b) and Barnden & Lee (2001). Alternatively, in, say, an RT account the inferred emotional suffering can be applied directly to the managers (and perhaps the causation can be dealt with somehow). Whatever the particular account, there is no justification for postulating that the understander’s prior existing knowledge already encompasses parallels for necks, cricks, or physical suffering, and there is no need for the understander to construct such parallels on the fly in order to come to an intuitive interpretation. Hence, those aspects of the source, and the way they are connected, are not paralleled in the target. They serve merely to imply the existence of emotional suffering caused by having to deal with the various entities mentioned in the passage.

A further example discussed in Barnden (2006b) is

(6) it was that mechanical sort of smile that suggested gears and pulleys [Goatly (1997: 181); from a corpus]. 

There is no need to have or find a parallel for the gears and pulleys, which serve merely to express an extremity on a dimension of machine-likeness (automaticity, artificiality, etc.). An understander might well build a mental image of the person’ head containing gears and pulleys, but that does not of itself imply that those gears and pulleys have parallels in, say, the actual physical structure of the head. However, if understanders infer a jerky type of movement from the gears and pulleys, they might ascribe a similar jerky style to the person’s smile apparatus, and this style would then serve as a parallel for the hypothetical machine’s style of movement.

3. Non-Parallelism, Source-Scenario Holism and Metaphorical Meaning

In this section we  first draw out some suggestions that non-parallelism leads to for nature of the connection between linguistic entities such as sentences and their meanings  (in the metaphor case and more generally). We believe that the profundity of these consequences has yet to be fully appreciated. 
First, we need to make a point that is hopefully obvious but that appears rarely to be stressed despite its importance. For understandable reasons, most technical discussions of metaphor meaning use quite short sentences as examples, such as (1) „Caroline is a princess,“ or the commonly-used example abstracted from Shakespeare’s Romeo and Juliet of „Juliet is the sun“ (see, e.g., Stern 2000), or non-copula examples such as „My car drinks gasoline“ (see Fass 1997, Wilks 1978). In discussing (4) in previous work, we have generally abstracted out the sentence „In the far reaches of her mind, Anne knew that Kyle [her husband] was having an affair“ rather than dealing with the actual full example. Thus, one can be seduced into thinking that the main issue for metaphor meaning studies is the meaning of metaphorical sentences, and that target-side propositions that are part of the content of metaphorical discourses are components of the meanings of whole metaphorical sentences. But, of course, consideration of sentences needs to be generalized to, at least, sub-sentential units such as clauses. For one thing, a metaphorical clause might be coupled with a non-metaphorical clause, as in „Juliet is the sun and I love her.“

Also, clauses are not the only sub-sentential unit type that might have propositional content (i.e., cashed out meaning-wise as a set of propositions); so, for example, in „Caroline had a hissy fit in her princessy way“ the prepositional phrase „in her princessy way“ could be taken to have as part of its content the proposition that Caroline is princessy. Similarly, in the cat-flap example (3), we find the segment „the sturdy, healthy grievances, with their own cat-flaps“; here the prepositional phrase „with their own cat-flaps“ could be treated as providing the source-side proposition that the cats have their own cat-flaps, leading to the question of whether there is some parallel target-side proposition (such as that the grievances have opportunities for appearing intermittently).

Some researchers have indeed attended to metaphorical clauses as opposed to sentences, e.g. in discussion of metaphor within speech-reporting and attitudinal contexts (e.g., „Romeo said that Juliet is the sun“, „Romeo believes that Juliet is the sun“, cf. Stern 2000; also see van Dijk 1980; see also Camp 2005 for other sorts of case). Moreover, part of the point of Stern’s „Mthat“ operator for delivering the metaphorical character of an expression is that it can be applied to any constituent of a sentence or to a whole sentence. However, our emphasis in this article is on a large consequent issue that is raised, namely the question of what precisely are the grammatical units, in any particular case of metaphorical utterance, that should be given a metaphorical meaning? The point is that, once we have realized that we ought at least some of the time be giving metaphorical interpretations to metaphorically-meant sub-sentence components, and then stitching together those interpretations, the question is whether that is always what we should do. We will proceed, in the next subsection, to argue that the answer is No: that it is often more sensible to stitch together that source-side meanings of separate metaphorically-meant grammatical components, and extract target-domain content somehow from a (relatively) holistically created source-domain scenario. Creating separate metaphorical meanings for the separate constituents would be a distraction: a waste of work, where moreover the work (even when doable) would often  be artificial or difficult. 

We will not be answering the question of how you tell whether it is appropriate to derive separate metaphorical meanings for the constituents or not. (We would suggest that contextual effects are important, in that the need to link the metaphorical sentence to surrounding discourse will govern what sorts of information are derived from the sentence and thus influence the treatment of constituents.) Our task is to show that this is an issue worthy of discussion and that it is often sensible not to derive separate metaphorical meanings. Such non-derivation constitutes a form of non-parallelism, not necessarily in the sense that a parallel (a separate metaphorical meaning) could not be derived, but at least in the sense that such derivation is avoided.

3.1 Sub-Sentential Holism: Avoiding Separate Metaphorical Meanings for Constituents

Consider the following example:

(7) „Everyone is a moon, and has a dark side which he never shows to anybody.“

     [attributed to Mark Twain by Brians 2003: 74]

The question is: should we derive a metaphorical meaning for the clause „Everyone is a moon“ and a metaphorical meaning for the clause „[Everyone] has a dark side which he never shows to anybody“ and then combine these meanings? We would strongly suggest not. Surely the second clause is an indication of what it is about being a „moon“ that we should attend to. (There is the separate point that the passage is conveying that there is something bad about the non-shown side. This aspect does not seem connected to the moon, but instead relies on a commonly-used metaphorization of bad stuff as darkness.) Certainly, the second clause can be given a metaphorical meaning. In the course of  doing this we can use the property of Earth’s physical moon (and similar moons elsewhere, perhaps) that it has a dark half that cannot be seen (by the naked eye).
 This consideration reinforces the never-showing aspect of the second clause. But this reinforcement is on the source side. Having taken effect, it of course serves to reinforce the target-side message, so that the first clause is indirectly having an effect. But the point is that there is no need to give the first clause its own metaphorical meaning. Indeed, it would be quite hard to do this: either the operation would involve using the second clause for guidance as to what is meant, in which case there hardly seems any point considering the first clause at all by itself, or the operation would involve taking the clause in isolation of the second, in which case (unless surrounding discourse context could help) we have the usual problem of the indeterminacy of metaphor (cf. e.g. Stern, 2000)—note that the moon-ness could imply something like subservience to something else that is being portrayed as the Earth.

Actually, the first clause has a deeper effect than just reinforcing the never-showing. The moon also has a bright side, at least some of which we can normally see, and which indeed (unless obscured by cloud) is extremely salient in the night sky. Thus, a more elaborated interpretation of  the sentence could include the notion that everyone also has a side that is (in part) usually very much apparent. This new message cannot come from just the second clause, because although the mention of a dark side weakly suggests a non-dark side, there is no warrant for taking that side to be bright and salient. But, the fact that the message cannot come just from the second clause alone is a not a reason for saying that the first clause should be given its own metaphorical meaning, but is rather a reason to say that a source-side scenario should be constructed from the clauses, and then target-side meaning should be extracted form the scenario as appropriate.

The second clause, „[Everyone] has a dark side which he never shows to anybody“ is of course itself composed of two clauses, „[Everyone] has a dark side“ and (effectively) „he never shows it to anybody“. There is certainly a case here for saying that these two clauses contribute separate target-side messages, especially as the second sub-clause is going out of the person-as-moon conception unless it  is personifying the moon (giving us the complex situation of a chained metaphor). The darkness and the non-showing connect to each other source-side, but that is not in itself a reason for saying that they do not have separate target-side significance.

Thus, we have a mixed situation where in one case it is sensible to treat constituents somewhat separately as regards metaphorical meaning, whereas in another case in the same sentence it is not sensible to do that. Consider now the next example: 

(8) „Suddenly, as if the movement of his hand had released it,  the load of her accumulated impressions of him tilted up, and down poured in a ponderous avalanche all she felt about him.“ [from Virginia Woolf, To the Lighthouse]

We interpret this as using a metaphor of a truck that has a tilting platform for carrying material such as gravel. We concentrate on the clauses „the load of her accumulated  impressions of him tilted up“ and „down poured in a ponderous avalanche all she felt about him.“ We suggest that these two clauses together paint a source scenario in which „accumulated  impressions“ are like gravel sliding off the tilted platform of the truck. It is difficult see what separate target-side meaning the first clause could have. Rather, it clarifies the nature of the „avalanche“: the truck-load presumably slides completely off—it’s not like an ordinary mountain avalanche where just some snow slides to a lower point. The tilting also perhaps conveys a degree of suddenness or quickness in the process, aiding and abetting the adverb „Suddenly“ in the passage. And the tilting goes along with the hand-movement in the first part of the passage, just a truck operator might pull a lever. Thus the clause „the load ... tilted up“ contributes important coherence, clarification and emphasis to the source-side scenario, rather than having a metaphorical meaning all of its own. (We emphasize though that such a meaning could be concocted with sufficient theoretical conjuring.)

Finally for this subsection, we will briefly some aspects of  the following lengthy and complex example (which is not necessarily  to be regarded as a felicitous use of metaphor!): 

(9) „The lid of my consciousness has become thinner, thanks to my trials. I now begin to see beyond my former daily perceptions, of a closed material world. Gleams and flashes come to me: the close sense of great movement in the world just beyond our own, the sense of His Presence and Intention hovering, focused, above us---almost, I may say, like a cloud. Yes, like a cloud, which gathers slowly and thickens, blotting out the light of the sun with its intention, with the moist deposit for earth that it contains.“ [Jane Rogers, Mr Wroe's Virgins, London: Faber & Faber 1991, p.270]

Much as with the moon example, the part of the passage beyond the first clause, „the lid of my consciousness has become thinner, thanks to my trials“, serves to explain what that clause  is getting at. The first clause does rely on the familiar metaphorical view of the MIND AS CONTAINER, adding  to it the aspect of a lid, but it is difficult see what its import is. Notice that the lid is not opened—it just becomes „thinner“. It is hard to see what this amounts to in target terms without reading on. Although once one has read the later sentences one can go back and stipulate that some part of or the whole of their message is the metaphorical meaning of  the first clause. But  why would we want to suppose this happens, other than satisfying a perceived theoretical need to give each constituent its own target-side meaning? The thinning of the container lid is presumably intended to buttress some sort of openness on the source side (though it is a bit of  a puzzle, given that a thin lid can still be opaque, etc.)

3.2 Holism Beyond Sentence Boundaries

In the previous subsection we largely confined attention to holism across constituents within a single sentence. But note that in the last example, (9), there is a sentence break after what we called the first clause. Thus, the phenomenon we are talking about is not particularly about constituents within the same sentence, even if that this is perhaps how it normally arises in practice. Also, the example shows that a whole metaphorical sentence can be one that we suggest should not be given its own metaphorical meaning. Indeed, even with other examples we have looked at, we can chop them up into separate sentences, as in this variant of (7):

(10) „Everyone is a moon. Everyone has a dark side which he never shows to 

          anybody.“

Presumably this stylistic change should make no essential difference to theoretical questions of metaphorical meaning. Yet judging by the metaphor literature one would thing that there was an imperative to give the sentence „Everyone is a moon“ a metaphorical meaning. We can pull the same sort of trick with (8), getting 

(11) „The load of her accumulated impressions of him tilted up. Down 

        poured in a  ponderous avalanche all she felt about  him.  It was as if the 

         movement of his hand had released it..“

The change should not increase the pressure to supply a separate meaning for „The load of her accumulated impressions of him tilted up.“ Similarly, consider the following stylistic variant of part of (3):

(12) „I had to nurture those doubts. They were tiny, sickly kittens. Eventually they became sturdy, healthy grievances. They had their own cat-flaps. These allowed the cats to wander in and out of our conversation. They did this at will.“

Presumably, no matter what might think of the literary merits of this new version, any metaphor theory that could provide a metaphorical meaning of (3) should be able to provide one for (12). Consider one of its sentences, „They [the grievances/cats] had their own cat-flaps“. Our points in Section 2.2 about the non-parallelledness of the cat-flaps are not essentially affected by switching to the more fragmented (12). The problem is that given non-parallelism in (3) and hence (12), it is difficult to see what metaphorical meaning the sentence „They had their own cat-flaps “ could have, unless the understander goes to the lengths of assuming that the cat-flats are parallel to particular types of event arising in the conversation that provide special opportunities for the grievances to be conveyed or cease to be conveyed. To the extent that this is an optional elaboration, it’s equally optional for the sentence „They had their own cat-flaps “ in (12) to have a metaphorical meaning by itself. Rather, (12) merely emphasizes the at-willness of the metaphorical cats’ movements within the source scenario, and thereby indirectly supports  the inference of non-controlledness of the grievances by  the conversational participants. This at-willness by the cats and non-controlledness by the conversation participants is conveyed more explicitly by the last two sentences of (12). 

Thus, we conclude that  „They had their own cat-flaps “ does not necessarily by itself convey anything specific about the target scenario. It just conspires with other sentences to lead within source terms to a conclusion about non-controlledness. Thus non-controlledness is then transferred to the target. So, in sum, the crucial target-scenario features—the non-controlledness—arises holistically from the source-side scenario supported by several sentences rather than being pieced together from individual target-side meanings derived from the individual sentences. 

Turning to (4), we can consider the following stylistic variant of part of it:

(13) „In a part of her mind, Anne knew Kyle was having an affair.  This part was way out in the far reaches.“

Here, the overall effect of the two sentences in (13) is roughly at least the same as the corresponding part of (4). The second sentence serves just to clarify the nature of the source scenario that is partly described by the first sentence, rather than having a target meaning all of its own (although we could no doubt concoct an artificial one). The effect of (13) is from the two sentences taken together as painting a source scenario from which a target scenario can be derived. It is not that both sentences have their own separate target meanings that are then combined to find an overall metaphorical meaning for (13). Certainly, we can argue that the first sentence in (13) does have some sort of target meaning, weaker than the effect (13) as a whole. For instance, the first sentence could be taken to mean that Anne’s knowledge is not held with a standard degree of conscious awareness. But the second sentence now steps in to clarify the nature of the „part“ mentioned by the first sentence and thereby to provide a stronger and more definite meaning for (13) as a whole. 

What we abstract form these examples and those of the previous subsection  is that it is misguided to think of the primary issue in the area of the meaning of metaphor to be the meaning of sentences. Sentences are the wrong unit, and indeed there is no clear grammatical unit at all, in general. Rather, meaning arises out of discourse in way that is much less tied to grammatical boundaries, and dependent on the specifics of any given stretch of discourse. In particular it can arise from the cooperative effect of more than one clause or sentence. It is just that, often, some metaphorical meaning of some sort can indeed be extracted from a single metaphorical sentence or sub-sentential unit. But this special case has no special significance, other than that of having distracted metaphor researchers from the holistically discourse-based, as opposed to sentence-based, nature of metaphor, even when the researchers are in other respects very sensitive to contextual effects on metaphor meaning. And when, as for the first sentence of (13), a single sentence is quite readily assigned a metaphorical meaning, this meaning can then be refined in the light of other metaphorical sentences in a way that relies on refining the source scenario, rather than operating just within the target. The source refinement then leads to a parallel target refinement.

Part of what we are saying here is that an aspect of the target scenario may arise from a source-scenario aspect that results from inference processes supported by several sentences. That source-scenario aspect may not be readily attributable to just one sentence. Thus, in (13) the conclusion that Anne has a low degree of conscious awareness of the idea of her husband having an affair arises from a conclusion, in source terms, that the idea as physical object is highly inaccessible physically. This inaccessibility is inferred both from the information that Anne’s state of knowing is physically located in some part of her mind (so, we assume, the idea itself is located there too) and that that part is in the far reaches her mind: drawing from both sentences in (13). 

A form of discourse that is an extreme case of the phenomena we are drawing attention to is allegory, if we can take it to be a type of extended metaphor (contra Crisp 2005). Many sentences or multi-sentence passages in a lengthy allegory may serve to enrich the source scenario to make it more vivid, believable, story-like, coherent etc. rather than having any discernible, separate significance for the target. However, our claim is that this phenomenon is much more widespread in metaphor. We should also mention that we perceive blending accounts of metaphor as being implicitly friendly to the arguments of the present section (and indeed other aspects of this article).

Finally, there are consequences of this discussion for the meaning of non-metaphorical language. It would on the face of it be anomalous if it turned out that sentences and clauses were the right unit for propositional meaning in non-metaphorical cases but not the right unit in metaphorical cases (especially if there is no rigid division between metaphorical and non-metaphorical language, as argued for instance in RT: Wilson & Carston 2006, Sperber & Wilson 2008). We would thus tentatively suggest that meaning and truth are, across the board, much more holistically dependent on discourse chunks of no particular shape than on grammatical units as has usually been assumed.

4  Restrictions on Inference in Interpretation
In this section we turn to a different set of considerations, but ones that have an important interaction with the non-parallelism issue, as we will show in Section 5.

Several accounts of metaphor interpretation allow for possibly elaborate chains of inference or association of various sorts (as in RT, Ritchie’s CLST, ATT-Meta and other AI accounts such as those of  Hobbs and  Narayanan). We will use „inference“ here as a term encompassing the various ways in which interpretation can move from one mental item to another. The question therefore arises of whether one can discover a priori limits to the amounts or broad types of inference that should be allowed to contribute to the meaning of a metaphor. Stern (2000) seems to restrict the inferences to what he calls „m-associations“, which include associations by similarity and exemplification. As regards RT, Wilson & Carston (2006) and Sperber & Wilson (2008) explicate metaphor in terms of conceptual broadening and narrowing processes (that also go on in literal language, hyperbole, etc.). 

By contrast, ATT-Meta, the Blending account (Fauconnier & Turner 1998, Turner & Fauconnier 2000) and the accounts by Hobbs and Narayanan are much more liberal about the type and amount of inferences allowed in constructing metaphorical meanings. Inference-heavy accounts such as these, together with RT and Ritchie’s CLST lead in a particular direction, we will now suggest. We will first argue, in Section 4.1, that target-side inferencing in metaphor interpretation should be no more or less restricted, a priori, than source side inferencing; and since on our own approach we place no a priori restriction on the latter, we suggest we should place none on the former. We will also argue that in RT’s apparent restriction to broadening and narrowing is not in fact a restriction at all: virtually all inference can be cast theoretically as some combination of broadening and narrowing, and what is left out from this is also needed in metaphor interpretation. We then go on in Section 4.2 to argue, briefly, that our liberal stance on amounts and types of inference does not raise problems for accounting for what generators of metaphorical utterances intend to convey or for what is believed by an agent who holds a metaphorically-couched belief.. 

Although, as noted, some metaphor accounts seek to restrict the types of inference involved, the accounts mentioned to not seek to place any a priori restrictions on the amount of inference. Thus, the amount-of-inference aspect of the present section is not put forward as a corrective to other accounts. However, the point is important to make as it has a significant role in Sections 4.2 and 5.

Now do we count the relevance-seeking principles of RT, which can serve to limit the overall amount of effort the understander puts in (essentially, the understander puts in just the effort to achieve an adequate amount of relevance for his/her current purposes)  as an a priori restriction on amount of inference, because there is no limit placed by the theory in general on the amount of inference that might be required to achieve adequate relevance.

4.1 Target-Side,  Source-Side and Literal-Case Inferencing

We will split the discussion between metaphor approaches that use mappings and ones that do not.
4.1.1 The Case of Mapping-Based Accounts
The starting point of this subsection is that approaches such as our own (ATT-Meta) and Hobbs’s do not restrict the amount and type of inference that can take place in order to link lexical meanings of utterances to conceptual elements that the available mappings can handle. For instance, in our approach we would take the physical location of an idea in the far reaches of Anne’s mind to imply, ultimately, that Anne’s conscious self only has a very low degree of  ability to physically operate upon the idea. This conclusion is then acted upon by a particular  mapping to create the conclusion that Anne only has a very low degree of ability to use the idea in her conscious thoughts. The process of linking the physical location of the idea to the very low degree of physical operability is quite an elaborate one, and in particular uses some common-sense knowledge about physical space and objects. Such a linking process can use any type of relevant knowledge or inference step. 

Similarly, in the case of the cat-like grievances in example (3), there is a need to infer the non-controlledness (on the part of the conversation participants) as regards the movements of the cats. We assume that this non-controlledness maps over to the target, to apply to the grievances. Within the source, the non-controlledness is inferred from the at-willness on the part of the cats themselves: presumably the at-willness implies that the cats experience no limitation on their movements and enforcement of movements, and this then implies that the conversation participants are in particular not limiting or enforcing the movements. Furthermore, the extra emphasis on the at-willness within the source that comes form the mention of the cat-flaps rests on reasoning based upon knowledge about the nature of cat-flaps. 

From just these two examples it is becoming implausible that any a priori limit can exist on the amounts or types of source-side inferencing done to link lexical meanings to mappable content. Of course, time and effort constraints that circumstances place upon the understander serve to provide ad hoc limitations. The question now is what amounts and types of target-side inferencing can happen whenever the interpretation  process steps over into the target subject matter via the action of a mapping. We would tentatively suggest that it would be misguided to restrict the amounts or types. More precisely and generally, our discussion will argue that the target side and source side should be equally restricted or unrestricted. We argue this in two halves that combine to give the result: (A) that restrictedness on the target side should be equal to restrictedness of inferencing in literal interpretation (we will call this „literal-case restrictedness“); and (B) that, in turn, literal-case restrictedness should be equal  to source-side restrictedness.

As regards (A), we note that in literal interpretation, the lexical meaning of the utterance already places us in what we can call the target subject matter, and then some inferencing may occur to modify or enrich the situation described by the lexical meaning. It is difficult to see why different restrictions should apply to such inferences from those that apply to target-side inferencing in metaphor interpretation: the only difference between the literal process and the metaphorical process is the directness with which they land on the target side. Of course, time and effort constraints may affect literal and metaphorical interpretation differently, because the latter may require source-side as well as target-side inference, but this is not an issue of a priori  restrictions on any one aspect of overall inferencing. And of course a particular case of literal interpretation and  a particular case of metaphorical interpretation will be seeking to connect in different ways to surrounding discourse, so there may well be differences in the actual inferences that come to be performed, as a result of such contextual differences.

It is helpful here to consider the (very common) case of sentences that can be literally true in some contexts and metaphorically true in others. An (invented) example is

(14) “The hippos are wallowing in their swamp”

which could be uttered in a context where the hippos metaphorically stand for some people and the swamp metaphorically stands for, say, some project they are involved in. Clearly, what target-side inferences are actually performed to understand (14) in such a context will be very different from the („target-side“) inferences performed in a context where (14) is being taken literally. In the former case the inferences will be about people, project activities, etc., whereas in the latter they will be about hippos, the swamp, etc. But this matter does not impinge on the question of a priori restrictions on amounts or types of inference, where by type we are not referring to subject matter but rather the general form of the inference (m-association, concept broadening, narrowing, deduction, induction or whatever).

Turning to  (B), on the other hand, what is at issue for (14) is whether different restrictions should apply to inferencing about hippos and swamps when the utterance is taken literally from when it is taken metaphorically. It would, for instance, be odd to say that the metaphorical process could do unlimited inferencing of that sort but the literal process could not, or that, conversely, the literal process was more unrestricted than the source-side of the metaphorical process.

Thus, if both (A) and (B) are true, then source and target sides of inferencing in metaphorical interpretation should be equally restricted (and therefore the target side should be unrestricted if the source side is). Nevertheless, before moving on we will raise a possible objection to (B).  The objection is based on the point that the useful inferencing actually done on the source side is constrained by what mappings are available. For an inference to be useful in helping to develop a target-side meaning, it must match some mapping or must lead to some mapping that does so. Consider again the hippo example (14). Now, it is said that hippopotamuses cause more deaths in Africa than any other animal because they upset boats. A source-side inference made by someone familiar with this fact might be that the hippos could cause somebody’s death. However, unless there is a mapping that already applies to this proposition, or to some source-side consequence of the proposition, or some such mapping is now invented, this inference will not contribute to the target-side consequences. Thus, the very nature of metaphor supplies its own qualitative constraint on the nature of inferencing on the source side, and therefore there is no reason to be concerned about a disparity with the inferencing done in the case of literal interpretation. In particular, it is reasonable to say that in metaphorical interpretation we allow, as part of meaning construction, reasoning steps within the source side that would not be allowed as part of meaning construction in the literal case. The other side of the coin is that what steps are usefully done is constrained by constraints that simply do not exist for literal interpretation. To put it another way, there are extra opportunities for inferencing opened up by the need to link to mappings, but the inferencing does need to lead to things that can indeed be mapped.

However, we suggest that this objection does not work, for the following reason. It does support the idea that the particular inference actions usefully made are constrained on the source side by the availability of particular mappings and their relevance in the light of getting a coherent understanding of the overall discourse (and indeed the particular mappings may serve to influence or even guide what inferences are actually made), but it does not in principle show that the amounts or types of inference are constrained a priori. Thus, while the constraints from the mappings make source-side inference special in one qualitative sense, it is not a sense that bears upon the matter of the sort of restrictedness that our argument for (B) gets at. Also, the idea that available mappings in a sense grant a licence to draw out source-side inferences from the lexical meaning, over and above inferences allowed in getting a literal meaning from the lexical meaning, is at odds with the notion that the literal meaning is itself presumably formed for reasons of establishing a connection with context. Thus the only difference between the pressures applied by context on the inferencing is that in the metaphorical case the pressure is transmitted via mappings into the source side whereas in the literal case it is transmitted directly within that same subject matter.

4.1.3 The Case of Non-Mapping-Based Accounts

For simplicity and definiteness, we will concentrate here on RT again, as a specific but reasonably representative case of non-mapping–based but inferentially heavy accounts. In RT, the meaning extracted form a metaphorical utterance is claimed to consist of inferential actions that broaden or narrow the concepts under which entities are classified, such as broadening and narrowing a literal, royal-family concept of PRINCESS to another concept PRINCESS* of people who are over-indulged, etc. Given RT’s emphasis on the continuity of metaphorical interpretation with other forms of interpretation including literal, it is even more the case that we should align any inferential restrictiveness applied to literal interpretation of, say, (14) with the restrictiveness applied to metaphorical interpretation of it.

We will now argue that actually to say that metaphorical interpretation involves (a particularly marked extent of) broadening and narrowing actually says nothing more than that metaphorical interpretation involves (a particularly marked extent of) inferencing in general. This is because the notions of broadening and narrowing actually cover most types of  inference, and to the extent that there’s anything left, the residue is something that RT should seek to include within metaphorical interpretation anyway. Suppose some form of inference (deductive, abductive, inductive, by-analogy or whatever) leads from some premises P1,...Pn to a conclusion C. We can always regard the inferencing as a matter of doing some broadening and possibly some narrowing. To take a simple case first, suppose the premises and conclusion are about some single particular entity E. For instance, there could be two premises P1 and P2, where P1 is that E is a student and P2 that E is young. The conclusion C could be the plausible conclusion that E is (financially) poor. Now consider the concept Prem of young students, i.e. the concept covering things F that satisfy both premises in place of E. Also consider the concept Concl of entitles that are poor, i.e. the concept covering entities F that satisfy C with F in place of E. Then the inference can be regarded as an action of moving from the concept Prem to the concept Concl. If the inference is absolutely watertight (i.e., any young student is poor), then that move is one of broadening, as Concl is strictly more inclusive than Prem. Otherwise, it is one of  both broadening and narrowing. Going from the concept of young students to the concept of poor people is no different in quality from going from the concept PRINCESS of royal princesses to the concept PRINCESS* of  over-indulged (etc.) people. 

This equivalence of quality may initially be obscured by the practice of using, for convenience, labels such as PRINCESS*. Such labels may surreptitiously and erroneously suggest (to the reader of a paper using them) a connection to some other concept such as PRINCESS that is stronger, more immediate or more fundamental than the connection between the  concept of poor people to the concept of young students. It is important to remember that the move from PRINCESS to PRINCESS* is a matter of encyclopaedic knowledge and can involve inference. 

The general case of our point is as follows. Let’s say the premises P1,...Pn and conclusion C are about some particular entities E1,...,Ek: in other words of some list of entities <E1,...,Ek>. Consider any conceivable ordered sequence of the form <F1,...,Fk> that satisfies P1,...,Pn in place of <E1,...,Ek> (that is, when E1,...Ek in the premises are replaced by entities F1,...,Fk, the modified premises are true). We can then define the concept Prem of those entity sequences <F1,...,Fk> that do satisfy the premises. We can similarly define the concept Concl derived from the inference’s conclusion C. Then, Concl is either more inclusive than Prem, in which case we have broadening, or covers only some of the entities covered by Prem (including, we assume, the actual entity sequence in consideration,. <E1,,,,Ek> ) in which case we have  a case of narrowing and broadening. To take an example, suppose we have the following premises: Abigail loves Boris; Boris loves Carla; the named entities here are people; and they are all different from each other. Imagine an inference to the conclusion that Abigail is jealous of Carla. Consider the concept Prem of three-person sequences <A,B,C> where  A,B,C are all different, A loves B and B loves C, and consider the concept Concl of three-person sequences <A,B,C> where A an C are different and A is jealous of  C. (It doesn’t matter about B). Then, to say that the conclusion in question follows from the premises in question is equivalent to saying that Concl is more inclusive than Prem or some restriction of Prem, i.e. that Concl and Prem are related by broadening and possibly narrowing.

And this „conceptification“ of inferences is not just some arbitrary trick we are doing—or  at least no more arbitrary than the use of concepts in RT’s account of metaphor already is. This point is obscured by the is-a form of examples such as „Caroline is a princess.“. In another examples such as „Sally is icy“—to vary example (2)—it is only a theoretical construction to bring in concepts of  things made of ice, or hard things, or whatever, rather than, say, to deal throughout in terms of properties such as iciness or hardness, or propositions that could be expressed in logical form by logical forms  like made-of(Sally, ice) and is-hard(Sally).
What our conceptification of inference does not reduce to broadening/narrowing is of course the case where Concl actually covers the same entities as Prem. This would arise in inferences like going from Jim being  a bachelor to or from Jim being an unmarried male adult person (putting aside, for example, arguments about whether monks are bachelors). However, it would seem advisable to propose that such equivalences are usable in the course of metaphor interpretation. Thus, to say that metaphor interpretation involves broadening and narrowing says little if anything over and above saying that it uses inference.

To turn to another way in which inferences can be classified, RT excludes implicatures from the inferencing done during metaphor interpretation, where implicatures are defined in RT (c.f. Sperber & Wilson 2008) as generator-intended implications of the explicit content of an utterance (where explicit content includes the metaphorical meaning of an utterance in terms of broadened/narrowed concepts).  Our arguments do not bear against the exclusion of implicatures. An important feature of implicatures is that they use, as a premise, the fact of utterance: the fact that the generator has chosen to make the particular utterance under consideration and not some other. (Wearing 2006 points out that this leads to an objection to taking implicatures to be part of metaphorical meaning, because metaphors can be in attitudinal contexts, something we will discuss in Section 4.2.) It seems that the broadening and narrowing done during metaphorical interpretation is always applied to the concepts such as PRINCESS linked directly to lexical items within the utterance, not concepts involving aspects  of the fact of utterance (although the understander’s choice of which particular concept(s) attached to an ambiguous lexical item to attend to can be affected by any sort of contextual factor). Thus, metaphor interpretation in RT excludes the fact of utterance from taking part in the premises on which the broadening and narrowing work. However, the exclusion of the use of particular sorts of premise does not conflict with our arguments in this section. That is, the type of inferential liberalism we advocate does not of itself dictate that implicatures and the fact of utterance must be allowed to contribute to a notion of metaphorical meaning. 

4.2 Bringing a Generator or Believer into the Picture

Section 4.1 only addressed what happens in interpretation in „bare“ mode, so to speak—i.e. when the understander is taking an utterance at face value—and not, for example, considering what the generator intended to convey by it. Such communicative intentions are of course a central concern in pragmatics. The main point we wish to make is that the freedom of inference advocated in Section 4.1 as part of interpretation does not imply that all the inferences we discussed the understander making would also be attributed by her to the generator.  Let us call the understander Undine and the generator George, and let us take George’s utterance to be (14). In considering what George intended in uttering it, Undine can consider what inferences George might himself draw on the basis of (14) in uttering it, and presume that that is what George means. Ideally, she would suitably take into account what she knows or conjectures about George’s views about physical hippos, etc., the particular people being referred to as hippos, and so forth. Since Undine only has limited knowledge of George’s mind, and only limited capacity for wondering what it contains, it is likely, on the one hand, that the amount of inferencing that she ascribes to George is considerably more limited than what she would do in understanding (14) for her own purposes, and, on the other hand, the inferencing she ascribes to George may conceivably go off in different directions because of her knowledge of beliefs that George has that she herself does not hold. Thus, it may be that Undine infers from (14) that the „hippo“ people are engaging in FaceBook chat, but does not thereby hold that George infers it, and therefore does not hold that George intended to convey it. Additionally, even when she assumes that George inferred something X, she may take into account how uncertain the inferencing to X is, how difficult the inferencing is, how extensive it is, etc. before concluding that George intended to convey X. In summary, to talk about a particular conclusion X being part of an understander’s actual interpretation of a metaphorical utterance when she takes it as face value for her own purposes has no firm implications for X being part of the content associated with the utterance for other purposes. 

Notice, however, that Undine might not in fact consider George’s thoughts in any detailed way. In many ordinary circumstances, especially where she (consciously or unconsciously) considers her own interpretation of (14) to be obvious and immediate to everyone, she may just assume that it is what George intended to convey, even when she has no particular reason to think that George shares with her all the beliefs needed to draw the inferences involved. 

Undine’s considerations about what George may have intended help in analysing at least some cases of when Undine says something like one of the following, as a response to George’s utterance of (14):

(15) „I agree“ 

(16) „I disagree“ 

(17) „George says that the hippos are wallowing in their swamp.“

In such cases it is possible that Undine means to agree with, disagree with or report what she supposes George to have intended to convey by (14). There may also be additional restrictions on inferencing that are implied by the verbs „agree“, „disagree“ and „say.“ Of course, another thing Undine might be up to in uttering (15) or (16) is to be alluding to (some portion of) her own inferences, ignoring any consideration of something different that George himself intended. (She may not have occurred to her that he might have intended something different, or she may be exploiting his utterance to her own ends, and so on) Or, she may be meaning „says“ in a very narrow way, so that she is merely reporting that George said something lexically close to or identical to „the hippos are wallowing in their swamp“.

While our account allows for an understander not ascribing all her own inferences to the generator, or not including them in (dis)agreements and reports of the utterance, the general thrust of Section 4.1 still holds. The source-side inference and the target-side inference (and literal-case inference if the utterance in question were taken literally) are not differentially affected in any a priori way by the consideration of George’s own inferences or by any additional inferential restrictions involved in her uses of „agree“ or „says“. In considering George’s intentions, the overall amount of inference she does on his behalf may be less than she would do in interpreting (14) for herself. But this restrictiveness does not of itself impinge in a special way on any particular aspect of inference. In any case, as pointed out in Section 4.1 there will always be overall time and effort  restrictions anyway.

A further consideration in the semantics and pragmatics of metaphor has been embedding of metaphor within attitudinal contexts such as belief contexts, as in the following:

(18) „George believes that the hippos wallowed in their swamp.“

This type of embedding of metaphor has seen some detailed discussion in recent years (Camp 2005, Stern 2000, 2006,) and brief discussion going back longer (van Dijk 1980), and is an important concern in our own research (Barnden 1989, 1999 and forthcoming). Overall, however, attitudinal embedding has been a rather neglected issue in the metaphor field even though crucial in the philosophy of meaning generally (see, e.g, Linsky 1983). One (”opaque” or de-dicto) interpretation of (18) involves attributing to George a use in his  thought processes of the metaphorical view of the people and their project as hippos and a swamp. Another („transparent“ or de-re) interpretation is to take the generator (Undine) of (18) to be using the metaphor to describe the situation of the „hippo“ people engaged in their project; George is reported to believe this target situation to have occurred, but it is left open how George himself thinks of the situation. It is the opaque reading that concerns us here. . (There are also classical de-re/de-dicto issues surrounding the use of the description „The hippos“, putting aside its metaphoricity, but we do not go into this matter here. In addition, an opaque/transparent divide holds also for the said-that case in (17), but we implicitly adopted the opaque interpretation above.)

We suggest that (18) can be treated in a way analogous to the treatment of George’s intention in uttering (14). That is, in understanding (18) we consider George to be having a thought that is couched metaphorically, viewing the people concerned as hippos and viewing their behaviour as wallowing. (Note, however, that we are not necessarily bringing in any involvement of George with the sentence  (14), and do not even assume that George is an English speaker.) If we bother to and have time, we may take into account any special knowledge that we have about George’s beliefs. Once again, if we do try to take into account the possible differences of George from ourselves, what we infer on George’s behalf  is likely to be more limited  than what we infer when just understanding (14). And, again, any additional restrictiveness of inferencing does not differentiate between target-side and source-side inferencing.

There is a possible problem, however. If inferencing that we surmise to be conducted by George (for instance when we are considering his intentions in uttering (14), or when we are understanding (18), is more restricted in quantity than the inferencing we would do in bare understanding of (14), it could in principle happen in a particular case that the inferencing is not enough to do a full job, or any job, of  linking up a lexical meaning of „the hippos are wallowing in their swamp“ to mappings or to reach a sufficiently broadened/narrowed concept, etc. In such a case, only part of the task of metaphor understanding can be done, and only a partial metaphorical interpretation, or no metaphorical interpretation, can be constructed. So, does this show that actually we have to allow all the required source-side inference to go through, to ensure that mappings are used or broadening done, etc., with that result that there is after all an a priori difference between the source-side and the target-side as regards amount of inferencing? 

The answer is no, because it is always on the cards in discourse that we may fail to understand matters such as what a generator intends to convey by something, or the full nature of someone’s reported belief, and a reason for such failure can be lack of time or unwillingness to exert the required effort. In interpreting (18) we may need to be content with the information that George has some thought that that can be metaphorically couched as (14). This is not much different in principle to being only partially informed of George’s belief state by a sentence such as „George believes that the hippos are doing their least favourite thing“ where the that-complement is to be taken non-metaphorically and we have no idea what George might think is the hippos’ least favourite thing.  We give another reason for being comfortable to a negative answer to the above question in the next section.

5. Combining the Consequences; and Truth

We have presented the holism considerations of section 3 and the inference-liberality considerations of section 4 separately, as neither argument as presented depends on the other. However, we now claim that the two sets of considerations support each other. This confluence then sets the stage for discussing the notion of truth, with special but not exclusive attention to the metaphor case.

First, let us consider the support of section 4 for section 3. It is of course only in very special cases that we can talk of inferences arising from just an individual sentence. Usually, background knowledge is needed, or information arising from other parts of the discourse containing the sentence. For instance, the reason that an understander might take (14) „The hippos are wallowing in their swamp“ to imply that the people are engaging in FaceBook chat could depend not only on prior knowledge about the people concerned, the nature of the project, etc., but could also use extra information derived from the discourse itself. But then it is already at best an approximation and at worst a gross misattribution to say that the FaceBook conclusion is inferred from (14). And, the more broadly one allows the net of inference to spread from a sentence during understanding, the more we can expect that any given conclusion will actually depend on multiple parts of the discourse. Thus, section 4 supports the suggestion of section 3 that the sentence, or closely related units such as the clause, are not the right unit for meaning attributions, and indeed that there is no rigid unit in grammatical terms.

Secondly, the support of section 3 for section 4. The more that one considers multi-clause collections in the spirit of section 3, the more that one needs to bring in processes of inference to link the clauses together in understanding, and the more that the notion that the inferences can be limited (in extent, or to particular types) loses plausibility. 
There is another, more special way in which Section 3 supports Section 4. Recall the question posed near the end of Section 4. The question worries about sentences  failing to receive metaphorical interpretations because of additional restrictions on inferencing imposed by considering a generator or believer George. But, the point Section 3 is that we do not assume that all metaphorical sentences should be given interpretations anyway. If George utters (12) (the cat-flap example chopped up into sentences), then we should not assume that George intends to say anything about the target scenario just by his utterance of the sentence „They had their own cat flaps.“ Equally, someone might tell us that „George believes they had their own cat flaps“ as part of an explanation of George’s beliefs about a situation such as that described by (12). We should not assume that there is a portion of the target scenario that is being metaphorically described by the that-complement here. Thus, the fact that inferential restrictions could lead to a lack of metaphorical interpretation is no special worry and does not raise the need for an exception to  the inferential liberality argued for in section 4.1.

Now we turn to the question of truth. First, it would be perfectly possible to define a notion of truth-for-understander(-on-this-occasion) based on meaning-for-understander(-on-this-occasion), where the latter is just the sum total of all the conclusions that the understander happens to infer from the piece of discourse being considered. We just say that whatever piece of discourse is deemed to have some meaning M (in that sense), that piece is true if and only all the component propositions in M are true. However, it is not clear that that notion would be of much use in practice. The bigger M can be, the more unlikely it is that it would all actually be true. And indeed, it is not clear why the understander him/herself should be concerned about whether the whole of M is true as opposed to being concerned about whether particular parts of M are true. After all, in normal circumstances an understander is not concerned about the exact properties of pieces of discourse but about what consequences they may have for her.

From these considerations we are inclined to take the position that it is in general only a convenient approximation to think, sometimes, of linguistic entities (pieces of discourse) as having truth values, even for particular understanders on particular occasions. Rather, it is the inferred propositions forming the meanings of discourse pieces that have truth values, properly speaking. Talk of discourse pieces themselves having truth values is, when useful at all, just a  rough shorthand for talking about the propositions in their meanings having truth values; and degrees of truth of a piece would in practice normally be more interesting than black-or-white true/false values, because of the possible multiplicity of propositions in the meaning of the piece. But, the more limited a piece of discourse happens to be, and the smaller the set of inferred propositions, the more useful and justifiable for practical purposes it becomes to say that that piece itself has a truth value. If the piece is the sentence „It is 5pm“ and the only proposition the understander infers is that it is now approximately 5pm (allowing for loosening during the interpretation process), then we can easily and usefully say as a convenient shorthand that the sentence is true (for the understander on this occasion) on the basis of that proposition being true. Or, we as theoreticians can take the notion that the sentence „It is 5pm“ being true just to be convenient simplification of the real truth, namely that some segment of discourse containing that sentence has as its understander meaning some set of propositions containing the proposition that it is now about 5pm, and that proposition amongst other inferred ones is true.

On the other hand, if Undine says „That’s true“ in response to George’s (14), „The hippos are wallowing in their swamp“, the situation is very much as when she says „I agree.“ One option for what is now operative is the set of propositions she surmises is formed by George. Pedantically, we could take Undine to be saying that all those propositions are true. But actually there is no need to assume that when someone says „That’s true“ that they agree with absolutely everything they take to be covered by the „That“, any more than when someone says „That car is red“ they mean that every single bit of the car is red. And an understander’s  attribution of truth may be influenced not just by what proportion of propositions in the meaning are true but also by such matters as her judgments of the relative importance, salience, relevance, newness or interestingness of the propositions.

6. Summary  

Considerations of metaphor have led us to a view of propositional meaning that is holistic in having only fuzzy connections to grammatical entities such as clauses sentences in discourse, and is liberal in the amount of inferencing involved; and to a view of truth as generally applicable to linguistic entities only in a fuzzy and approximative sense. The considerations involved in our arguments apply to non-metaphorical as well as to metaphorical discourse, but metaphor brings to the fore certain issues that would otherwise be easier to turn one’s gaze from.

The article has made two main arguments, that are independently supported (and may independently succeed or fail) but that are also linked. First, we have argued that as an aspect of the non-parallelism that metaphor can exhibit, not all metaphorical sentences, clauses or other potentially proposition-bearing linguistic units should be regarded as individually having a meaning in terms of the target, as opposed to conspiring with other constituents to lead to  a target meaning (a metaphorical meaning). Thus, the concentration on the meaning of individual metaphorical sentences (or sometimes clauses) in the technical literature on metaphor semantics, even when the consideration takes into account contextual effects, is too limiting. Rather, metaphorical meaning is in general a matter of chunks of discourse, of no definite size or shape. But then it is only consistent to expect that meaning in general, not just metaphorical meaning, should be regarded as attached to discourse chunks, not individual sentences, except that we have assumed that we can assign a lexical meaning to each sentence. None of this militates against the semantic/pragmatic importance of any sentence, clause, etc. that does not get its own (non-lexical) meaning: it can still be crucial  in building the overall meaning of a discourse chunk.

We have also argued that target-side inference in metaphor interpretation should be no more restricted than source-side inference, so that if we are very liberal about the latter we must be very liberal about the former. The argument also suggests that the inferencing allowed in deriving literal from lexical meanings should be of the same liberality as the source-side and target-side inferencing in metaphor. We tentatively proposed, in fact, that the understander’s own actual meaning for an assertive utterance on a particular occasion should just be the collection of propositions derived form the utterance by the understander on that occasion. However, this meaning is not necessarily the same as the meaning the understander would surmise that the generator of the utterance intended; the understander may (if being sufficiently careful and being prepared to put in enough effort and time) conjecture what propositions the generator would associate with the utterance. Such conjecturing is affected by what assumptions the understander makes about how the generator’s beliefs differ from his/her own, and is affected by the amount of time and effort the understander puts in, but is not restricted a priori in terms of extent or type of inferencing the understander ascribes to the generator.

We showed that the argument from non-parallelism and the arguments concerning liberality of inference reinforce each other, leading overall to a loose and distant connection between linguistic entities on the one hand and meanings and truth values on the other. Indeed in the case of truth our arguments lead to the suggestion that talk of truth of lexical entities such as sentences is only an approximation in general, adopted for reasons of practical convenience, although often the approximation can be a good one.
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Abstract
We argue for a view of metaphorical meaning that is holistic in having only fuzzy connections to particular grammatical entities such as clauses or sentences in discourse, and that is liberal in the amount of inferencing involved in deriving a meaning. This also leads to a view of truth as being a matter, properly speaking, of propositions derived from discourse, and only applicable to linguistic entities in a fuzzy and approximative sense. Part of our arguments rest on the high degree of non-parallelism that can arise between sources and targets in metaphor. Some of the considerations involved in our arguments apply to non-metaphorical as well as to metaphorical discourse, but metaphor brings to the fore certain issues that would otherwise be easier to overlook. The article arose out of examination of general issues underlying our own mapping-based, „ATT-Meta“ theory of metaphor understanding, although the article is not reliant on the specifics of that theory. In particular it tries to encompass both mapping-based approaches and non-mapping-based approaches.

� A variant interpretation of the passage is that the managers get real cricks in their necks, from the stress cuased by their dealings with the managers, etc. But we are not talking about this interpretation.


� One may wonder whether Mark Twain is mixing up the idea of a dark side with the idea of the hidden side of the moon, which of course is usually partially lit by the sun and indeed wholly lit once a month, although we can never see it. The actual dark side is changing form moment to moment, so does not actually fit what seems to be Mark Twain’s intended meaning very well. See also Brians (2003: 74).





