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	Abstract: Certain kinds of frontal lobe lesions cause emotional response to be impaired, while social cognition is spared; others cause the reverse pattern.  This suggests a theoretically implausible conclusion: that emotion and social cognition are not constitutively linked.  We argue that this kind of problem arises from lacunae in the methodology of correlating brain areas with cognitive tasks.  As it happens, many cognitive tasks are assembled from a plurality of subtasks, and dissociations only reveal the role of a crucial subtask.  We suggest that emotion consists of a particular manner of entertaining the content of social cognition.  The dissociations mentioned above show not that emotion is separate from cognition, but that the manner of entertaining value-content is separate from cognition itself, and located in a separate area of the brain. 
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Endogenous depression is highly correlated with low levels of serotonin in the central nervous system.  Does this imply or suggest that this sort of depression just is this neurochemical deficit?  Scorning such an inference, Antonio Damasio writes:

If feeling happy or sad  . . . corresponds in part to the cognitive modes under which your thoughts are operating, then the explanation also requires that the chemical acts on the circuits which generate and manipulate [such thoughts].  Which means that reducing depression to a statement about the availability of serotonin or norepinephrine in general – a popular statement in the days and age of Prozac – is unacceptably rude.  (1995, 161)

Damasio’s thought is that depression is essentially a modification of how we perceive the world, reason about it, and make decisions about how to act in it – in other words, that it is essentially cognitive.  A reduced level of serotonin might cause the said modification, but no adequate account of depression would identify the malady with its cause.  A proper account would minimally need to say how cognitive processing is affected by a reduced level of serotonin.  (On this, see also Castrén 2005.)  Damasio’s broader point is that the emotions must receive cognitive or intentional – as opposed to merely affective or behavioural – characterizations.  

In this paper, we identify (section I) a problem with cognitive characterizations of the emotions.  The problem is this: Damasio’s own evidence for the localization of emotion in certain parts of the brain makes it plausible that emotional affect is processed independently of cognition – in separate modules – which makes it appear that the cognitive content that he and others wish to ascribe to the emotions is separate from the affect that is so characteristic of them.  This suggests that the emotions must be non-cognitive affective states after all, and that the accompanying cognitions must stand in a causal rather than a constitutive relationship to them.  We suggest (section II) that this problem is an instance of certain obstacles that more generally make it difficult to come up with modular cognitive characterizations in neuropsychological theorizing.  This leads us to the constructive part of the paper (sections III-IV), in which we suggest how the problem might be solved. 

I.  Cognitive Accounts of the Emotions: A Puzzle
The following puzzle arises from certain recent discoveries about the localization of emotion in the brain reported by Damasio himself.  

Damasio reports that emotional response is destroyed in patients who suffer lesions of the ventromedial portion of the prefrontal cortex, these patients seem not to care about themselves as normal people do.  Patients whose brain is thus damaged also suffer from a strange decline in decisiveness – they seem unable to formulate a plan of action and carry it through to execution.  However, when only this portion of the brain is damaged, it appears that many forms of rational processing are spared, including those which lead to the social and moral assessment of hypothetical scenarios.  Thus, it appears, the lack of decisiveness is associated not with the inability to assess a situation, but from a disengagement of emotion.  Conversely, there are many lesions of dorsolateral prefrontal cortex which result in deficits of rational processing but not necessarily in flatness or lack of emotional response (Milner 1964).  In summary: 

	
	Emotional Affect/ Decisiveness
	Rational Assessment of Social/Moral Scenarios

	(Some) ventromedial lesions
	Impaired
	Spared (also memory and “frontal lobe” cognition.)

	(Some) dorsolateral lesions
	Spared
	Impaired


This pattern of impairments seems to show that emotional affect is separate from social cognition.  But if this is so, what cognitive function is left over for emotion, over and above the rational assessment of social and moral scenarios?  This is a puzzle because the cognitive role that the best recent philosophical accounts have assigned to emotion is precisely the assessment of such scenarios (cf. DeSousa 1987).  Nor can one hold that emotion is a parallel or independent system for such assessment, since emotional arousal normally requires prior assessment.  That is, you have to figure out by rational assessment that you have been slighted, or wronged, or helped before you can feel mortified, or indignant, or grateful -- patients with ventromedial lesions retain at least a reduced capacity to figure such things out, but they do not get emotionally aroused by them.  What exactly are they missing then, other than affect or mood?  
Traditionally, affect is not thought to have cognitive content – considered as affect, sadness may accompany or be caused by the belief that things are bad, but qua affect it has no propositional content.  So the evidence just cited seems to show that Damasio is simply wrong to insist that emotion must be cognitively characterized – it makes it plausible rather that emotional affect is, at best, a concomitant of certain cognitive states, and not a constitutive component.  And this flies in the face of the most convincing philosophical approaches to emotion.  It would be good to save cognitive content for emotion.  But how?  One more puzzle: What is the connection between the impairment of emotional affect and the reduction in decisiveness?  Are emotion and decision associated merely because a certain affect or mood is required to mediate rational assessment and action?  Or is there a cognitive connection? 
In this paper, we attempt to throw light on these questions by a consideration of modularity as it occurs in certain other areas of cognition, particularly vision.  We shall try to show that certain cognitive modules particularize an experience by providing the subject with a feeling concerning how she herself is located in a scene.  We suggest that emotional feelings are analogous in this respect. 

II: Some Methodological Issues

Before we embark on our main line of argument concerning emotion, we review some methodological issues that surround the cognitive characterization of modules. 

A. Modules and Dissociations Patterns of dissociation such as the one displayed in the table given above are generally regarded as providing evidence for the existence of modules.  A module is a functional unit that is specialized for the performance of some cognitive task.  Certain cognitive tasks are performed as parts of the integrated functioning of the mind.  When such integrated functioning is knocked out, all associated operations are disabled – witness patients whose intellectual capacities are damaged very widely by strokes or Alzheimer’s syndrome.  Dissociations between tasks show that they are not integrated with one another, but rather separated or modularized. 
A cognitive task A is said to be dissociated from B when at least some individuals are observed who show a significant deficit with respect to A in the absence of a corresponding deficit in B.  A and B are said to doubly dissociated when, in addition, we observe individuals in whom B is significantly impaired without a corresponding deficit with regard to A.  Neuroscientists generally hold that dissociations are signs of separateness.  If A is observed to fail when B does not, then one may infer that A involves some process M that B does not involve, or at least that there is some process that A more significantly draws on than B does.  When this process M is obstructed, it is argued, A fails and B does not.  In the case of a double dissociation, the inference is stronger, namely that A and B each involves (or significantly draws on) some process that the other does not.  (See Shallice 1988 for a detailed discussion of this methodology).  Where the process in question is a cognitive process, then, dissociations provide evidence of the existence of what are known as modules. 
The double dissociation summarized in the table above indicates that the emotions and rational social assessment each involves some module not involved in the other. 
B. Modularity: Cognitive vs. Anatomical  When Jerry Fodor (1983) introduced the notion of a module, he was thinking of functional units that perform a particular data-processing job.  He thought of modules in terms of transformational and inferential rules that characterize the computation performed by that module – let’s call these the cognitive basis of the module.  In Fodor’s conception, the cognitive basis of each module is innately specified; it cannot avail itself of new information.  Moreover, it is informationally encapsulated; that is, it has restricted access to information available elsewhere in the system.  Further, its cognitive basis has non-universal application; in other words, it is domain-specific (though the exact sense in which it is so needs clarification, as we shall see in our discussion of face-perception in subsection E below).  Let us call a unit of this sort a cognitive module. 

Cognitive neuroscientists are interested in cognitive modules that are, in addition, anatomically localized– in anatomical modules, as we shall call them, i.e., in Fodor-style cognitive modules that reside in a bounded region of the brain.  The reason is that lesions, single-neuron recordings, and brain-scans, the neuroscientist’s main tools, detect activity in discrete areas of the brain, and so are powerless to reveal cognitive modules that are not anatomically localized (Coltheart 2001, Bergeron, in press).  The kind of modularity that is in question for the emotions is anatomical, not merely cognitive or functional.  

Now, a dissociation between tasks A and B does not imply that A and B are completely separate, only that one involves a process that is not involved, or only marginally involved, in the other – not that all neuroscientists are scrupulous about this.  Similarly, a double dissociation does not imply that two tasks are completely separate, just that each involves a process that the other does not – this is compatible with there being overlap between the two tasks.  Interpreted cautiously, therefore, anatomical dissociations give us some hints as to the anatomical location of some cognitive process that is involved in one but not the other cognitive task.  It is very important to state it this way: it implies that anatomically based dissociations may rest not on the cognitive basis for the entire observed deficit, but on some sub-process.  In particular, patients with ventromedial lesions may not lack the entire apparatus of emotional response, but only some necessary part thereof. 
Damasio’s general approach can be taken to accord with the above statement: he does not take the absence of emotion in otherwise rational patients to be a sign that emotion and rationality are completely separate.  Rather, he searches for some cognitive element that is involved in emotion, but not in the assessment of social situations.  The puzzle posed in the previous section is that since social assessment seems to exhaust the cognitive content commonly ascribed to emotions, there does not seem to be room for any such element, even if it is clearly recognized to be only a part of the emotional circuitry in the brain.  

C.  Merely Cognitive Dissociations Evidence for dissociations may simply be cognitive.  The unsurprising double dissociation between sight and hearing is of this type: most blind people can hear, and most deaf people can see.  From this we can infer what we already knew, namely that vision involves some process that is not involved in audition and vice versa.  Of course, there is plenty of anatomical evidence as well for the divergence of vision and audition – our point is just that the above argument does not appeal to evidence of this type. 

More substantive and surprising cognitive dissociations have recently been discovered in developmental studies.  For example, it has been found that infants are able to differentiate large set-sizes on the basis of gross ratio, when that ratio is large enough, but not when it is small (Xu, Spelke, and Goddard 2005).  For example, they are able to differentiate between 8-membered sets and 16-membered sets, or between 16-membered sets and 32-membered sets, but not between 8-membered sets and 12-membered sets or 16-membered sets and 24-membered sets.  Adults show analogous limitations on their ability to discriminate set-size for large sets.  However, adults are able to differentiate small sets even when the ratios are small – they can differentiate between 3-membered sets and 4-membered sets, for instance.  By contrast, babies’ failure to discriminate low-ratio sets extends to small-numbered sets as well. This shows that in the case of small sets, adults are using some process that is unavailable to babies.  Presumably, this process is connected with counting, while infants can only use ratio-estimation.  Thus, infants lack some crucial element of counting.  
This data on size estimation says nothing whatsoever about anatomical modularity.  The argument just mentioned is purely psychological: it relies from the start on a cognitive characterization, and does not imply anything about anatomical localization. 

D. Lesion Studies and Anatomical Dissociation  As far as anatomical modularity is concerned, evidence for the localization of cognitive activity is required in addition to evidence for dissociation.  Such evidence is traditionally found in lesion studies, which are concerned with cognitive loss following disease or injury involving localizable areas of the brain, or deliberate ablation of a portion of a subject’s brain.  More recently, such evidence has also been sought in various indicators of brain activity: electrophysiological measurements, fMRI and PET scans.     

Beginning, then, with lesion studies, we note that these may involve large samples or only isolated individuals.  The classic method involving large samples was to collate dozens or even hundreds of reports of cognitive deficits suffered by equivalent lesions caused by bullet wounds suffered in war (Kleist 1934 is the classic review), and insults endured during psychosurgery or brain surgery to relieve epilepsy.  As far as psychosurgery was concerned, certain dissociations were surgical wards because the number of patients with frontal lobectomies is (or rather, once was) surprisingly large: Brenda Milner at the Montreal Neurological Institute did studies involving more than one hundred such patients, with all sorts of different areas removed, one group with one set of lesions being used as a control for experiments on another with another.  
These studies of large groups of injured humans led, however, to no very conclusive results.  In part, this is because the damage from both the bullet wounds and the surgery were circumstantial and indiscriminate.  It’s not as if small regions of the brain were precisely ablated in these cases, and so it was impossible to control for damage to precise areas of the brain.  Nor did the cognitive tests employed in these studies reveal precisely characterizable deficits – perhaps there were no such deficits suffered in common by all of these patients; perhaps the tests employed were not very sophisticated.  The large numbers of patients studied led, paradoxically, to confusion.  Since no two of these patients had exactly the same lesion, and because the cognitive deficit could not be characterized specifically enough, generalizations over large samples came only at the cost of extreme vagueness.  In the case of the Montreal Neurological Institute studies of frontal lobectomies, this kind of confusion even led, around 1960, to scepticism about whether the frontal lobes were associated with any cognitive activity, and to a loss of confidence in earlier studies (such as Paul Broca’s classic study, described below).  
Another kind of problem encountered in large sample studies is that it is difficult to match up the cognitive activity of a given area across species.  We learn something about human cognition from animal studies.  For instance, we know that animals that are frontally lobectomized have certain problems in switching between simple task-oriented inferential strategies.  Presumably, this has some relevance to why frontally lobectomized humans have difficulties with the Wisconsin Card Sorting Test, which requires the subject to switch sorting criteria mid-task.  Still, it is obvious that the kinds of data-processing involved are much more complex in humans than they are in animals.  Thus, though we might like to pull the animals into the same class as humans for the purposes of establishing a systematic double dissociation, it is difficult to characterize this dissociation in sufficiently informative cognitive terms.  By the same token, though it might be clear that humans suffer deficits with regard to emotion as a result of damage to the frontal lobes, it is difficult to correlate these with the cognitive and behavioural deficits that chimps suffer under the same anatomical insults.

Some lesion studies involve deficits observed in just a few patients, or even only one, where we are dealing with a single lesion and, often fortuitously, with an easily characterized cognitive deficit.  David Milner and Mel Goodale’s postulation of two visual systems was initially based on a double dissociation in just two patients, one who displayed optic ataxia, the ability to recognize shapes accompanied by an inability to manipulate them, and another who displayed visual agnosia, the opposite dissociation (Milner and Goodale 1995).  Similarly, the postulation of a speech production module in Broca’s area was based on a single patient, Tan, and the discovery of a motion detection module in the mediotemporal cortex by Zihl, von Cramon, and Mai (1983) was also based on a single patient.  And despite her access to neurosurgical wards in Montreal, Brenda Milner’s (Scoville and Milner1957) stunning demonstration of a dissociation, brought about by the surgical bilateral ablation of the hippocampus and surrounding areas, between what are now called episodic and semantic memory on the one hand, and other forms of procedural learning on the other, was based on a single famous patient, HM. 

With small sample sets, there is obviously no need for a single description that fits a whole lot of cases.  But even with them, it is still often unclear how one is to characterize the cognitive deficit suffered by these brain-damaged patients.  Certain aspects of the deficit can be extremely striking, after all, and this tends to bias the investigator.  At first, indeed, the modular deficit is not even noticed.  HM was profoundly amnesic, and has remained so for more than fifty years.  One might have been tempted to characterize his deficit in just this way and leave it at that.  However, Brenda Milner was able to teach him certain out-of-the-way sensorimotor skills, such as how to trace a shape while looking only at its mirror image.  This showed that HM had not lost procedural memory.  In a similarly fortuitous manner, Elizabeth Warrington and Lawrence Weiskrantz discovered that amnesic patients could be classically conditioned, and, as Endel Tulving (inspired by Warrington and Weiskrantz) discovered somewhat later, they could also be primed by prior exposure to words or images.  These discoveries were often, as we said, fortuitous: the experimenter just decided to try something out and it worked.  But this points to a difficulty on the other side of the dissociation.  Could it not be that the characterization of the more specialized deficit is similarly incomplete?  Thus, one recent critic has said: “The emphasis in this earlier work tended, probably necessarily because of our limited knowledge at the time of both anatomy and behaviour, to be on rather open-ended searches for a behavioural deficit, ideally achieving a double dissociation of lesion and deficit” (Latto 2004). 

To summarize, then, the trouble with the use of dissociations in the search for anatomical modules is that the evidence is restricted to deficits of performance.  Such deficits have as yet to be cognitively characterized.  It has often proven hard to find appropriate cognitive characterizations to link up with the performance deficit that we find associated with a particular part of the brain.  
E. Neuroimaging and Modularity.  The development of brain scanning techniques such as fMRI would seem to hold considerable promise for addressing some of the limitations of earlier research into anatomical modules.  For now it seems possible to observe more or less directly which areas of the brain are active when certain cognitive tasks are actually being performed.  However, the difficulties of inferring cognitive processes from performance remain.  We observe, moreover, that certain persistent fallacies continue to foul the search for anatomical modules. 

Consider the discussion relating to the supposed module for face recognition.  (For further discussion, see Bergeron, in press).  Lesions in a relatively small area of the brain, the fusiform gyrus, lead to a marked decline in the ability to recognize faces – the condition known as prosopagnosia – though other visual abilities, including most other visual object-recognition abilities, are spared.  Further, the reverse dissociation has also been observed (Rumiati and Humphreys 1997).  Thus, there seems to be a double dissociation between face recognition and object recognition, and the fusiform gyrus seems to be implicated on the face side.  This postulate is supported by a marked increase of metabolic activity in this area, as revealed in fMRI studies, when a face is perceived.  This extends even to cases where the stimulus itself is unchanged, as in face-vase reversals etc, and cases where the face is simply a cartoon, or is presented upside down, and so on (Kanwisher 2003) – in all of these cases, activation of the fusiform gyrus correlates with subjective awareness as of a face.  Cumulatively, this evidence makes it quite likely that there is an area in the fusiform gyrus that is intimately involved both in the identification of faces as faces, and the discrimination of faces from one another.  Nancy Kanwisher calls this the Fusiform Face Area (FFA).

Is it legitimate to say, as Kanwisher et al (1997) have, that FFA constitutes a “module specialized for face perception”?  We would argue that the answer is “yes”, but that one has to be careful about what exactly one means by this.  Here are some important clarifications. 

1. Neuroscience can be taken to have shown that some cognitive modules involved in face-discrimination are localized, and do not extend widely across the brain.  This does not mean, of course, that all data-processes relevant to face perception are confined to these regions of the brain.  Some may involve the interaction of many widely distributed modules passing data back and forth.  

2. When Kanwisher talks about a “module specialized for face perception”, therefore, she should not be taken to imply that face perception is localized in FFA.  In fact, she emphasizes a number of other areas that are sensitive to faces.  For example, she acknowledges (2003) that direction of gaze seems to be registered in the superior temporal sulcus, and the amygdala reacts to emotional expression.

3. It is thus likely that the human experience of faces arises from the output of more than one module.  FFA is clearly one of these.  A double dissociation between some aspect of face perception and of say body perception will not show that there is no overlap between these processes.  What it shows is that there is in each process, an area of non-overlap with the other.  In other words, it may only show that some module that is necessary for face perception is not shared with body perception, and vice versa.

Now, it has been argued by Isabel Gauthier et al (1999, 2000) that the FFA is not face-specific, on the grounds that it is active when experts on other objects – cars, birds – are engaged in identifying these objects.  This, however, does not show that FFA is domain-general, as Gauthier suggests it is.  Certainly, Gauthier would be right to say that FFA is able to perform tasks other than face perception.  But this is compatible with the idea that it is specialized for face perception – one can, after all, use a wrench, which is specialized for grasping and twisting, as a hammer.  

Gauthier’s findings are compatible with the claim that FFA is the site of a sub-process specialized for face recognition, but recruited for other purposes as well.  In other words, it might be that face recognition skills, innate though they are, are transferable to other tasks.  It is intriguing in this connection that cross-domain application is only true of experts, i.e., car-enthusiasts, ornithologists, and the like.  This suggests that these individuals might have become expert by learning how to recruit the cognitive basis of FFA to their areas.  If so, it could still be true that FFA is domain-specific, with the proviso that other domains can be related to this one by the use of analogy.  If, as this allows, FFA was selected for its utility in recognizing faces, it would still be reasonable to say, albeit in a sense of biological function, that it is “for” face perception.  In other words, it might be that the selective advantage conferred upon human individuals by FFA’s activity is that these individuals are able to recognize other humans by their faces.  (This hypothesis is supported by the recent finding of Tsao, Tootell, and Livingstone 2006 that a certain area of the macaque cortex, presumably homologous to the fusiform gyrus, “consists almost entirely of face-selective cells”.  Whatever role this structure may be playing in macaques, the finding shows that it could have been seized upon during human evolution for its evident utility to members of our species in recognizing other humans.)  It may be that the utility of this area in the recognition of birds, cars, etc. is secondary in the evolutionary scheme of things.  In short, it might be that the Fodorian cognitive basis of the cognitive module realized in the FFA concerns faces, though they might come in certain cases to be applied to other objects. 

We conclude that though it might be a mistake to say that FFA performs face perception – it is (a) not the only area involved and (b) this is not the only thing it does – it might still be correct to say that it is specialized for some cognitive component of face perception, in the sense that it is selected for a function that is designed by evolution to contribute specifically to face perception.  This illustrates a general point: the modularity thesis loses its point when the cognitive basis of anatomical modules is specified at too “high” or abstract a level.  In the first place, the kinds of performances that we readily recognize in a psychology lab are oftehn the outputs of several cooperating modules.  Secondly, the function for which a module was selected and is specialized might be much more specific than the tasks to which it can be recruited.  Methodologically, therefore, it makes sense to search for quite concrete cognitive specifications of modules, and to explain their contribution to psychological tasks by the interaction of specific modules.  

The nineteenth century German neurologist, Carl Wernicke, appeared to be well aware of this.  For in his model, higher psychological functions arise from interactions between more basic functions.  In this respect, the contrast between Wernicke and Franz Josef Gall, the founder of phrenology, could not be more stark: a fundamental error of Gall’s phrenology was to specify anatomical modules at much too high a level – amativeness, executiveness, veneration, as so on.  In Wernicke’s system, even language comprehension was assembled from parts shared by other cognitive functions. 

Fodor (1983) claimed that modular functions were not assembled from other modules.  For Fodor this follows from the informational encapsulation of each module; nevertheless, this is peripheral to his purposes, and in our opinion it is extremely important to drop encapsulation as a characterization of modules, and to admit both the possibility of cooperative processes that involve more than one module and the possibility that a single module might participate in several such cooperative processes (see also Coltheart 1999).  Though one might continue to hold, with Fodor, that the results of modular processes are encapsulated with respect to what Fodor called “central processing” – i.e., voluntary processing at the personal level, it is in our view useful to suppose that they might exchange information with other modules, and be a part of larger overlapping data-processing networks. 

III: Assembling Visual Experience 

So far, we have been discussing how the attribution of cognitive functions to modules can go wrong, thus masking the data-processing interrelationships between modules.  Now we turn to a particular aspect of inter-module convergence in the visual system and in memory.  As we shall see, certain experiences contain traces of more than one cognitive module.  Sometimes, this is not a result of these modules cooperating in data-processing as such – they need not contribute to any shared cognitive process -- but in a kind of complementarity and overlay that is nonetheless of cognitive significance.  We suggest that something of this sort might be at work in the emotions. 

To vision, then.  It is by now a commonplace of cognitive neuroscience that there is more than one visual system.  In fact, several data-streams emanate from the retina and branch out to different parts of the brain.  One of these goes to the superior colliculus, a mid-brain structure, and is there used to control direction of gaze and other involuntary mechanisms relating to vision.  Another pathway travels through the lateral geniculate nucleus, and on from there to the primary visual cortex.  There, this stream divides into two.  One of these, the dorsal stream, so-called because it travels upwards to the parietal lobe, creates agent-centred spatial maps that subserve voluntary action; the other, known as the ventral stream because it goes downward to the temporal lobe, is responsible for most of the features that are presented as objective properties of objects in conscious vision: colour, form, and texture, as well as faces, places, and bodies (Milner and Goodale, 1995).  

Now, the details of this division are somewhat contested (Glover 2004).  It is clear, nevertheless, that the cortical visual system is divided into two kinds of subsystem. What is generally called ventral stream vision is used to build up a lasting record of the objects in our environment – its job is provide us with information about the visual features of external object.  On the other hand, the dorsal stream, as well as a number of other subsystems, is concerned with the visual guidance needed for the execution of actions by moving the limbs.  This job is primarily agent-centred – it pertains to how the agent will move her body with respect to things around herself.  As philosophers, we would be wise to use these functional characterizations to tag the systems, and to avoid physiological terminology (such as “dorsal” or “ventral stream”).  Accordingly, we employ the following terminology (cf. Matthen 2005, chapter 13).  Descriptive vision is the capacity to register and record properties, including spatial properties, such as position, that distal objects possess.  Motion-guiding vision is the visual capacity to represent the position of objects relative to the perceiver’s body for purposes of guiding bodily motion. 

Now, it is often said that only descriptive vision is conscious.  And this is generally linked to the fact that it produces representations that can be recalled to the mind at later times.  On the other hand, motion-guiding vision is occupied with transient relations between the perceiver’s body and objects in the environment.  Its determinations are never recalled to the mind – indeed, they decay and fade away in a few seconds – because these precisely controlled relations do not, for all practical purposes, recur.  (It is difficult to recreate one’s tennis-stroke as if to a ball that was hit to one yesterday: motion-guiding vision dealt with the situation when it occurred, but did not store its records in a way that would make them accessible later.)  Now, some suppose that all consciously presented representations can be recalled to the mind.  And so they suppose that the representations created by motion-guiding vision are not conscious.  Reasoning like this has been taken to imply that visual experience is a product of only descriptive vision. Visual experience gives us knowledge of the objective features of objects, features such as colour, form, texture and the like, and the claim is that these presentations exhaust the content of visual experience or “seeing” (cf. Goodale 2001). 

This argument, however, cannot be wholly correct.  For what would  SEQ CHAPTER \h \r 1visual experience be like if we lacked motion-guiding vision – what is “optic ataxia” like, what does it feel like?  A partial answer can be obtained by reflection on the fact that motion-guiding vision is primarily concerned with bodily guidance.  It is therefore very much concerned with locating external things relative to the perceiver’s body.  While descriptive vision presents things in terms that centre on external objects – in allocentric terms -- motion-guiding vision presents them in egocentric terms.  Moreover, motion-guiding vision gives us a feeling that we are able to make contact with and manipulate objects in our immediate vicinity.  Lacking motion-guiding vision, therefore, we would be deficient in egocentrically represented information concerning objects, and we would not feel that we are able to make contact with them or manipulate them.  We would, in other words, receive all the information about external things that descriptive vision affords us, but this information would be couched in allocentric terms, and we would consequently lack the sense that we can directly act on perceived objects – reach for them, size our grasp so as to fit them, walk toward them, and so on.  In short, we would not feel them to be located relative to ourselves in the way that is implied by the ability to act on them.  One would see an object, then, as “Three feet away, which is roughly as far as I can reach”, but though this kind of description would help one think about and verbally describe spatial relations in one’s immediate vicinity, it is not in the limb-centred form that would help control one’s bodily parts while reaching out to the thing.  Earlier, we claimed that our awareness of our capacity to act on external objects is presented as something that pertains to ourselves, not just to the external objects in question.  This egocentric form of experience would be missing in 
This conclusion is bolstered by considering our experience of objects in a picture.  (The discussion that occupies the next few paragraphs summarizes the fuller account in Matthen 2005, 309-318.)  Depicted objects engage descriptive vision.  This is why we can learn about a thing by looking at an accurate depiction – we know by looking at paintings by Velasquez what Philip II of Spain looked like; we can trace the Hapsburg lip through paintings of successive generations of the family.  There is, in the experience of looking at an object realistically depicted in a picture, some component that resembles the experience we would have had if we had looked at the same object directly – the picture presents us with certain properties and relations of the object in such a way as to ensure this.  However, depicted objects do not engage motion-guiding vision.  The kind of information that we get from pictures is not the kind that will allow us to manipulate pictured objects – nor does our experience of pictured objects give us the feeling that they are there to be acted upon by us.  The picture itself does, of course: that is, the physical object – the framed canvas – that has the picture on its surface can be reached out to and manipulated.  But the objects in the picture cannot – you cannot without the learned and practiced skill of a mime reach out and appropriately shape your hand to stroke Philip’s cheek or grasp his wrist, and you don’t feel you can when you are in front of the portrait.  Depicted objects do not, consequently, look as if they are spatially related to ourselves.  Where is the object in that painting?  In the space of the picture, not in my space – it doesn’t make any sense, even visual sense, to suppose that we can point to depicted objects in the way that we point to real ones, get closer to them by walking towards the picture, grasp their nose or stroke their cheeks by moving one’s hands.

There is, then, a difference between a visual experience to which motion-guiding vision contributes and one to which it does not.  However, the difference does not lie in those properties that vision attributes to distal objects: any one of these can be replicated by a picture, usually even in the same way.  The difference has rather to do with how the spatial relationship between the perceiver and object is presented.  To repeat: it does not have to do with the spatial relationship itself, since descriptive vision presents this, albeit allocentrically; rather it has to do with the egocentric, body-centred form of the presentation.  In vision that includes motion-guiding vision, objects are there to be manipulated; in vision that does not involve motion-guiding vision, they are not.  Because these visual objects are presented in full vision – vision of objects presented to both visual systems – as being related to the perceiver, the perceptual state, moreover, presents itself as being true.   Neither of these aspects of vision is shared by merely descriptive – pictorial or imagined – visual states.  Objects in pictures are not there to be manipulated; depicted scenes are not experienced as real or true.  We sum this up by saying that in full vision, objects have a feeling of presence; in merely descriptive (e.g., pictorial) vision, they do not (cf.  Matthen 2005, 304).

The feeling of presence is not awareness of any feature of an object.  The very same object, with all of its visually presented features can be experienced both in a picture and in full vision, but it is only in full vision that it feels present, only when it engages both descriptive and motion-guiding vision.  And the feeling of presence does not distinguish one object from another.  Everything that you experience in full vision has it, regardless of how it might be discernible from other objects.  The feeling of presence is a way of experiencing an object.  If o is a visually presented object, the feeling of presence involves a certain way of knowing the spatial relationship between o and the perceiver; if it is a scene or state-of-affairs, it involves the feeling of actuality or truth.  

Interestingly, this relates to a point about episodic memory – the kind of memory in which you recall sensory images from the past as past.  There is a difference, often noted by philosophers, between remembering a scene by “reviving a perception” of it and merely recalling a visual image or verbal description.  In the first case, episodic memory, the remembering subject is a part of the remembered scene; the second case, semantic memory, is merely descriptive.  Episodic memory has an essential connection to the occasion when you were in contact with the object; semantic memory does not.  When you remember your grade school teacher telling you that Paris is the capital of France, that is episodic memory; when you remember that Paris is the capital of France, that is semantic memory.  The first has an essential reference to an event in which you participated, and perhaps the visual or auditory features of this event; the second is not event-related in any way, and is merely informational.  Again, this difference does not trace to what or how much information the memory state contains.  A semantic memory can contain as much information as an episodic memory, or even more.  Nor is the difference a matter of the episodic memory being like a sensory image and the semantic memory being propositional.  An eidetically presented memory – for instance, one’s mental image of the Mona Lisa – can have “pictorial form”, but still not be presented in a relative-to-the-moment-of-experience or event-based manner.  In this case, as with full vision, the difference is the involvement of the subject.  The subject is a part of the scene in an episodic, but not a semantic, memory, and it is a consequence of her being a part of the scene that she experiences it in a temporal way relative to the now.   

The Capgras delusion is yet another example of the phenomenon we are attempting to highlight.  Capgras patients recognize that people they see resemble people with whom they are intimate.  And they are often right, because these people actually are the ones in question – the ones they are thought to resemble.  However, these patients do not experience the “feeling of familiarity” that normally accompanies seeing a familiar face.  Consequently, they are inclined to think that the people around them are impostors.  What is the difference between the Capgras experience of a familiar face and the normal experience?  Not any object-characterizing visual feature such as colour, shape, or configuration.  Not even visual recognition, since it is visually evident to these patients whom these people resemble – on a feature-based conception of recognition, then, these patients are not completely deficient.  What they lack is a non-informational “feeling” – the feeling of familiarity – a feeling that is as much a characteristic of the perceivers themselves as of the objects they are viewing.  Again, this is a self-involving feeling – the face is presented as belonging to somebody that the patient has not encountered before, or to somebody to whom the patient is not intimately related.  (Our thanks to the editors for mentioning Capgras’ syndrome in this context.) 

In each of the cases that we have discussed, we find a non-informational difference between two cognitive states.  In these cases, the difference between two informationally similar states lies not in the content of the visual information they present, but in the fact that the information is presented in a way that involves the perceiver or agent herself.  Yet these are cognitive differences: they are relevant to how the agent acts on the state.  

IV: Modularity and the Emotions
Let us return now to the questions we asked at the beginning.  Damasio speculates that 

(1) When there is severe damage to the ventromedial frontal lobe, emotional response is flat.  

He further claims that 

(2)  These patients are unable to act in a normally prudent manner because they are unable to choose among activities that make competing demands on their time and energy.

For example, Damasio recounts an incident in which his patient “Elliot” was offered a choice of two time-slots for his next consultation, and continued to debate the choice for more than half an hour, until finally the researchers simply had to choose for him.  Finally, he claims that 

(3) These patients perform normally in a battery of tests designed to gauge their capacity to assess moral and social implications of various courses of action in hypothetical situations.

Suppose that he is correct in all three claims.  What sort of conclusions can we draw about the nature of the task performed by the damaged area of the brain?

One diagnostic difficulty with Damasio’s own analysis of the situation has to do with his attribution of the problem with decision-making to the flatness of emotional response.  He does, as we saw in section I, claim a double dissociation between emotional response and various forms of rational processing: when ventromedial prefrontal cortex is damaged, emotional response is damaged, but situational assessment is spared; when the dorsolateral portion is damaged, either both are damaged or emotional response is spared (sometimes distorted, but this is not relevant).  Thus, we are entitled to conclude that there is something in the ventromedial portion that is important to emotional response.  But it certainly does not follow that the flatness of emotional response is responsible for the difficulty in making decisions, no more so than that the difficulty in making decisions is responsible for emotional impassivity.  For it is possible that there are two circuits which overlap in this portion of the brain: one of these might be the decision-making circuit, the other the emotional response circuit.  The destruction of this overlapping portion might make both circuits fail, but it does not follow that the failure of one is responsible for the failure of the other.  This would indicate that, as with certain other double dissociations we mentioned earlier, the function of this portion of the brain is being specified at too high a functional level.  Something very specific might be missing, not something as inclusive and complex as emotional response. 
A second difficulty is that the nature of the cognitive deficit is not clear.  Recall that anatomical modularity is cognitive modularity plus localization in the brain.  We have been given evidence to suppose that there is some performance deficit in patients with the said brain damage, namely that they are unable to make choices in situations that demand action.  But what exactly is the cognitive deficit that results in this behaviour?  As we saw in section II, it is an endemic problem in attributions of modularity that the answer to such a question may not be obvious.  

Damasio’s own characterization is puzzling: 

I began to think that the cold-bloodedness of Elliot’s reasoning prevented him from assigning different values to different options, and made his decision-making landscape hopelessly flat.  It might also be that the same cold-bloodedness made his mental landscape too shifty and unsustained for the time required to make response selections, in other words, a subtle rather than basic defect in working memory which might alter the remainder of the reasoning process required for a decision to emerge.  (1995, 51)

Of course, Damasio knows Elliot well, and we do not.  But as presented this diagnosis is puzzling.  One problem is that as (3) reveals, Elliot has no problem assessing values in a moral landscape.  For example, he was given a test devised by Lawrence Kohlberg to assess the development of his moral reasoning.  

Presented with a social situation that poses a conflict between two moral imperatives, the subject is asked to indicate a solution to the dilemma and to provide a detailed ethical justification for that solution.  In one such situation, for instance, the subject must decide, and explain, whether or not a character should steal a drug to prevent his wife from dying.  (ibid, 48)

Presented with this kind of problem, Elliot apparently displayed little difficulty coming up with viable solutions.  For instance, he is able to figure out that stealing a drug is bad, but stealing it to prevent your wife from dying is not so bad.  It is not that he is prevented “from assigning different values to different options” as such.  It cannot be, then, that his moral or decision-making landscape is intrinsically flat.  Nor does any deficit in working memory interfere with his capacity to reason concerning moral options. 

We also do not find the following suggestion particularly plausible:

If it had been “real life,” for every option Elliot offered in a given situation there would have been a response from the other side, which would have changed the situation and required an additional set of options from Elliot, which would have led to another response, and in turn to another set of options required from him, and so on.  In other words, the ongoing, open-ended, uncertain evolution of real-life situations was missing from the laboratory tasks. (ibid., 49-50)

The question is this.  Why would Elliot suffer from cascading moral options when he is dealing with real life situations, but not when he is dealing with hypothetical ones?  Besides, what could the “responses from the other side” have been in the simple case of choosing between two time-slots for a medical interview?  In such simple cases, what could the difference be between the cognitive content of thought and reasoning about real life situations and that pertaining to hypothetical situations?  In any case, Damasio himself gives us reason to believe, the problem arises after reasoning is done.  Elliot says: “And after all this, I still wouldn’t know what to do.”  Or as Damasio says in a revealing aside: “Normal performance in this task demonstrated the existence of social knowledge and access to it, but said nothing about the process or choice itself.”  The problem does not lie in rational assessment, then, whether of real life or of hypothetical situations, but in the process of making a choice. 
What does it take to make a decision?  What is “the process of making a choice”?  Certainly, it is important for the agent to have access to a range of possible alternatives, and to value them differentially.  But is this enough?  You may believe that it is better to read Henry James than John Grisham.  Notoriously, it does not follow that you will read James rather than Grisham.  Traditionally, the problem has been posed as one of weakness of the “will”: you may not be able to get yourself to read James, inclination being for the ease of reading Grisham.  This is an example of a problem with your choice-making faculty, though it is not the same as Elliot’s.  Your problem is that of putting into effect what you know to be best, and what you want for that reason.  Elliot’s problem is that he has no inclination at all.  He doesn’t want anything, neither because it is better, nor for any other reason.  It is not that he has problems with his reasoning.  The problem is that situational assessment does not lead to wants in his case.  

Put in this way, one can discern an analogy with visual experience.  Recall that visual experience consists of two different kinds of component, a representational component that describes external objects and a “feeling of presence” that (normally) marks the experience as relating to real objects.  We argued that this latter component, the feeling of presence, is as much attributed to the perceiver as to the perceived object: it indicates (truly or falsely) the perceiver’s ability to manipulate the object in question, and is tied up with an egocentric representation of her own position relative to it.  Something similar can be said for the case of decision making.  Elliot is able to entertain different valuations of real and hypothetical situations.  What he lacks is the “feeling” that these valuations are his, that they give him a reason to act in a certain way.  Reading James may be better than reading Grisham, and you may know it.  But it may be that in order that this should result in your actually making the choice t theo read James, it is not enough that you should know that it is better – it may be necessary in addition that you should feel this difference in value, that you should, in other words, place yourself in the world of these values and make them yours.  Perhaps this is the ability that Elliot lacks.  Perhaps this is the function of emotional affect.  Emotional affect may not be non-cognitive, in other words, it might be a manner in which situational content is entertained and apprehended.  Just as the feeling of presence endows visual content with location in the perceiver’s bodily action space, so also emotional affect might endow evaluative content with location in the agent’s decision making “space”.  
The following observation lends further support to this suggestion.  The representational content of a perceptual or motivational state can occur in alethic as well as non-alethic modes.  For example, a red sphere can be actually seen or merely imagined.  The difference between these two states lies not in their content; it is a matter of the propositional operator that is attached to the content, not of the content itself.  The propositional operator that is attached to visual content in “full” vision is alethic; the subpersonal visual system is performing the equivalent of asserting the content – this is the often remarked on “stative” character of (full) visual perception.  (The agent is, of course, free to reject this assertion, and to question or reject the deliverances of full vision.)  It is because it is “asserted” in this manner that the state can be adjudged true or false – scenes that we see in pictures or visually imagine are not so adjudged, and do not possess the phenomenology of assertion.  In other words, the operator attached to the same content in visual imaging is non-alethic.  This difference is clearly cognitive – it makes for the difference between a truth-assessable state and one that is not so assessable, and also for the difference between a state that presents itself as essentially involving a relationship between the perceiver and the object and one that does not so present itself.  But the cognitive difference is not one of content, at least as far as properties attributed to the object of perception are concerned.  It is a difference of how the content is entertained.  
There is a similar distinction to be made in the case of emotion.  One can think in great detail of a scenario that would generate anger, for example, one can imagine being imprisoned under some anti-terrorist legislation simply because one subscribed to the wrong faith.  However imagining this scenario and realising everything wrong with it does not amount to being angry.  To be angry, one has to have certain feelings as well.  The point is this: just as one is in a state of seeing X when one has a visual image of X and experiences the feeling of presence, so also one is in a state of being angry when one contemplates the above scenario and experiences the feelings of anger.  These feelings cannot be experienced when one is simply imagining that one is angry: to experience them when contemplating such a scenario is simply to be angry.  The claim we are making is that feeling angry is a manner of entertaining the wrongness of the scenario in question.  It is a mark of a subpersonal system readying the agent to act in a way that gives effect to the values in question. In this sense, it marks a subpersonal commitment to the values.  (Again, it is possible for the agent to resist this kind of commitment.)  Damasio’s “Elliot” might be capable of contemplating scenarios and attaching values to them, but his subpersonal systems do not commit to these values.  As a consequence, he finds it difficult to commit to them himself. 

There is an important difference between the visual feeling of presence and the operator that we are using to interpret emotional affect.   We suggested earlier that the difference between seeing a red sphere and merely imagining it is that when one sees it, one feels that one has the capacity to manipulate it – and that such a capacity would be a relation between the perceiver and the object of perception.  This feeling marks a particular visual state (truly or falsely) as one of actual interaction with the environment, as distinguished from an internally generated image.  In the case of emotion, the attitude is not one of assertion but of commitment.  Thus, it is not the actuality or even the personal relevance of the values that are in question, but the readiness to act on them immediately.  
If we are right, an emotional response consists of two components, just as Damasio suggests (see section I above).  One component is purely cognitive: it consists in entertaining a scenario with values.  The second consists of what one might call a state of moral deixis, which figuratively speaking locates oneself in the world of values so entertained.  This, we suggest, is the feeling associated with emotion.  Just as the feeling of presence makes a visual presentation an act of seeing, so also emotional feeling makes a situational evaluation motivationally relevant.  This theory fits well with the more sensible cognitive theories of emotions that have been advanced recently – it fits for example with de Sousa’s, which gives a role to affect, but not with Sartre’s, which does not.  (There is one respect in which our view contradicts de Sousa, however: he thinks that emotional affect is part of the cognitive module that assesses situations – we do not.)  Our view has, however, two novel consequences.  

The first is that it allows for a non-descriptive component of emotional states.  A theory like de Sousa’s suffers, we believe, from a slight embarrassment in that it attributes cognitive content to the state of arousal that is part of emotion – to what we have been calling feelings of anger.  However, it is notoriously a problem with such views that such feelings and their neurophysiological accompaniments are far too undifferentiated and generic to carry detailed content (cf. Cannon 1927, Schachter and Singer 1962).  People do not in fact have much capacity to differentiate between the feeling associated with anger, say, and that associated with fear: any feeling that goes with these emotions is likely associated with a generalized state of arousal, and not any specific emotion.  We would like to point out that it is entirely explicable on our view how arousal can be generic and undifferentiated without compromising the detail of the accompanying scenario.  We said earlier that the feeling of presence does not differentiate different kinds of objects in a scene.  Similarly, emotional response simply makes different assessments have presence in the agent’s own decision-making landscape.  They do not differentiate the evaluations themselves.  On the other hand, our analysis is compatible with other differences in brain activity accompanying different emotions.  Indeed, it is very much indicated by our hypothesis that lesions of ventromedial prefrontal cortex would correlate with some essential component of emotional response, but not to the whole of emotional response.  
A second novel consequence of our view follows from our claim that emotional feeling has a morally deictic quality.  To feel anger or gratitude is, on our view, to entertain a particular scenario with attached values and for a subpersonal action system to commit to acting on those values.  If this is correct, then it is in some sense deficient to have an emotional experience but with no attached scenario.  Thus, it is in some sense deficient to feel angry or sad or happy, but in virtue of no attached scenario.  This, of course, is a proposition that has often been asserted on intuitive or theoretical grounds.  The novelty of our approach is that we are denying the completeness of ungrounded emotional states on logical, rather than merely normative, grounds.  On the view that we have advanced, feeling anger but not about something, is akin to issuing a mark of assertion but with no proposition attached, or stating commitment but to no stated value.  These are logically incomplete performances.  Analogously, our theory grounds the incompleteness of object-less anger on the incompleteness of its logical form.  Similarly, it is odd when rational assessment of a situation conflicts with emotional response.  Our analysis suggests that there is a theoretical conflict in this case: two opposite analyses, only one of which is engaging emotion.  

Appendix: An unresolved complication.  Damasio et al (2000) detailed differences in brain activity with respect to recalled emotional response – happiness, sadness, anger, fear.  These authors suggest that the differences relate to how distinct emotions are expressed in bodily terms – preparation for action, etc.  Interestingly, the studies did not involve present emotion, but rather memories thereof.  This suggests that the differences indicate a certain visceral level of preparation for bodily expression combined with the non-activation or suppression of actual action.  Significantly, the study revealed relatively few changes to the activity in the amygdala and ventromedial prefrontal cortex, and this supports our line of thought – for these are precisely the areas that we identify with the feeling of moral deixis.  On the other hand, they clearly involved affect, and this raises questions about the connections we make between affect and the feeling of moral deixis.  The authors remark: “It is possible that the amygdala is less engaged by recalled stimulus images. Also, our data collection was skewed toward the feeling phase of the emotion-feeling cycle, rather than to its induction.”   These remarks suggest that perhaps Eliot’s deficit was even more specific than indicated by our hypothesis, and that the relationship between affect and positioning in the agent’s decision-making landscape is itself a complex activity.  It is obviously not possible for us to address these speculations more fully here.  We thank the editors for querying us about the relevance of this study.
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