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Speaking and thinking

(Or: A more Kaplanian way to a unified account of language and thought)*
Andrea Bianchi

In his recent paper “Is a unified description of language-and-thought possible?”, Joseph Almog invites direct referentialists to extend their investigation to thinking, and takes some steps towards what he deems to be the right direction. At the same time, he charges David Kaplan with dealing with language and thought in two contrasting ways, by adopting a purely referential semantics with regard to the former, but by still appealing to a Fregean notion of content in the case of the latter. In so doing, while still clinging to Gottlob Frege’s fundamental means, Kaplan would give up on Frege’s important end: the unification of the account of language and thought, or, as Almog also writes, of “semantics and cognitive psychology” (Almog 2005, 530).
 On the contrary, Almog claims that “we should pursue Frege’s end but reject his means” (531). So, the aim of his paper is to “revamp the unification project” (493) by looking at thought from a different perspective. Indeed, he argues that “our cognition of objects is not as content-imbued as we so often presuppose” (531). As a consequence, the relation of thinking of would not be mediated, in the relevant – Fregean – sense, by anything. From here, the new unification: “It is because our cognition is object-bound and content-free that our semantics is, in turn, purely referential” (ibid.). Though Almog does not like this jargon, it seems to me that we could tellingly rephrase his conclusion by saying that there is direct reference (referring) because there is direct – he would say de re – thought (thinking).

For reasons that will shortly become clear, I am truly sympathetic to Almog’s claim that “like Frege, ... we ought, can and thus must pursue the unification project” (530). Moreover, I agree with him both on the fact that Frege’s notion of content is not a way to it, and that language has a purely referential semantics. Nevertheless, I am not completely comfortable with the specific form his purported unification takes. In particular, it seems to me that the notion of object-boundness cannot carry the entire burden. Therefore, I will try to outline here a partially different proposal. As I see the matter, the notion which may play the unifying role is one which Almog does not take seriously into consideration, that of vehicle (a vehicle being something physical which possesses semantic properties, whatever these properties are).

I will articulate the proposal in two stages. In the first, I will argue that both speaking and thinking require vehicles (where, obviously, the interesting part regards the latter). In the second, I will claim that there are good reasons to take the vehicles by which we think to be the same as the vehicles by which we speak (or, to say it in more philosophical jargon, that concepts are words and thoughts are sentences or tokenings of them). Note that, if I am right about this, the search for a unified account will eventually be vindicated: the notions to be used in theorizing about thought should be the same as those to be used in theorizing about language just because the object of both theorizings is, in a sense, the same. Note also, in passing, that the thesis is not particularly new, though the contexts where it has been advanced so far were quite different from this. Plato, for example, wrote in Sophist:

VISITOR: Aren’t thought and speech the same, except that what we call thought is speech that occurs without the voice, inside the soul in conversation with itself?

THEAETETUS: Of course.

VISITOR: And the stream of sound from the soul that goes through the mouth is called speech?

THEAETETUS: Right (263e).

What is somehow curious is that one of the less Platonistic philosophers in the last century, Willard Van Orman Quine, agreed with him on this:

Thought ... is primarily incipient speech. Thinking aloud is just uninhibited thinking (Quine 1995, 88).

Before starting to argue in favor of my proposal, I should say something about the title of this paper. Is Almog right in charging Kaplan with dealing with language and thought in two contrasting ways? I do not believe he is. On the contrary, it seems to me that Kaplan’s work contains a lot of hints towards a unification like the one I am proposing, though he probably would not subscribe to some of the strongest claims I am going to make. Most of these hints are in “Afterthoughts”, especially in the last subsection of the third section and almost everywhere in the fourth. I will draw attention to them in due course. In the final part of the recent “Reading ‘On Denoting’ on its centenary”, some of them are repeated. “Words” is an inquiry into the metaphysics of the most important kind of vehicle that is explicitly prompted by psychological concerns. Here is a quasi rhetorical question, which does not need to be commented on, from its first page: “Could it be that the elusive cognitive difference between believing that Hesperus is Hesperus and believing that Hesperus is Phosphorus rests on nothing more than syntax?” (Kaplan 1990, 93, italics mine). What is more, even the slogan from the not yet published “De re belief” which Almog provides as evidence for his charge, “No mentation without representation”, and that by which he epitomizes the core idea of that very paper, “Reports are de re, Beliefs are de dicto” (Almog 2005, 509) could in my opinion be read as pointing to a unification, although certainly different from the one Almog has in mind. If I am right, in fact, the dicta appealed to are, rather than contents, as Almog claims, simply vehicles. The same holds for representations. With regard to this, it is perhaps worth noting the assonance of Kaplan’s own slogan with Jerry Fodor’s well-known one, “No computation without representation”.
 In Fodor’s case, the representations required by the computations that characterize mental processes are avowedly language-like entities, namely “mental symbols”, “mental particulars possessed of semantic and syntactic properties” (Fodor 1985, 23). What is important here to realize is that their being possessed of semantic properties does not make them contents, nor make them have a content, any more than English words or sentences’ being possessed of semantic properties does. One can certainly hold that mental representations, or English words and sentences, or both, are contents, or, more sensibly, that they have a content, but further arguments are required: any talk of representations, or vehicles, is per se neutral on that.
 For this reason, we could already say that the evidence Almog provided for his charge is not sufficient, on the grounds that Kaplan’s slogan is not compromising. Eventually, when the relevant material from “Afterthoughts” is brought to bear, much evidence to the contrary will appear.

Speaking and thinking, part one: the existence of vehicles

Let me start with something uncontroversial (a pretheoretical fact, Almog would say). Speaking requires vehicles. No speaking of something, and no saying that such and such is the case, is realizable without producing something possessed of semantic properties. Usually, this is made by uttering words and sentences.
 Moreover, the production of (tokens of) vehicles is not merely something which backs up, as a necessary condition, our speaking, as using our phonatory system (or, more generally, our brain) does. Instead, it is what constitutes it. For example, David’s having said yesterday to Joseph that Cicero was a Roman orator consists of his having uttered in front of him the sentence ‘Cicero was a Roman orator’. That particular act was an act of speaking of Cicero because he used a word which had Cicero as its referent, and was an act of saying that Cicero was a Roman orator because he used a sentence whose truth conditions were those of the clause which follows ‘that’. 

It could be claimed, not without reason, that an act of the same type as David’s, that is an act of saying that Cicero was a Roman orator, can be performed by means of different words. Tomorrow, David could say to Joseph that Cicero was a Roman orator by uttering in front of him the sentence ‘Tully was a Roman orator’, or the Italian one ‘Cicerone era un oratore romano’, or again, in a context where Cicero is somehow salient, ‘He was a Roman orator’. His choosing one sentence instead of another with the same truth conditions is contingent on various factors, and sometimes has relevant communicative effects. However, all this is no obstacle to the claim that a particular act of speaking of, or of saying that, consists of a particular production of (tokens of) vehicles. It only follows that an act of saying can be reported by mentioning the sentence the speaker used, but can also be reported in a looser way, just by making use, in the that-clause, of a sentence which, or the occurrence of which, has the same truth conditions of (the occurrence of) the sentence the speaker used.
 The first is the case of a direct report, the second of an indirect one. Thus, I can say today that yesterday David said to Joseph ‘Cicero was a Roman orator’, or that yesterday he said to him that Cicero was a Roman orator. If I choose the second option, I am somehow less specific: my report would be true even if yesterday in front of Joseph David had uttered the sentence ‘Tully was a Roman orator’, or ‘Cicerone era un oratore romano’. Though less specific, the report is certainly not only true but also communicatively adequate in most cases. It is a de re report: it mentions the object David was speaking of but not the vehicle by which he was speaking of it. But, to stress the point again: the possibility of reporting an act of saying in such a way does not change the act itself – reporting it without mentioning any produced vehicle does not make it an act which does not consist of producing some particular vehicle.

If I were asked to recap this quick detour around the metaphysics of speaking, I would have no hesitation in affirming that both speaking of (or, to put it another way, referring to) and saying that are mediated by vehicles. The mediation is important in at least two respects: the vehicles involved are what make a particular act of speaking of or of saying that the act that it is, and what determines, possibly together with a context, the of-ness of an act of speaking of and the truth conditions of an act of saying that. Note, as an aside, that two slogans can somehow encapsulate many of the aspects I have just discussed. The first states: “Reports are (sometimes) de re, acts of saying are (always) de dicto”.
 If you allow me that sentences in a context are representations,
 here is the second: “No (linguistic) communication without representation”.

Now, let us suppose someone wished to pursue, for some reason or other, the unification project, as Almog does. Many of the preceding considerations would become directly relevant to him. In fact, anyone who aims at a unified account of language and thought ought to take an act of thinking of something as sufficiently similar to an act of speaking of something, and an act of thinking that such and such is the case as sufficiently similar to an act of saying that such and such is the case – why, if not, should language and thought be accounted for in the same way? In particular, the former cannot be taken to be radically different from the latter with regard to their metaphysical constitution. If so, it seems to me that he ought to take a particular act of thinking as consisting of the production of some particular vehicle. To put it more directly: if it is an important, though trivial, truth about language that a speaker cannot speak of something (and, consequently, say that such and such is the case) except by means of vehicles, it should be part and parcel of the unification project to assume that a thinker cannot think of something (and, consequently, think that such and such is the case) except by means of vehicles. In short, from this point of view the almost inescapable conclusion is that thinking requires vehicles, in the same sense in which speaking does.
 This, of course, does not force one to deny that important differences still occur between language and thought. The vehicles involved, for example, could differ in the two cases (words of natural language on one hand and items of the language of thought, or even of something which is not language-like, whatever it might be, on the other). In principle, the semantics of each of them could also differ – it could be purely referential in one case and Fregean in the other, or based on conventions and historical chains in one case and on nomological relations or inferential roles in the other. I will discuss some of these issues in the next section, when I will take a second and more substantial step towards unification. 

A less disputable difference concerns our way of reporting acts. In the case of speaking, as we have seen, we can resort both to direct and to indirect reports. In the case of thinking, on the contrary, there seems to be only one kind. This, however, is easily explainable. The production of vehicles that an act of thinking consists of, according to the hypothesis we are considering, is certainly not an utterance of them in front of someone (though an utterance can constitute strong evidence for ascribing a thought). Instead, it has to be something that happens inside someone’s brain. As a consequence, a reporter has no access (or, at least, no perceptual access) to the vehicles the reported thinker used in his act of thinking, and hence he cannot mention them.
 The only way of reporting an act of such a kind is looser, that is by making use, in the that-clause, of a sentence whose truth conditions are the same as those the reported act of thinking is somehow inferred to have.
 But, as the analogy with the case of speaking should help to make clear, the fact that we have to report an act of thinking in such a way is of no import as far as the metaphysics of the act is concerned – it does not make it an act which does not consist of producing some particular vehicle.

To sum up, it seems to me that whoever wishes to pursue the unification project is committed to saying that thinking – both thinking of and thinking that – is mediated by vehicles. The mediation would play the same role it plays in the case of speaking: the vehicles involved would be what makes a particular act of thinking the act it is, and what determines, possibly together with a context, the of-ness of an act of thinking of and the truth conditions of an act of thinking that. One important consequence of the existence of this mediation is that, as in the case of speaking, an act of thinking of a particular something can be realized by means of different vehicles. Nothing prevents one from believing that the “choice” of one of them instead of another can have significant cognitive effects. This, in particular, might help in explaining Frege’s cases even without resorting to Frege’s notion of content.

I would like it to be noted that here too two slogans can encapsulate many of the aspects I have just discussed. The first says: “Reports are de re, beliefs are de dicto”.
 If we call thought vehicles (in a context) ‘representations’, as is usual, the second states: “No mentation without representation”. If this is so, perhaps Kaplan is, in the end, nearer than Almog, who disavows the constitutive role of vehicles in thinking but cannot but recognize it in the case of speaking, to arriving at a unified account of language and thought.

The foregoing considerations are to some extent ad hominem: they are meant to persuade those who, for some reason or other, are interested in pursuing the unification project that thinking requires vehicles. So much the worse for the project, it could be concluded. Thus, let us ask: are there independent arguments in favour of the claim that thinking requires vehicles? Thankfully, beginning with Chomsky’s devastating criticism of the behaviouristic account of language learning,
 the last fifty years’ cognitive science has produced many of them. In general, no sophisticated human behaviour, both linguistic and non-linguistic, seems to be explainable without postulating the existence of a rich system of mental representations somehow realized in the brain. In particular, mental processes like reasoning are not easily accountable for in a naturalistic way if not by appealing to computations, and computations require a representational medium. I will not go into details here. (Roughly, these processes would be causal transitions of states that the reasoning subject is in driven by the formal properties of the mental representations whose tokening these states consist of.
) As a result, a new understanding of the metaphysics of those states that are usually called ‘propositional attitudes’ emerged among philosophers of mind: they would be (computational) relations to mental representations.
 The approach is naturally extendible to acts of thinking. In other words, many philosophers came to hold that thinking requires vehicles, in the strong, constitutive sense in which speaking does, and they did so without a previous endorsement of the unification ideal. Moreover, their conclusion seems to be almost forced, if we are to take mental processes seriously (and, in particular, if we are to oppose an instrumentalist stance with regard to ascriptions of propositional attitudes).

Speaking and thinking, part two: the sameness of vehicles

Granted that we think by means of vehicles, by means of what vehicles do we think? And, whatever they are, what determines their semantic properties? Both questions are widely discussed in contemporary philosophy of mind and cognitive science. With regard to the former, the debate between connectionists and supporters of classical computationalism is still raging. As for the latter, many different proposals, from inferential role semantics to nomological, historical-causal, or teleological theories, have been advanced. They have been variously criticized, and none of them has gained full consensus in the philosophical community. However, I will not enter directly into any of these disputes, though what I am going to say obviously has some repercussions for them.
 Instead, I will approach both questions from a very particular point of view, that is by exploiting Kaplan’s (and other direct referentialists’) understanding of natural language. I will claim that this understanding strongly suggests at least a partial answer to both of them, which I will try to develop.

As is well known, various kinds of expressions were shown, in the late Sixties and early Seventies, to contribute nothing more than what they refer to to the truth conditions of (the occurrences of) the sentences which contain them – i.e., to be purely referential devices: Keith Donnellan and Saul Kripke did this in the case of proper names, Kaplan in the case of demonstratives and indexicals, and Kripke and Hilary Putnam in the case of (at least some) common nouns.
 Moreover, the arguments deployed seem to force a more general conclusion, namely that every categorematic word of a natural language does the same.
 It follows that, contrary to what Frege thought, the truth conditions of (an occurrence of) a sentence are determined only by its logical form and the reference of the words that compose it.

Yet, while capturing its substantial contribution to semantic theory, this way of presenting those years’ referential turn has the defect of obscuring another very important aspect of the new understanding of language that is a consequence of it, which I wish now to focus on.

The aspect I have in mind is illuminatingly articulated by Kaplan in the fourth part of his “Afterthoughts”, where he opposes consumerist to subjectivist semantics. In his opinion, Frege’s and Bertrand Russell’s are subjectivist semantics: they are characterized by the thesis that “when we speak, we assign meanings to our words”, namely that “the words themselves do not have meanings” (Kaplan 1989b, 600).
 It follows that 

since each individual user must assign meanings rather than receiving them with the words, each user’s semantics is autonomous. What the language community does make available to each of its members is a syntax, an empty syntax to which each user must add his own semantics (Kaplan 1989b, 600-1).

Thus, in this perspective, in order to speak of Cicero, for example, one must attach to the word he uses (‘Cicero’, for example) a meaning available to him. To do this, he must somehow access Cicero independently of the particular word he chooses. If he is not able to, he will not be able to speak of him. Behind all this, there is, according to Kaplan, the “view of the autonomy of apprehension”: “whatever can be expressed using language was, prelinguistically, an available object of thought” (600). If so, the conclusion that the vehicles by means of which one thinks are not the same as those by means of which one speaks seems almost forced.

As a matter of fact, direct referentialists held a substantially different view of language use, according to which “we are, for the most part, language consumers”:
 “words come to us prepackaged with a semantic value”, hence “if we are to use those words, the words we have received, the words of our linguistic community, then we must defer to their meaning” (Kaplan 1989b, 602). In order to speak of Cicero – to refer to him –, for example, one only has to use an expression whose meaning allows him to do this (a purely referential device like ‘Cicero’, for example), no matter what other accesses he has to Cicero, and, in particular, no matter whether he has any other access to him: when he acquired the expression (probably by hearing it), he acquired the means to speak of him. The notion playing the crucial role here, at least in the case of proper names, is that of historical chain, which offers “an alternative explanation of how a name in local use can be connected with a remote referent, an explanation that does not require that the mechanism of reference is already in the head of the local user in the form of a self-assigned description” (Kaplan 1989b, 602-3).

Now, Kaplan clearly realizes that this aspect of direct referentialists’ understanding of language has some important consequences on the understanding we should have of thought (which he qualifies as epistemology
):

The notion that a referent can be carried by a name from early past to present suggests that the language itself carries meanings, and thus that we can acquire meanings through the instrument of language. This frees us from the constraints of subjectivist semantics and provides the opportunity for an instrumental use of language to broaden the realm of what can be expressed and to broaden the horizons of thought itself (Kaplan 1989b, 603).
To put it another way, the consumerist semantics which is part and parcel of direct referentialism, rejecting the view of the autonomy of apprehension, makes plausible the thesis that the vehicles of thought are words of natural language. By acquiring one of them (say, ‘Cicero’),
 we acquire (if we did not have it before) the means not only to speak of a particular something (or somebody, in our case Cicero) but also to think of it (him).
 With regard to this, Kaplan is explicit:

On my view, our connection with linguistic community in which names and other meaning-bearing elements are passed down to us enables us to entertain thoughts through the language that would not otherwise be accessible to us (Kaplan 1989b, 603).

He calls this “the Instrumental Thesis”, and says that it seems to him “a quite important, though often tacit, feature of contemporary theories of reference, and one that distinguishes them from many earlier views” (ibid.). Its importance is constituted by the fact that “it urges us to see language, and in particular semantics, as more autonomous, more independent of the thought of individual users, and to see our powers of apprehension as less autonomous and more dependent on our vocabulary” (603-4).
 He concludes:

Contrary to Russell, I think we succeed in thinking about things in the world not only through the mental residue of that which we ourselves experience, but also vicariously, through the symbolic resources that come to us through our language. It is the latter – vocabulary power – that gives us our apprehensive advantage over the nonlinguistic animals. My dog, being color-blind, cannot entertain the thought that I am wearing a red shirt. But my color-blind colleague can entertain even the thought that Aristotle wore a red shirt (Kaplan 1989b, 604).

These considerations, I believe, allow me to fulfil at least one of the two aims this paper was meant to fulfil, namely that of showing that, contrary to what Almog claims, Kaplan does not deal with language and thought in two contrasting ways. If anything, he seems to be pursuing something like a unification, though different from the one Almog has in mind. Firstly, he maintains that both speaking and thinking require vehicles. (Recall once again his slogan, “No mentation without representation”.) Secondly, as we have just seen, he claims that at least sometimes the vehicles by which we think are nothing more than the vehicles by which we speak. Moreover, there appears to be no reason whatsoever to believe that the Fregean notion of content is involved in his account of thinking.

What about the other aim? Is it worth pursuing such a unification project? Regarding its first stage, I argued in the preceding section that thinking requires vehicles in the same way as speaking does. As for its second stage, I can only say that I find Kaplan’s considerations altogether persuasive. When did I acquire the capacity to think of the aardvark species? When I acquired the Italian word ‘oritteropo’, by reading Marco Santambrogio’s translation of Naming and Necessity.
 When did I acquire the capacity to think of the colour indigo? When I acquired the Italian word ‘indaco’, though I do not remember when and where this happened (and note that even now, despite my capacity to think of it, I do not know what colour it is). What put me in a position to think that Cicero was a Roman orator? My acquisition of the proper name ‘Cicerone’, of the Italian adjective ‘romano’, and of the Italian common noun ‘oratore’, and my having some, presumably innate, grammatical competence. And so on and so forth.

Are there any limits to this unification? Kaplan appears to believe that we do not always think by means of words:

How shall I apprehend thee? Let me count the ways. I may apprehend you by (more or less) direct perception. I may apprehend you by memory of (more or less) direct perception. And finally, I may apprehend you through a sign that has been created to signify you (Kaplan 1989b, 604).

Moreover, declarations to this effect are spread across all his work. In “Demonstratives”, for example, he states neatly that “in containing images, sounds, odors, etc., thought is richer than the language of the report” (Kaplan 1989a, 556). Even before his “consumerist” turn, namely in “Quantifying in”, he had made more or less the same point:

Many of our beliefs have the form: ‘The color of her hair is ______’, or ‘The song he was singing went ______’, where the blanks are filled with images, sensory impressions, or what have you, but certainly not words. If we cannot even say it with words but have to paint it or sing it, we certainly cannot believe it with words (Kaplan 1968-9, 208).

With regard to this, however, I tend to be in disagreement with him. Perceiving something is, under certain conditions, apprehending it, true. But does the sheer perception of something furnish the mind with the vehicle required to think of it? Images, sensory impressions, sounds, odours, etc. do not seem to me to have the right syntax to enter as constituents in thoughts, that is to combine with other vehicles to form something which has propositional (I would say sentential) structure. If this is so, we should say that, while perceiving is, under certain conditions, sufficient to apprehend, apprehending is not sufficient to think. Something more is required. If I get things right, what is required is, simply, words. In relation to all this, it is perhaps worth studying the interplay between perception, memory, and demonstratives. Note that, contrary to what Kaplan claims, it is not so difficult to fill the blanks mentioned in the last quotation with a word: ‘this’, accompanied by something like an inner demonstration to something we have perceived, would accomplish the work impeccably.
 Thus, let us suppose, as it probably is, that before I had acquired the word ‘indaco’, I was perceptually exposed to indigo objects. Was I able, at that time, to think of the colour? In the light of what I have just written, it seems to me that, if I had directed my attention to some of them, I could have thought of it by means of the phrase ‘questo colore’ (the Italian counterpart of ‘this colour’). But this, obviously, still involves words. Is it really possible to do it without them? I doubt it.

Of course, there are many other open questions. What about animals’ thought, if there is such a thing?
 And what about prelinguistic children? How can we account for the origin of language without appealing to intentional notions, as the claim that one thinks by means of words seems to require? Undeniably, there is still a lot of work to be done. In this paper I have only tried to suggest that it is perhaps worth doing it, and that this would constitute a way of pursuing the unification project which is both non-Fregean and Kaplanian in spirit.
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� To clarify, here is how Almog outlines Frege’s approach:


In the hands of Frege, the pursuit of the unification project took the form of what I call ... the content program – both sentences and minds were to be assigned (thought, propositional) contents. The content-assignment provided in one fell swoop (i) semantical descriptions of public language sentences like “London is pretty” – what the sentence means, and (ii) psychological descriptions of thinkers – what a certain man, Pierre, thinks, when he thinks that-London-is-pretty” (493-4).


A word on terminology. Hereafter, I will follow Almog in using ‘content’ to mean Fregean content (Sinn). As a consequence, ‘having a content’ should be taken as meaning something more specific than ‘possessing semantic properties’ (see below). If language has a purely referential semantics, most of its expressions possess semantic properties but do not have any content.





� Actually, Almog admits that “there may have to be in my mind some representational medium, better even, some trace (be it an image, word, and so on) of Cicero, whenever I think of him” (519). However, he takes this as no more than a background fact of thinking, of no special significance. Interestingly, Frege was more or less of the same opinion:


That a thought of which we are conscious is connected in our mind with some sentence or other is for us men necessary. But that does not lie in the nature of the thought, but in our own nature. There is no contradiction in supposing there to exist beings that can grasp the same thought as we do without needing to clad it in a form that can be perceived by the senses (Frege 1924-5, 269).


� Actually, the slogan is commonly attributed to Fodor but I have not been able to find it anywhere in his published work. However, Fodor 1975 contains the equivalent “No representations, no computations” (31). “No computation without representation” occurs in Pylyshyn 1984, 62, without any reference back to Fodor. 


� For a clear statement of the importance of keeping apart “the vehicle question” from “the content question” in current debates in philosophy of mind, see Tiffany 1999. 


� It can also consist of writing them or of using a sign language. The differences between these ways of producing (tokens of) vehicles are not relevant to our discussion. 


� In some people’s opinion (see, for example, Cappelen and Lepore 2005, chap. 13), it can be reported in an even looser way, in the sense, for example, that substitutions in the that-clause of proper names or indexicals with codesignative definite descriptions would be truth preserving. Thus, I could truly say today that yesterday David said to Joseph that the author of De Fato was a Roman orator, though ‘the author of De Fato was a Roman orator’ and the sentence David actually uttered, ‘Cicero was a Roman orator’, have different truth conditions. The question is controversial. Fortunately, I do not have to settle it here.


� As a matter of fact, I am not sure it is appropriate to extend the use of the de dicto\de re terminology from reports to what can be reported by them (acts of saying and propositional attitudes). I myself conform to Kaplan’s way of speaking, but let me make clear my understanding of it: while reports are de dicto, when they are, in the sense that they are about, or mention, a dictum (as in the case of direct discourse reports), acts of saying and propositional attitudes (see below) are de dicto in the different sense that their metaphysical constitution involves a dictum (a vehicle). Note that I am not saying that the dictum is their object. On the contrary, I find the quest for the object of propositional attitudes ill-founded. Like an act of saying, a propositional attitude is about the entities referred to in the dictum that constitutes it, and its truth or satisfaction conditions are (inherited from) the dictum’s truth conditions.


� Kaplan does it explicitly (see, for example, Kaplan 2005, passim).


� As a matter of fact, there is at least one philosopher who agreed on the premises but tried to refuse the conclusion. Indeed, Zeno Vendler, while quite explicitly pursuing a unification project (Fregean in spirit), claimed that “thought ... is not conceived in a code or via a code” (Vendler 1972, 42). In his book, he reaffirms the point many times: “With thought, all the things we mentioned, external and internal, are mere accessories; there is no message to encode and no private language to use for the encoding” (43); “Speech needs a language; thought does not” (51); “Speech-acts need sentences, mental acts do not” (67). I have to say, however, that on the one hand his arguments are far from convincing, and on the other he makes the phenomenon of thinking utterly mysterious. Moreover, it is not clear to me how statements such as those reported can go together with a unification project. Vendler himself writes that his results “give the impression of a paradox” (52). Unfortunately, his purported way out of it does not seem to succeed. In fact, some pages later, when he mentions one’s own thoughts’ “organic encoding, whatever that may be, in one’s nervous system” (142), he appears somehow to retreat.


� This is possibly true also in the case of self-reporting. Nothing of what I am saying implies that we know what the vehicles by which we are thinking are, or that we have conscious access to them. 


� Both Kaplan (in “De re belief”) and Almog suggest that the report can be even looser, in the sense, for example, that substitutions in the that-clause of proper names or indexicals with codesignative definite descriptions would be truth preserving. I will not take a stand on this here. Thus, my claim that reports are de re should not be taken as implying anything so strong, though it is compatible with it. In general, in this paper I will be less concerned with the semantics of the reports than with the metaphysics of what is reported.


� In this regard, in “Afterthoughts” Kaplan writes:


It may be a mistake to follow Frege in trying to account for differences in cognitive values strictly in terms of semantic values. Can distinctions in cognitive value be made in terms of the message without taking account of the medium? Or does the medium play a central role? On my view, the message – the content – of a proper name is just the referent. But the medium is the name itself. There are linguistic differences between “Hesperus” and “Phosphorus” even if there are no semantic differences. Note also that the syntactic properties of “Hesperus” and “Phosphorus”, for example, their distinctness as words, are surer components of cognition than any purported semantic values, whether objectual or descriptional.


If words are properly individuated, by their world histories rather than by their sound or spelling, a name might almost serve as its own Fregean Sinn. The linguistic difference between “Hesperus” and “Phosphorus” – the simple difference between thinking of Venus qua Hesperus and thinking of it qua Phosphorus – may be all the difference in mode of presentation one needs in order to derive the benefits of sense and denotation theory. Words are undoubtedly denizens of cognition. If, through their history, they also provide the worldly link that determines the referent, then except for serving as content, they do all that Fregean Sinn is charged with. But they do it off-the-record, transparently and nondescriptively (Kaplan 1989b, 598-9).


Fodor echoes: “Individuating MOPs [Modes of Presentation] is more like individuating forms of words than it is like individuating meanings” (Fodor 1998, 17).


� As a matter of fact, beliefs are states rather than acts. However, the above considerations about thinking can easily be extended to cover believing and other propositional attitudes: whereas the acts consist of producing vehicles, the states consist of having stored them.


� What I find extremely puzzling in Almog’s approach is that he seems to take as a model for the relation of thinking of, which holds between thinkers and objects, the relation of reference, which holds between words (or occurrences of words in a context) and objects, rather than the relation of speaking of (referring to), which holds between speakers and objects. As a consequence, he misses the importance of vehicles, because obviously the relation between a word and an object is not mediated by any vehicle.


� See Chomsky 1959.


� See Fodor 1975, Pylyshyn 1984, Fodor 1985, and Fodor 1987, chap. 1.


� Hartry Field and Fodor were the promoters of such an understanding. Field wrote: “X believes that p if and only if there is a sentence or sentence-analog S such that X believes* S and S means that p” (Field 1978, 38). Fodor’s formulation in Psychosemantics is a bit more convoluted: “For any organism O, and any attitude A toward the proposition P, there is a (‘computational’/‘functional’) relation R and a mental representation MP such that MP means that P, and O has A iff O bears R to MP” (Fodor 1987, 17). In Concepts, he simplifies: “For each episode of believing that P, there is a corresponding episode of having, ‘in one’s belief box’, a mental representation which means that P” (Fodor 1998, 8). For some arguments in favour of this, see also Fodor 1978.


� In particular, it will indirectly support a form of classical computationalism about thinking, because it sees the representations on which computations are defined as having a compositional syntax. Moreover, it obviously tends towards a historical-causal account of semantic properties (though the use of the word ‘causal’ is perhaps a bit misleading). With regard to the first question, however, I wish to stress that nothing prevents one from adopting a connectionist approach to mental processes other than thinking – for example, perceptual ones. 


� I believe, however, that there are many other reasons, independent of the adoption of this particular stand on language, to give the answer I will offer to the first question. For some of them, see Bianchi 2005.


� The three loci classici are Kripke 1972, Putnam 1975, and Kaplan 1989a. For Donnellan’s view on proper names, see Donnellan 1970 and Donnellan 1974. I have not mentioned Donnellan’s definite descriptions in referential use because they seem to me to be at odds with the rest, for reasons I will not discuss here. Where I speak of the truth conditions of (an occurrence of) a sentence, Kaplan speaks of the proposition expressed by it. In his paper, Almog reproves him for that. In my opinion, the notion of proposition is technically legitimate but conceptually misleading (see n. 7 above, and Field 1978: sec. 3).


� Direct referentialists are usually more reticent with regard to verbs, adjectives, and common nouns other than the natural kind. For two notable exceptions, see Almog 1984, 54-9, and Kaplan 1989b, 580-1 n. 30. Kaplan writes: “While acknowledging the metaphysical differences between a species and bachelorhood, the syntactical unity of ‘horse’ and ‘bachelor’ suggests an analogous semantical treatment” (581). See also Donnellan 1973, Donnellan 1983, 90-1, and Napoli 1995, 329.


� For a clear articulation of this aspect, see Field 1972. Note that, to accept it, one has to realize that the reference of words like common nouns, verbs and adjectives (those usually symbolized in formal languages by means of predicates) is not their extension but something which, in any world, has an extension – a property or kind in the case of monadic ones, a relation in the case of polyadic ones. On this, see Field 1978, 39-42, and Donnellan 1983, 90-1.


� With regard to Russell, the last assertion is not completely right. Russell’s position seems to be that words have meanings of their own but cannot be used with these meanings by those who are not acquainted with them. As Kaplan has recently written,


Russell ends up with two simultaneous views about the ‘meaning’ of a proper name, that is, two views about what the name contributes to the proposition. One tells us what the name means simpliciter; it means (and contributes) its bearer. The other tells us what it means in the mouth (or mind) of anyone who is not acquainted with its bearer: it contributes whatever a particular definite description contributes (Kaplan 2005, 990).


Note that if this is true, Russell can be charged with dealing with language and thought in two contrasting ways. In my opinion, Kaplan’s comment is enough to show that such a charge should not be brought against him: “That we can’t mean what our words mean is puzzling at best” (ibid.).


� Some caution is required not to assimilate Frege’s position too much to Humpty Dumpty’s. So, Kaplan writes that “these assignments are, in theory, unconstrained (except by whatever limitations our epistemic situation places on what we can apprehend)”, but “in practice, it may be prudent to try to coordinate with the meanings others have assigned” (600).


� What is now known as Russell’s Principle is a crystal-clear statement of the autonomy of apprehension: “Every proposition which we can understand must be composed wholly of constituents with which we are acquainted” (Russell 1912, 32). However, it is not necessary to appeal to acquaintance to defend the view. Frege certainly held it. Some of Fodor’s early arguments against the identification of the language of thought with natural language seem to be based on a similar assumption.


� This does not mean that all direct referentialists, and only them, defend a form of consumerist semantics. Tyler Burge’s non-standard Fregeanism, for example, seems to me to be another form of it (see Burge 1979). On the contrary, Stephen Neale’s direct referentialism, with its insistence on speakers’ intentions, does not seem to me to be. Nevertheless, the theory of direct reference and consumerist semantics fit one another perfectly. This could be one of the reasons which make it so difficult for me to understand what Burge’s senses on one hand and Neale’s intentions on the other are. Just an aside on Neale. In his “On referring directly” (not yet published), he claims to have detected in Kaplan’s recent work a “shift of perspective, a shift from the properties of words themselves to properties of their users”. As should be clear, I am reading Kaplan’s recent work in a very different manner. As a matter of fact, Neale seems to completely neglect the part of “Afterthoughts” I am now discussing. Moreover, even the text which Neale explicitly discusses, Kaplan’s not yet published “What is meaning”, contains indications to the contrary. Here is one: “The picture I have presented is rooted in a linguistic fact: that independent of speaker’s intentions, some words are derogatory and others are not”. Indeed, Kaplan continues,


the claim that one uses an arguably derogatory term purely descriptively and with no negative connotation is subject to the same challenges as Humpty Dumpty’s claim that he uses the word “glory” to mean a good knock-down, drag-out, argument. The assertion of innocent intentions, even the sincere assertion of innocent intentions, even the non-self-deluded sincere assertion of innocent intentions just does not settle the question.


� ‘Epistemology’ can be misleading (I would rather use ‘psychology’, as Almog does). Kaplan himself is aware of this, and has recently specified that he “use[s] ‘epistemic’ and its cognates to cover all the so-called propositional attitudes, not just knowing” (Kaplan 2005, 984 n. 160). 


� Actually, Kaplan would probably use ‘comprehending’ or ‘understanding’ rather than ‘acquiring’. However, with regard to such phenomena he is not too demanding: “comprehension is primarily a matter of one’s standing within a linguistic community”, where “this standing may itself confer an indirect connection to what is represented within the language” (Kaplan 2005, 998). In particular, he claims that “contra Russell, comprehension does not require a prior relationship to what is represented” (ibid.). To exemplify: “We can certainly comprehend the sentence, ‘Timbuktu was a trading center for myrrh’ (it wasn’t) without knowing much of anything about Timbuktu or myrrh, and without ever having seen either” (ibid.).


� Note that Kaplan does not limit this to the case of proper names. On the contrary, he gives examples with ‘red’ (see below), ‘love’, and ‘grief’. In fact, the argument is absolutely general, and can be put forward with regard to any categorematic word. See n. 21 above.


� Note that this represents a substantial departure from the theses about thought Kaplan held before his adoption of a purely referential semantics. In “Quantifying in” he wrote: “According to my analysis, Ralph must have quite a solid conception of x before we can say that Ralph believes x to be a spy” (Kaplan 1968-9, 204). Even at that time, however, he was somewhat open-minded. Indeed, the text continues: “By weakening the accuracy requirements on the notion of representation we obtain in general new relational senses of belief. Any such notion... may be worthy of investigation”. On the evolution of Kaplan’s views on the topic of de re belief, from “Quantifying in” to “De re belief”, see Eaker 2004.


� For some elaborations on this, see Bianchi 2005.


� As is well known, the insuppressible demonstrative character of some of our beliefs and the crucial role played by these in guiding our action have been stressed on many occasions by John Perry, beginning with the seminal Perry 1979. Note, however, that in “Demonstratives” Kaplan himself suggests that “indexicals are featured in the language of thought” (Kaplan 1989a, 553). He probably was not of this opinion at the time of “Quantifying in”.


� With regard to this, I sympathize with the following considerations by Field, in his 2001 postscript to Field 1978:


Explanations of the behavior of cats and dogs via their beliefs and desires might be a ‘second grade’ kind of explanation in Quine’s sense: a ‘dramatic idiom’ not to be taken seriously. If so, there is no reason to take a ‘language of thought’ hypothesis seriously in the case of cats and dogs. We do of course need a serious psychological model of cats and dogs, but it is not implausible that some kind of connectionist model could be given, one that does not serve simply to implement a language of thought model or any other literally representational model but works in a wholly different way. The usual objection to connectionist models that aren’t simply means of implementing representational models is that they can’t account for certain systematicities in thought...; but in the case of cats and dogs, it is by no means evident that the systematicities are there. Representational models also seem almost inevitable for creatures who show clear evidence of being able to evaluate their own reasoning processes; but again, this wouldn’t seem to apply to cats and dogs (68).


However, much more should be said to settle the question.
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