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Initial provider resistance to combination 
treatments was probably less of a barrier for 
what was then the relatively new problem of 
HIV infection, compared to CVD for which 
decades-old treatment paradigms are deeply 
ingrained. Use of combination therapy for 
HIV/AIDs was also driven by recognition 
of the therapeutic emergency posed by HIV, 
which facilitated paradigm shifts, regulatory 
approvals and essential medicines listings, 
all of which led to the rapid scale up of 
affordable fixed-dose combination treatment 
for individuals with HIV infection. These 
drivers of uptake do not exist for CVD.

Since the concept was first discussed 
just over 20 years ago, there has been 
substantial activity relating to CVD polypill 
development, research and advocacy 
(Fig. 1). But scale up remains elusive. 
Encouragingly, some progress has been 
made with polypills for hypertension, 
with the WHO Model List of Essential 
Medicines listing dual-combination 
blood-pressure-lowering drugs for initial 
treatment in 2019, followed more recently 
by a matching recommendation in updated 
WHO hypertension guidelines23,24. Although 
this may herald a trend toward promoting 
polypill-based approaches, realizing their 
potential will only happen with a global 
shift in treatment paradigms, new business 

models and solutions to implementation 
challenges. This in turn requires urgent 
consensus building among consumers, 
providers, payers, manufacturers and a 
range of other major private and public 
stakeholders. The risks of delay might be 
another 20 years before any meaningful 
progress occurs, at the cost of countless 
avoidable premature deaths globally. ❐
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Clinical decisions using AI must consider patient 
values
built-in decision thresholds for aI diagnostics are ethically problematic, as patients may differ in their attitudes 
about the risk of false-positive and false-negative results, which will require that clinicians assess patient values.

Jonathan Birch, Kathleen A. Creel, Abhinav K. Jha and Anya Plutynski

Recent years have seen a surge of 
interest in medical applications 
of machine learning and artificial 

intelligence (AI) — and in the ethics of 
these applications1,2. In the near future, it 
is unlikely that AI technology will replace 
human decision-makers, but it is likely to 
assist human decision-makers in many 
contexts3. For example, machine learning 
can assist with the diagnosis of cancer 
from imaging data4, the mapping of the 
boundaries of tumors5, the treatment of 
sepsis6, the classification of field-based 
rapid HIV tests7 and the diagnosis 
of cognitive-motor dissociation in 
unresponsive patients with brain injuries8.

Probabilistic classifiers
Many AI methods with strong promise in 
medical imaging are probabilistic classifiers: 
their native output is a probability. This 
includes naive Bayes classifiers, decision 
trees and multiple neural-network-based 
approaches9. For example, a probabilistic 
classifier for diagnosing cancer from 
oncological image data will generate a 
probability that cancer is present. This leads 
to an important design ‘choice point’. The 
software provided to clinicians may hide 
the raw probabilities and build in decision 
thresholds for converting probabilities into 
recommendations, so that a probability 
of cancer above 70% (for instance) 

gives the output ‘recall recommended’. 
Alternatively, the software may provide the 
raw probabilities, with the burden falling 
on clinicians to take the probabilities 
into account when making decisions. A 
third possibility is that the software might 
incorporate information about the patient’s 
own attitudes about risk and the value 
(positive or negative) that they assign to 
different possible outcomes, together with 
the probabilities estimated by the algorithm, 
so as to generate a recommendation tailored 
to this particular patient.

The first option may seem  
appealing on the grounds of simplicity and 
ease of use. However, there are  
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ethical reasons that developers of  
medical AI should take one of the  
other two options. Clinical decision-makers 
should be provided either with probabilistic 
outputs or with a recommendation that 
takes both the probabilities and the  
patient’s values and tolerance for risk  

into account. This is because in clinical 
settings, there can be no one-size-fits-all 
decision threshold. From an ethical point 
of view, it is appropriate for the decision 
threshold to be sensitive to the values  
and attitudes toward risk that this  
particular patient holds.

decision thresholds
The case against built-in decision 
thresholds can be made with the example 
of breast cancer screening. When a human 
reads a mammogram as part of an initial 
screening protocol, their output is a 
decision: recall the patient (or not) for 
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Fig. 1 | Six possible decision pathways using ai algorithms for breast cancer screening. a summary of the ethical implications of the different pathways is 
presented in Table 1. We recommend further research aimed at realizing pathways a and b, but have notable concerns about pathways C, D, E and F.
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further investigation, typically a biopsy. By 
contrast, the output of several AI systems 
is a “continuous score that represents the 
likelihood of cancer being present”4. This 
probability from the AI algorithm can be 
converted to a decision in a range of ways, 
depending on where (between 0% and 
100%) the critical threshold is set, which 
triggers a recall decision.

Different decision thresholds can 
be imposed for different purposes. A 
lower threshold could lead to more 
false-positive diagnoses, whereas a 
higher threshold could lead to more 
false-negative diagnoses, whereby cancer 
is missed. Choosing the decision threshold 
requires weighing of the disvalue for 
each kind of error, which in turn requires 
context-sensitive value judgements10–12.

The programmer of the algorithm 
could choose a single threshold, set at the 
same level for all patients. This would be 
suboptimal for patient autonomy, as the 
patient’s own values would be ignored13. 
Instead, the algorithm could produce a raw 
continuous score, leaving the threshold 
judgement between the clinician and the 
patient (pathway A in Fig. 1). Alternatively, 
the algorithm could take account of the 
patient’s own values and risk tolerances 
when recommending a threshold,  
perhaps by calculating a utility measure 
that takes risk tolerance into account14 
(pathway B in Fig. 1).

risk-value profiles
There are various ways to acquire 
information about a patient’s values. 
One would be for patients, at the time 
of screening or earlier, to be given a 

risk-profiling questionnaire that probes 
their values and attitudes about different 
outcomes, which would allow the 
construction of a risk-value profile for 
the patient. This idea is inspired by the 
risk-profiling questionnaires commonly 
used in finance. These questionnaires 
typically ask investors for their level of 
agreement with statements about risk, such 
as “Generally, I prefer investments with little 
or no fluctuation in value, and I’m willing 
to accept the lower return associated with 
these investments”15.

A risk-profiling questionnaire suitable for 
cancer screening would probe the patient’s 
attitudes about the risk of over-diagnosis, 
false-positive and false-negative results, and 
over-treatment versus under-treatment, 
and the expected value to the patient of 
additional years of life of varying quality 
levels. The questionnaire might also ask 
patients to respond to statements such as 
‘I would rather risk surgical complications 
to treat a benign tumor than risk missing a 
cancerous tumor’.

Patient support
Recently, a large study investigating the 
Dutch population’s view on the use of AI for 
the diagnostic interpretation of screening 
mammograms16 found that the general 
population currently does not support 
fully independent use of AI without the 
involvement of a human radiologist as 
well. This suggests that it would not be 
appropriate, at the present time, to pursue  
a decision pathway in which there is no  
role for a human reader, even if the AI  
does take the patient’s values into account 
(as in pathways E and F in Fig. 1).

In principle, the attitudes of patients, 
who have relevant lived experience and a 
personal stake in the matter, could differ 
from those of the general population. 
However, a survey of United States–based 
patient-advocacy groups, carried out by the 
authors of this Comment (with institutional 
review board approval from Washington 
University in St Louis), also found resistance 
to clinical decisions being made without 
human input17. Most respondents were 
comfortable with some involvement for 
AI, but only when there was also a human 
reader. Feedback included such comments 
as “I see AI as a tool to assist clinicians in 
medical decisions. I do not see it as being 
able to make decisions that effectively 
weigh my personal input or really have the 
clinical experience and intuition of a good 
physician.” Another respondent commented 
that AI “could be a valuable tool, but 
combined with physicians’ expertise and 
consultation with patients.” There were 
many other comments along the same lines.

In addition to their concerns about 
the potential loss of human input with 
the advent of AI, most respondents were 
concerned by the thought that uncertainty 
about their screening image might be 
hidden from them, either by a human 
reader or by an algorithm applying a 
decision threshold. Moreover, most 
were concerned by the prospect of the 
uncertainty being managed (either by a 
human reader or by an algorithm) without 
any consideration of their values and 
preferences (as in pathways C and D in 
Fig. 1). One of the risks of increased use of 
AI is that these fears (of uncertainty being 
hidden, and of one’s values being ignored) 
will become more acute. But there is also 
a corresponding opportunity, because AI 
allows the possibility of varying decision 
thresholds in a transparent way that 
demonstrates sensitivity to these concerns.

implementation challenges
There are a number of implementation 
challenges with the proposed decision 
pathways A and B (Fig. 1) that will require 
further research. First, the design of any 
survey to elicit a risk-value profile would 
require consultation and trialing, given the 
potential for framing effects to influence 
the patient’s answers. A good design 
would also build in appropriate over-rides. 
Returning to the financial analogy, a good 
risk-profiling questionnaire will allow 
an investor to communicate that even 
though they usually have an appetite for 
high risk, they want to be cautious on 
this particular occasion (or vice versa). 
Similarly, a good questionnaire for probing 
patients’ values would allow a patient to 

Table 1 | an ethical analysis of possible decision pathways

decision 
pathway 
from Fig. 1

Sensitive 
to patients’ 
values and 
preferences?

Likely to 
have patient 
support?

concerns

a yes yes Implementation challenges (discussed in main text)

b yes yes Implementation challenges (discussed in main text)

C No No Despite human input, patients’ values and preferences 
are not considered when managing uncertainty, 
eroding patient trust

D No No Despite human input, patients’ values and preferences 
are not considered when managing uncertainty, 
eroding patient trust

E No No Loss of human input, combined with failure to consider 
patients’ values and preferences, is likely to severely 
undermine trust

F yes No although patients’ values and preferences are considered, 
loss of human input is likely to undermine patient trust at 
the present time
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state that even though they would usually 
assign great disvalue to a false-positive 
result, their priority on this occasion is 
to avoid a false-negative result (or vice 
versa). Moreover, patients must be properly 
informed about the relevant concepts. Many 
patients are unfamiliar with the concept of 
over-diagnosis and therefore may be unable 
to weigh the relative risk of unnecessary 
diagnosis and treatment against the risk 
of failing to discover a cancer18. Moreover, 
patients may not always have preferences 
about such outcomes. There must still be a 
sensible default decision threshold that can 
be used in cases in which patients choose  
to withhold their attitudes or simply have 
no preferences.

There is also a danger of exaggerating 
the precision of the probabilities. If the 
dataset used to train the algorithm was 
small or non-representative, a probability 
range may be a more reasonable output 
than a precise probability. There is also 
a risk that clinicians will be unwilling 
or unprepared to take the patient’s 
risk-value profile into account. These 
recommendations would create a more 
complex decision task for clinicians than 
reliance on a pre-programmed threshold; 
this emphasizes the importance of training 
in the use of AI in clinical settings and 

the co-design of diagnostic devices with 
physicians and patients.

These challenges notwithstanding, 
tailoring decision thresholds to the patient 
through the use of information about the 
patient’s values and attitude about risk 
is vastly preferable to leaving them to 
be fixed by the software developer in a 
one-size-fits-all manner. ❐
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The French health pass holds lessons for 
mandatory COVID-19 vaccination
The passe sanitaire increased levels of vaccination, but to a lower extent among the most vulnerable, and did not 
reduce vaccine hesitancy itself, showing the importance of outreach to underserved communities and the potential 
limits of mandatory vaccination policies.

Jeremy K. Ward, Fatima Gauna, Amandine Gagneux-Brunon, Elisabeth Botelho-Nevers, 
Jean-Luc Cracowski, Charles Khouri, Odile Launay, Pierre Verger and Patrick Peretti-Watel

Public authorities in many countries are 
considering mandating vaccination 
against COVID-19 for the whole eligible 

population1. Most countries are confronted 
with the difficulties of reaching the 
vaccination rates obtained for diseases such as 
measles, which are often above 95%. During 
the summer of 2021, French authorities 
implemented a health pass, or passe sanitaire, 
requiring everyone aged 12 and older to 
present proof of vaccination or a negative 
test for SARS-CoV-2 to access a wide array 

of public spaces, including bars, libraries 
and hospitals. The introduction of the passe 
sanitaire markedly increased the number of 
people vaccinated against COVID-19. But, 
as of November 2021, coverage is plateauing 
at around 90% of the eligible population and 
a debate has arisen on whether the next step 
should be mandating this vaccination2.

There are lessons to be learnt from the 
French experience with the health pass 
that contribute to the current debate on 
mandatory COVID-19 vaccination.

Barriers to vaccination
In France, vaccination coverage against 
COVID-19 rose steadily during the first 
half of 2021 until it reached a first plateau 
in mid-June, with around 60% of the adult 
population having had at least one dose2. 
After having vaccinated the most willing, 
public authorities were confronted with three 
classic barriers to vaccination3 (Table 1). 
The first was doubts regarding the safety of 
vaccines against COVID-194,5. The proportion 
of the population who intended to receive the 
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