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Abstract
How should we update our beliefs when we learn new evidence? Bayesian confirmation theory provides a widely accepted and well understood answer – we should conditionalize. But this theory has a problem with self-locating beliefs, beliefs that tell you where you are in the world, as opposed to what the world is like.


To see the problem, consider your current belief that it is January. You might be absolutely, 100%, sure that it is January. But you will soon believe it is February. This type of belief change cannot be modelled by conditionalization. We need some new principles of belief change for this kind of case, which I call belief mutation.

In part 1, I defend the Relevance-Limiting Thesis, which says that a change in a purely self-locating belief of the kind that results in belief mutation should not shift your degree of belief in a non-self-locating belief, which can only change by conditionalization. My method is to give detailed analyses of the puzzles which threaten this thesis: Duplication, Sleeping Beauty, and The Prisoner. This also requires giving my own theory of observation selection effects.


In part 2, I argue that when self-locating evidence is learnt from a position of uncertainty, it should be conditionalized on in the normal way. I defend this position by applying it to various cases where such evidence is found. I defend the Halfer position in Sleeping Beauty, and I defend the Doomsday Argument and the Fine-Tuning Argument.

In part 3, I discuss cases where conditionalization is inapplicable. These occur when both of the features of part 1 and 2 are applied in the right way to result in a case of fission, or a case structurally equivalent to fission. This problem occurs in the Many-Worlds Interpretation of quantum mechanics. A new method of belief update is needed. I show that two suggested positions are untenable, then defend two further positions that I show to be complementary. 
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1. Introduction
How should our beliefs change when a new piece of evidence is discovered? This is the central problem of confirmation theory. Bayesian confirmation theory answers this question by making two claims about the beliefs (or credences) of rational agents.

1. Probabilism The degrees of belief of a rational agent obey the axioms of probability (Kolmogorov 1933)
.

Probabilism allows us to represent the beliefs of a rational agent as a probability function. This allows us to introduce the second claim.

2. Conditionalization Suppose an agent has prior probabilities P0(Hi) at t0. If the agent learns E and nothing else between t0 and t1, then her t1 probabilities should be P0(Hi|E), where P(E) > 0.
We can then give the following probability raising account of confirmation:

E confirms H iff
 P(H|E) > P(H)

Intuitively, this says that E confirms H if and only if the probability of H given E is greater than the probability of H. 


These claims constitute the core of Bayesian confirmation theory. I will be assuming the correctness of this theory
. My aim is to extend the Bayesian theory of confirmation to a new area. I will show how Bayesian confirmation theory can be applied when self-locating beliefs are involved. These are beliefs about who, when or where you are. They tell you about your position in the world, as opposed to what the world is like. They are expressed as everyday beliefs about what time it is and where you are.
 
Self-locating beliefs create various problems for conditionalization. I will show that these problems can generally be solved by making minimal departures from traditional Bayesian theory. Much of my argument is based on problem cases, where conditionalization appears to give us the wrong answer. I will argue that in all such cases, conditionalization gives us the correct result.


This dissertation is divided into 14 chapters in 3 parts. In part 1, I argue that learning a purely self-locating belief cannot change your credence in a non-self-locating belief. Call this the Relevance-Limiting Thesis
. 

This thesis is made plausible by chapter 2, Dynamic Beliefs, where I argue for a two-tier theory of belief, following Kaplan (1989) and Perry (1979), against the one-tier theory of Lewis (1979). This gives us an independently motivated distinction between the component of belief that violates conditionalization (role) and the component that doesn’t (content).


Chapter 3, Observation Selection Effects, provides the theoretical background to several of the arguments I will make in later chapters. Chapter 3 gives my theory of observation selection effects. I will argue that a simple but confusing phenomenon is responsible for all selection effects. They occur when there is a two-stage process. First, there is an ontic process that results in an outcome. Then there is an epistemic process by which we learn about the outcome. When this latter process is non-trivial, the selection procedure can cause confusion. But I will argue that there is always a selection procedure. The only reason that observation selection effects are said to occur in some cases and not others is because the selection procedure is only confusing in some cases. In other cases, it isn’t noticed, but it is still there. I demonstrate this point by comparing typical Bayesian inferences with classical statistical inferences, where different epistemic procedures are used.


Chapters 4, 5 and 6 discuss the problem cases that threaten the Relevance-Limiting Thesis. Chapter 4 is about Duplication. If an agent knows he has been duplicated, should his degree of belief in any non-self-locating belief change? No. This answer also gives us a defence of Elga’s (2004) Restricted Principle of Indifference.


Chapter 5 is about The Prisoner, a thought experiment due to Frank Arntzenius (2003), in which he argues that a change in merely self-locating evidence can shift the Prisoner’s credence that a coin landed Heads. I show that the Prisoner does in fact learn a non-self-locating belief.


Chapter 6 introduces the Sleeping Beauty problem, which represents the strongest challenge to the Relevance-Limiting Thesis. Most writers think that Sleeping Beauty should change her degree of belief that a coin landed Heads when her self-locating beliefs change. I refute three arguments for such a position (Elga’s, Hitchcock’s and Monton & Kierland’s).



In the cases in part 1, there was no uncertainty about what self-locating evidence would be learnt. The agent can see where he is going, and is just waiting to get there. The situation is like being on a moving walkway. Nothing is learnt that was previously uncertain. In part 2, in contrast, I discuss what we should do when we learn a new self-locating belief from a position of uncertainty. I argue that we should apply conditionalization. This means that our credence in a non-self-locating belief can change in this situation. Theoretically, this position is less controversial than the Relevance-Limiting Thesis. But it leads to puzzling results, and has been explicitly attacked.


In chapter 7, I discuss whether self-locating beliefs should be introduced into philosophy of science at all. I present an argument of Bostrom (2002a) that shows that science cannot do without self-locating beliefs.


In chapters 8, 9 and 10, I discuss the cases where each of the self-locating variables of agent, time and space are learnt from a position of uncertainty. In chapter 8, I defend the Doomsday Argument, which says that learning which agent you are should affect your degrees of belief concerning the long-term future of mankind. This is very counter-intuitive. I will attempt to make it plausible by presenting the argument in its simplest possible form. Then I will offer a couple of softeners designed to refute the incredulous stare that the Doomsday Argument tends to provoke. 


In chapter 9, I discuss what Sleeping Beauty should believe when she learns what day it is (from a position of uncertainty). I will first defend diachronic Dutch books from the attacks of Christensen (1991) and Howson (1995), then I will defend conditionalization as applied to self-locating beliefs from the attacks of Meacham (forthcoming) and Bostrom (forthcoming); this part is the argumentative core of part 2.

In chapter 10 I will defend the fine-tuning argument for multiple universes. I will draw on the theory of observation selection effects of chapter 3. An objection to the fine-tuning argument has been offered that draws on the specific evidence of which universe we are in i.e., where we are. I will show that this objection, and others, is diffused when we have a correct understanding of the fine-tuning argument.


In part 3, we come to the cases where conditionalization must be modified. They arise when we combine the cases of part 1 and part 2. First, we need to have an agent that divides into two (or more) successors in some way. This requires the passage of time, as in part 1.  Then we need one of the successors to learn some new evidence, as in part 2. I will show, in chapter 11, that this evidence is inexpressible by the agent at the earlier time, before division. This means that one of the pre-requisites of conditionalization fails, creating what I call the Inexpressibility Problem. These cases have been discussed in the literature on the Everett interpretation of quantum mechanics.

Chapters 12 and 13 criticize two attempts to solve the Inexpressibility Problem. Chapter 12 discusses the subjective uncertainty approach of Saunders (1998) and Wallace (2005), which says that a pre-fission agent should be uncertain about what will happen. Various arguments for, and variants of, subjective uncertainty have been offered, but I argue that none are successful.


Chapter 13 discusses naïve conditionalization, which says we should update on non-self-locating beliefs and ignore self-locating beliefs. I show that this has implausible consequences, as well as being theoretically unacceptable.

Chapter 14 defends two solutions to the Inexpressibility Problem, those of Vaidman (1998, 2002) and Greaves (2004, 2007). I show that rather than competing, the two approaches are complementary, and highlight the link between confirmation theory and decision theory.

Terminology 

I am often unsure whether an author has introduced a new term as a synonym for stylistic reasons, or to introduce a new concept. To try and avoid confusion, let me state the terms I intend to use as synonyms:


1. Evidence = Information


2. Observation selection effect = selection effect. I find the modifier ‘observation’ redundant. What would a non-observation selection effect be? 


3. Words with capital letters, like ‘Heads’ or ‘Up’, are generally short for hypotheses such as ‘the coin lands heads’ or ‘spin up is observed’. When this abbreviation is unnecessary, I use ‘Heads’ to mean ‘heads’ or ‘Up’ to mean ‘up’. This is a harmless ambiguity.  


4. Procedure = Process

5. Credence = Degree(s) of belief


6. Uncentred belief = Non-self-locating belief


7. Centred belief = Self-locating belief

Part 1: Defending the Relevance-Limiting Thesis

Suppose you are on a rollercoaster. You are at the start of the ride, which we will call point A. You look ahead and see the top of the loop. Call this point B. Assume that you know for certain that you will soon be at point B. When you arrive at point B, you learn a new self-locating belief – ‘I am at point B’. Is it possible that this new self-locating belief can change your degree of belief in any non-self-locating belief? Can learning only a self-locating belief ever shift your degree of belief in a non-self-locating belief? No. This answer puts me at odds with almost everyone who has written on this topic. Most explicitly, it commits me to endorsing a variation of Titelbaum’s (ms) Strong Revised Relevance-Limiting Thesis (p.34):

‘It is never rational for an agent who learns only self-locating beliefs to respond by altering her degree of belief in [a non-self-locating belief].’ (Italics original)

I need to make two modifications to this principle. First, I will strengthen it:
It is never rational for an agent who learns or loses only self-locating beliefs to respond by altering her degree of belief in a non-self-locating belief.
Second, I need to weaken it. There are two ways that a self-locating belief can be learnt. These correspond to the issues of parts 1 and 2, so it is important to be clear about the difference. We might be unsure of where (when, or who) we are, and then learn where (when, or who) we are. This kind of case is the topic of part 2, where I argue that we should conditionalize, and non-self-locating beliefs can shift as a result.


In contrast, part 1 is about cases where we don’t learn anything we were uncertain about. That is, there is no relevant time when our credence takes a non-extreme value. In such cases, we knew all along that we would gain some particular self-locating belief at a particular time. When the later time arrives, we learn the self-locating belief. This is what I’m trying to demonstrate with the rollercoaster example. The agent could see exactly where he was going. But the self-locating belief ‘I am now at point B’ is not learnt until the later time arrives. To limit the Relevance-Limiting Thesis to this latter type of case, we need to weaken the principle:

Relevance-Limiting Thesis It is never rational for an agent who learns or loses only self-locating beliefs she is not uncertain about
 to respond by altering her degree of belief in a non-self-locating belief.
The next five chapters will defend this thesis. 


First, a couple of clarifications are in order. Very often, learning a self-locating belief comes hand in hand with learning a non-self-locating belief. Titelbaum gives an example of a soldier who is unsure whether he will survive the enemy barrage. He knows that the barrage will cease at midday. When he looks at his watch and sees it is midday, he learns that he has survived. Thus a self-locating belief, ‘it is midday’ appears to confirm the non-self-locating belief that the soldier survives, thus violating the Relevance-Limiting Thesis. 

But when the soldier learns that it is midday, he also learns that he has survived until midday, which is non-self-locating. So he doesn’t learn only a self-locating belief, he also learns a non-self-locating belief. The Relevance-Limiting Thesis is not threatened by this example. This is why I stipulated that you know at the start of the rollercoaster ride that you will get to point B. This ensures that the only thing learnt is the self-locating belief ‘I am at point B’. If instead there was a chance that the rollercoaster would malfunction and point B would never be reached, a non-self-locating belief would be learnt (namely, ‘Point B is successfully reached at some time’).


The second clarification is that the problem cases I will discuss do not have exactly the structure of the rollercoaster case described above. In all the problem cases, although the agent learns a self-locating belief, there is a certain imprecision about this belief. The agent learns where he is, but doesn’t learn exactly where he is. Let’s put this  imprecision into the rollercoaster example. You are at point A. You look ahead and can see on the track points B and C. You know that when you are at points B and C you will have your eyes closed and will have lost track of where you are. You will know that you are at point B or C, but not which one. Can the purely self-locating belief that you are at point B or C change your degree of belief in any non-self-locating belief? I will argue that it cannot.

The position that your non-self-locating degrees of belief can shift is more plausible in this case because there is a sense in which you lose information. You used to know exactly where you are. Now you do not know exactly where you are. It is plausible that this type of loss of information can shift your degree of belief in a non-self-locating belief. But I will argue that it cannot. This is why I strengthened Titelbaum’s thesis to cases where you lose information.

Defending the Relevance-Limiting Thesis is not easy. It is a negative thesis, saying that self-locating beliefs cannot (dis)confirm non-self-locating beliefs. I have no fresh ideas about how to prove a negative. My strategy will be to refute the main arguments that have been given against it. One counter-example is enough to sink it, but none succeeds. It is a bold conjecture that survives attempted refutations; hopefully everyone will agree this speaks strongly in its favour.


We begin with philosophy of language, to separate self-locating from non-self-locating beliefs, and help clarify and motivate the Relevance-Limiting Thesis.
2.  Dynamic Beliefs

How should our beliefs change over time? Much has been written about how our beliefs should change in the light of new evidence. But that is not the question I’m asking. Sometimes our beliefs change without new evidence. I previously believed it was Sunday. I now believe it’s Monday. In this paper I discuss the implications of such beliefs for philosophy of language. I will argue that we need to allow for ‘dynamic’ beliefs, and that this gives Perry’s (1977) two tier account the advantage over Lewis’s (1979) theory.

2.1 The Propositional Theory of Belief

The propositional theory of belief states that when an agent believes something, he is standing in a certain relation to a proposition; namely, the relation of believing it. This theory has three features that are relevant here.

First, the objects of belief, propositions, are eternally true or false. They do not vary in truth-value like ‘It is Tuesday’, which is true one day, false another. 

Second, propositions can be represented as sets of possible worlds. The proposition that ‘grass is green’ can be represented as the set of all the possible worlds where grass is green. Thus a proposition can be represented as a function from possible worlds to truth-values. 


Third, if a rational agent agrees with proposition P, but disagrees with proposition P’ (or withholds judgment), then P and P’ are different propositions.

Attractive as this theory is, it has fatal flaws. There are some beliefs that do not fit into this model. John Perry (1979) tells the story of how he followed a trail of sugar around the supermarket looking for the person who was making a mess. After walking in a circle he realized that he was the person making a mess and bent down to fix the bag of sugar. But what was this belief that he discovered? It can be expressed as ‘I am making a mess’. But this straightforward belief presents a problem for the propositional theory of belief.

The belief has neither of the first two features mentioned above. Firstly, it is not eternally true or false. Instead, it is true for one person and false for another. Furthermore, even for a given person, it is true at one time and false at another. When we vary either the agent or the time, we can get to a belief that is false. 

Secondly, there is no set of possible worlds that represents the belief that ‘I am making a mess’. For every world, there are times when Perry is making a mess and times when he is not. There are also some people making a mess at a given time, and some who are not.

Interestingly, we don’t even need indexicals to generate these problems. Take Salmon’s (1989) example ‘Frege is writing’. The statement is true at some times and false at others. So the belief that Frege is writing cannot be handled by the propositional theory of belief. 

A response to this example from proponents of the propositional belief (such as Frege), was that ‘Frege is writing’ is incomplete. In order to complete it, we must have a time. The full belief must be ‘Frege is writing at time t’. This now has a fixed truth-value, and the propositional theory of belief is saved.

But the respite is short-lived, for there is no similar move that can be made in the ‘I am making a mess’ example. If this is an incomplete belief, what is required to complete it? Let’s first add a time: ‘I am making a mess at time t’. This doesn’t have different truth-values at different times. But it does have different truth-values for different agents. It is true for John Perry, false for the tidy shopper watching him. So perhaps we need to add the agent. But we already have an agent. We have the referent of ‘I’, which in this case is John Perry.

Perhaps we just need to add the agent in a different way. Perhaps we need to add ‘John Perry’ so we get ‘I, John Perry, am making a mess at time t’. But this does more than complete the belief. It turns it into a different one. Imagine John Perry had amnesia and didn’t remember who he was. Then he would not agree with the statement ‘I, John Perry, and making a mess’. But he would agree with ‘I am making a mess’. So the former is not merely a completion of the latter. (Here we invoke the third feature of the propositional theory of belief, concerning the individuation of beliefs).

Perry argues convincingly that there is no way to turn ‘I am making a mess’ into something that fits the propositional theory of belief. Once we have seen this, there is no point trying to save the theory by completing ‘Frege is writing’ with ‘Frege is writing at t’. The motivation for doing so was to give complete beliefs eternal truth-values. But Perry’s example shows this cannot be done. So we might as well include ‘Frege is writing’ in the same set of problems as ‘I am making a mess’ and try to find a theory of belief that can handle both of them. And in fact both theories I will discuss can handle both of them. I will first present Lewis’s (1979) solution, then Perry’s (1977)

2.2 Lewis: Self-Ascribing Properties
Lewis gives an elegant solution to this problem. Imagine a picture of all the possible worlds, spread out across logical space. On the propositional theory, we can think of a belief as locating yourself in a set of these possible worlds. When you believe grass is green, you believe that you have the property of being in a possible world where grass is green. You are locating yourself in logical space. But notice that if we are dealing with propositions, the boundaries of where you are locating yourself must match the boundaries of the possible worlds. But why should we restrict ourselves to such beliefs? Lewis argues there is no reason.

We can have beliefs where we can locate ourselves in logical space. Why not also beliefs where we locate ourselves in ordinary time and space? We can self-ascribe properties that correspond to propositions. Why not also properties of the sort that don’t correspond to propositions?…Why not? No reason! We can and do have beliefs where we locate ourselves in ordinary time and space. (ibid. p.137-8)
I will call beliefs that locate us in space and time self-locating beliefs. The problematic cases above were just such beliefs. If we self-ascribe properties instead of believing propositions, the statements above can be dealt with. Believing ‘I am making a mess’ is self-ascribing the property of mess-making to yourself. Believing ‘Frege is writing’ is self-ascribing the property of being in a world, at a time, when Frege is writing.


Should we accept this account? That will depend partly on the alternatives. I will argue that there is a better account on the table.

2.3 Perry: Role and Content

Perry (1977) introduces a two-tier account. Beliefs have a content and a role
. 

The content is introduced to give an account of what is said. When I say ‘John Perry is making a mess’ and John Perry says ‘I am making a mess’, we have said the same thing. Content can be thought of as a Russellian proposition. That is, the object of belief is right there, trapped in the content, and a property is assigned to it. So the content of both utterances is 


<John Perry, making a mess, t>.

The content has the first two features of propositions – it is eternally true (or false) and it can be represented as a set of possible worlds.

But the content misses out a key feature of belief – its causal role. One cannot generally tell merely from the content, what should be done about it; we also need to know the way in which it is believed. Perry believes the above content with the role of ‘I am making a mess’. I believe it with the role of ‘You are making a mess’. Perry’s belief causes him to bend down and fix the bag of sugar. Mine causes me to tell him he’s making a mess. The role is introduced to give an account of the causal connections of the belief. It also gives an account of what my belief that I am a philosopher and his belief that he is a philosopher have in common.

On Perry’s account, each belief consists of a content and a role. The content tells us what is believed. It can be thought of as a proposition, thus saving a part of the doctrine of propositions. But every belief also has a role, which tells us the way in which the content is believed. When Perry believes he is making a mess, the content of his belief is


< John Perry, making a mess, t>.

John Perry is apprehended with the role of ‘I’. When I see him making a mess I believe the same content. But I grasp it in a different way. I grasp John Perry with the role of ‘you’. So we have an account of what is the same and what is different about our beliefs.


Now we have laid the groundwork we can get on with the task of deciding which of these to use. The decision is a pragmatic one; there is no right or wrong answer. Both theories are consistent, the question is which one we should use. And this depends on whether the extra complexity of Perry’s theory buys anything. Lewis has a unified account. All objects of belief are self-ascribed properties. Perry has a two-tier account. He can do everything Lewis can do, but he has a more complicated way of doing it
. Should we bother with this more complicated account? Only if it gets us something worthwhile. I will argue that it does. It gets us a more unified picture of beliefs. For Lewis, the theory of belief may be unified, but the beliefs are not. For Perry, the theory is less unified, but the beliefs are more unified. He allows us an ontology of dynamic beliefs. It also allows us to same-say in an intuitively plausible way. For the rest of the chapter I will explain how Perry’s theory has these two advantages, and why they matter.


I should be explicit about a potentially confusing assumption I’m making. When I talk about the ‘same’ belief, I am talking about a way of classifying beliefs by type, not the token concrete particular. This conflicts with Perry’s (1993) more recent view, that when we talk about the same belief, we are talking about a concrete particular, a neural structure of some kind. While I think we do need such a notion of beliefs as concrete entities, I think we also need to be able to classify beliefs into equivalence classes of contents and roles. This gives us a direct link between same-belief and same-saying. It means that when the same belief (content) is expressed on two occasions, the same thing is said. And it means that for the same thing to be said, the same belief (content) must be expressed.  This close connection is lost if we think of beliefs as concrete particulars, in which case expressing the same belief at different times could result in saying different things. There is a sense in which beliefs should be understood as concrete particulars, but it is not the sense that I will need in my argument. 

2.4 Belief Dynamics

Lewis asked what happens to Bayesian decision theory when we replace propositions by attitudes de se. 
‘Answer: Very little. We replace the space of worlds by the space of centred worlds….All else is as before.’ p.149
But this was surely an uncharacteristic blunder. Take the belief ‘Today is Tuesday’. A rational agent can believe this with absolute certainty. Then no amount of conditionalization could reduce it. Nevertheless, as the clock strikes midnight, this belief will be gone. Or more accurately, the probability will have fallen to 0. But Bayesians cannot model such a belief change in the standard framework, where conditionalization is the only rational procedure for changing beliefs.


We do not need extreme probabilities to make this point. Suppose an agent is almost certain it’s Tuesday. He knows that he will soon hear the clock strike midnight. At that moment, he will become almost certain it’s Wednesday. But this change cannot be due to conditionalization. On the standard Bayesian story, he should already not believe it’s Tuesday. If we know we are about to get a certain piece of evidence, this is just as good as getting that evidence, and we should update immediately. Not so in this case.


Another example of why Bayesianism must be modified is that it is assumes that once an agent learns something, it is added to his stock of knowledge and becomes background information for evermore. But that doesn’t work here. Consider Titelbaum’s example (ms) of waking up and looking at your alarm clock. The first time you look at it, it says ‘9am’. You learn ‘It is 9am’. The second time you look at it, it says ‘10am’. You learn ‘It is 10am’. On the standard story, your total evidence should now include ‘It is 9am and it is 10am’. But obviously you believe no such thing. 


The point is that the standard Bayesian model cannot account for these kinds of belief changes. We need something new.
2.5 Lewis / Meacham solution

Chris Meacham (forthcoming) picks up the baton from Lewis, and gives a natural extension of Lewis’s account. But I will argue that extending Lewis’s account shows its weakness.


If beliefs are self-ascribed properties, what happens when we look at the clock for the second time? Meacham argues that as time passes, one belief should be replaced by another. In Lewis’s terms, we previously self-ascribed the property of being (in a world) at a time when it was 9am. But we now self-ascribe the property of being (in a world) at a time when it is 10am. What should we do with the first belief? As far as I can tell, Meacham thinks the first belief literally disappears. He treats it as a case of forgetting. Meacham even invents a new kind of conditionalization (‘new conditionalization’) in order to handle this loss of belief (recall that standard Bayesianism cannot handle loss of belief). Meacham covers bold new ground in his extension of Lewis, but I don’t think he can be right that the beliefs just disappear.


If all we knew was that it was now 10am, and don’t remember it being 9am, we would think we’d just woken up. But that gets the situation wrong. We should in fact remember that it was previously 9am. Contra Meacham, the belief doesn’t really disappear just because it is no longer 9am. 


This point might be clearer put in terms of the clocks. If all we knew was that the clock now said 10am, then we might think the clock was broken and stuck at 10 am. But we know the clock is not broken because we know it previously said 9am. Contra Meacham, the belief doesn’t really disappear just because the clock no longer says 9am. So what happens to it?


Lewis (and Meacham) could answer as follows
. They could say it turns into a new belief. The new belief could be expressed as ‘Last time I woke up, the clock said 9am’. In Lewis-speak, this becomes ‘I have the property of being (in a world) at a time, such that the last time I woke up the clock said 9am’. 

On top of this, a separate new belief would also be formed that expresses ‘It is 10am’. This might be a descendant of the previous belief that ‘It will be 10am’, but it would nevertheless be a different belief. (It must be a different belief because you are self-ascribing a different property). This kind of move would have to be made generally. As time passes, beliefs would constantly burst in and out of existence. We get a form of belief change that is entirely separate from conditionalization. We get what I will call belief-replacement. The belief that ‘It is 9am’ is replaced by the belief that ‘It is 10am’. In order to preserve memory, we also need the belief that ‘it was 9am’. This can be seen as some kind of temporal descendant of the belief that ‘it is 9am’. We are owed an account of how, when and why one belief is replaced by another. But even before trying to do this, we have a problem. 

Lewis’s position implies that tensed beliefs cannot persist through time. This is the major weakness of Lewis’s theory, or so I will argue. Consider again the belief that Frege is writing. This is later expressed by ‘Frege was writing’. Are these two beliefs the same? Do we say the same thing when we say ‘Frege is writing’ followed by ‘Frege was writing’? Lewis’s theory implies that we don’t. We are ascribing different properties in the two cases. We are first self-ascribing the property of being in a world at a time when Frege is writing. We are then self-ascribing the property of being in a world at a time before which Frege was writing. They are different properties, so they are different beliefs. 

This problem might not be so bad if it only affected explicitly temporal beliefs – beliefs that locate one in time such as ‘it is 9am’. But the problem is that so many of our beliefs locate us in time implicitly. We cannot say ‘it is raining’ or ‘the President is stupid’ or ‘Frege is writing’ without making implicit reference to our temporal position. And once we have done that, we cannot later have the same belief once our temporal position has changed.

The depth of the problem can be brought out by contrasting the case with Frege’s views about ‘I’. Frege thought that all thoughts involving ‘I’ were incommunicable. This in itself is an unhappy conclusion. But to make things even worse, suppose that, per impossibile, someone changed identities. Then they could no longer say again anything they had previously said with ‘I’; the later ‘I’ would refer to a different person, so the thought would be different. Of course this cannot happen with persons, but it can happen with times. If ‘now’ is part of a current thought, then that thought cannot be grasped at a later time. Any use of ‘now’ will refer to the later time, not the earlier time. On Lewis’s theory, such thoughts cannot be expressed at a later time.  Lewis has to say for ‘now’ thoughts what Frege said for ‘I’ thoughts – that they could not be expressed once the meaning of the indexical expression has changed. Bad as this is for Frege, it is surely much worse for Lewis. We do not change identities, but we certainly change times.

2.6 Perry’s Solution

What does Perry say happens when you look at the clock for the second time? In particular, what does Perry say happens to the old belief that ‘it is now 9am’? Contra Lewis, the belief remains, or at least, the content of the belief remains. The content of the belief has two components – the property of being 9am, and the time,


< 9am, t >.

This stays constant. It is eternally true, and, we can assume, eternally believed. What changes is the role with which it is believed. At 9am, the time t is grasped with the role of ‘now’. At 10am, the time t is grasped with ‘last time I woke up’. So the same content is grasped, firstly, with ‘It is now 9am’ and secondly with ‘Last time I woke up it was 9am’. We can say exactly what changed (role) and what stays the same (content)
.

We also need to add our new temporal belief about the new time. <10am, t1>

goes from being believed with the character of ‘later’ to being believed with the character of ‘now’. There is no conflict between this and (the new character of) the old belief; the agent will believe ‘last time I woke up the clock said 9am and now it says 10am’.


Lewis asks what the extra complexity of Perry’s theory buys. I answer that it buys the ability to have dynamic beliefs, which is not possible on Lewis’s theory. This seems to me an important advantage. It also buys the ability to say again what was previously said with a tensed statement, even if the relevant time has passed. In a moment I will discuss how much weight these same-belief and same-saying features have. I will conclude it is the same-saying features that tip the balance in favour of Perry. But let me first be explicit about a couple of assumptions I’ve been making.


I have assumed that agents have certain resources. For example, they need to have a mechanism for keeping track of the time. They also need a mechanism for changing the role of the belief as time passes. This allows for a new kind of belief change which I will call belief mutation. The belief that ‘today is hot’ mutates into the belief that ‘yesterday was hot’. I think the change can usefully be described as a mutation due to features it shares with biological mutation. It happens naturally over time, for example, and it happens without any interference from external entities. No involvement from other beliefs is necessary, just as no interference from other organisms is needed in biology
.


I assume in this paper that the agent has a perfect time-keeping mechanism. Relaxing this assumption generates interesting results. With an imperfect internal clock, the agent’s degrees of belief concerning when it is move forward and become more spread out as time passes. When he looks at his watch, these possibilities converge on the actual time (assuming his watch is accurate and believed to be accurate). Even more interesting results occur when we combine imperfect internal clocks and propositional beliefs. These cases threaten the Relevance-Limiting Thesis and will be discussed in chapters 5 and 6. I defend the Relevance-Limiting Thesis, which entails that belief mutation alone cannot shift the probability of a proposition. 

2.7 How important are dynamic beliefs?

Evans (1990) claims that 

‘a capacity to keep track of the passage of time is not an optional addition to, but a precondition of, temporal thought. If this is so, the thought units of the atomist are not coherent, independent thoughts at all, but, so to speak, cross-sections of a persisting belief state which exploits our ability to keep track of a moment as it recedes in time.’ p.86

The claim is that the basic unit of belief persists through time, and atomic beliefs are merely cross-sections of the belief. But why should we think of it this way? Why, instead, shouldn’t we think of persisting beliefs as the sum of atomic beliefs, thus making the atomic beliefs the basic notion? 


I can find three arguments in Evans. I will argue that only one of them carries any weight. Here is the first: 

‘No one can be ascribed at t a belief with the content ‘It is now A’, for example, who does not have the propensity as time goes on to form beliefs with the content ‘It was A just a moment ago, ‘it was A earlier this morning, ‘it was A yesterday morning’’ p.86

This strikes me as far from obvious. First of all, we can say the same about beliefs about ‘red’ and ‘coloured’. No one can be ascribed a belief with the content that an object is red who does not have the propensity to form beliefs with the content that the object is coloured. But this doesn’t imply that these are just two sub-sections of the same thought. 

The second problem is that there seems to be a real-life counter-example. Clive Wearing has a memory of less than 5 minutes, due to a virus that damaged his brain in 1985. For a few minutes at a time, he is perfectly normal, except for his lack of memories. If you tell him it is raining outside, he will believe you, and repeat it back if asked what the weather’s like. But he has no capacity later on to form the belief that it was raining this morning, as by then, he will have forgotten it. Presumably Evans has to say that Wearing does not really have beliefs at all. This seems implausible and ad hoc to me. And even if this were plausible, what would happen if his memories lasted longer? A day? A week? A year? At what point does he have genuine beliefs? I see no reason to be pushed down this road. Why not say that even a momentary belief is still a belief?


Evans offers a second argument. This is based on an analogy with space. To show that our beliefs are based on our ability to keep track of time, he argues that our beliefs are based on our ability to keep track of space. He gives the example of objects moving, but not so fast that we can’t keep track if we watch them. Suppose we start with a belief that one of the objects is valuable. On Perry’s conception (that Evans is defending), the belief that the object is valuable persists over time. On the atomistic conception, we have a sequence of different beliefs, and 

‘it ought to be possible to have just one of the members of the sequence no matter which others accompanied it i.e. in the absence of any capacity to keep track of the object. But if that ability is missing, it is not possible for a subject to have a thought about an object in this kind of situation at all.’ p.87

As we can’t have one member of the sequence without the others, Evans concludes that these atomic beliefs are parasitic on the dynamic belief. We can grant that Evans is right about this case. We won’t know which object is valuable unless we remember which object was valuable a moment ago. But it’s not clear this proves the point. While we sometimes need to track objects carefully, sometimes we don’t, in which case Evans’ argument fails to generalize. If the valuable object were the only shiny one, it wouldn’t matter if we had failed to keep track of the object. We could still have any of the atomic beliefs expressible at some time as ‘that (shiny) object is valuable’. This case seems to lend support to the idea that we should have an atomic conception of belief just as Evans’s example lends support to the dynamic conception.


Evans’s third argument I find more convincing, even though he gives it fairly short shrift. The issue is how each of the atomic beliefs could be justified.

‘One belief cannot give rise to another by any inference, since the identity belief
 that would be required to underwrite the inference is not a thinkable one; no sooner does one arrive in a position to grasp the one side of the identity than one has lost the capacity to grasp the other’. p.86

Perhaps instead the constantly changing sequence of atomic beliefs could be justified by the existence of memories. The memory of waking up and seeing the clock say ‘9am’ justifies the atomic belief that ‘last time I woke up, the clock said ‘9am’’. However, this kind of inference is at odds with the phenomenology, and, I would speculate, the neurophysiology. The brain is not constantly updating its atomic beliefs by scanning its memory for old atomic beliefs and putting new ones in their place. Surely it is much more plausible to say that the beliefs remain, and they get expressed with different words. 

I must be careful here. I cannot give the argument that the belief is the same because the underlying neural structure is the same (or similar in the right ways) – I pointed out above that I am classifying beliefs according to their contents and roles, not as concrete particulars. These are conflicting views of beliefs that may disagree about when two beliefs are numerically identical. Nevertheless, in most cases they will agree, and the intuitions that support one view of beliefs can also support the other.


I conclude that none of the arguments for the importance of dynamic beliefs are knockdown, though the last one is at least suggestive. However, convincing arguments are to be found for the importance of same-saying.

2.8 How important is same-saying?

I will argue that same-saying is an essential part of an acceptable philosophy of language. The fact that Frege could not account for it is part of the reason his theory is now widely rejected. Frege only allowed two components of meaning - reference and sense. The reference of a sentence is its truth-value. So ‘snow is white’ and ‘London is in England’ have the same reference – true. The sense of a sentence is more complicated, but the essential idea is that the sense corresponds to the cognitive significance of the sentence. The cognitive significance can be thought of as the functional role the sentence plays in the life of the agent. So ‘snow is white’ and ‘London is in England’ have different cognitive significance, as the former might be said when asked what colour snow was, and the latter would not. But consider the following example:

‘Dr. Gustav Lauben says ‘I have been wounded’. Leo Peter hears this and remarks some days later, ‘Dr. Gustav Lauben has been wounded’. Does this sentence express the same thought [sense] as the one Dr. Lauben has uttered himself?’ (Frege 1967 p.24) 

Frege concludes that it does not. The reason is that a third person might have heard both utterances, and, unable to recognize Dr. Lauben, they might think that the first utterance is true but the second false. Frege held that if two sentences expressed the same sense, then it could be known a priori that they say the same thing. As it is not a priori that ‘I have been wounded’ and ‘Dr. Gustav Lauben has been wounded’ say the same thing, they must have different senses.

The two sentences ‘I have been wounded’ and ‘Dr. Gustav Lauben has been wounded’ have the same reference (true) and different senses. But now compare the two sentences:

1. Snow is white

2. London is in England

These also have the same reference (true) and different senses. Which means that for Frege, 1. and 2. are no more similar than 


3. I have been wounded

and
4. Dr. Gustav Lauben has been wounded.

But this has clearly missed something out - 3. and 4. are about the same thing. Necessarily, if one is true, the other is true. But there is no such connection for 1. and 2. For Frege, any two true sentences with different cognitive significance are as similar as any two others. But what has been left out is what the sentences are actually saying. 3. and 4. say the same thing, and this needs to be captured by our semantic theory.

To take account of this, we need to add a level of meaning to Frege’s theory. Following Kaplan (1990), there is the content, which is a function from possible worlds to truth-values, and character, which is a function from contexts to contents.

‘Thus when I say ‘I was insulted yesterday’ a specific content – what is said – is expressed. Your utterance of the same sentence, or mine on another day, would not express the same content. What is important to note is that it is not just the truth-value that may change; what is said is itself different.’ p.36 

This adds an extra component to meaning. There is truth (as in Frege), there is cognitive significance (as in Frege) and there is also content (not in Frege
). The content can be thought of as the set of possible worlds in which the sentence, in context, is true. Thus, 3. and 4. have the same content. The intimate semantic connection is now saved, and this is the key advantage Perry’s theory has over Lewis’s. 

Lewis (1981) responds to these same-saying arguments. After giving a few examples of sentences in contexts that are supposed to have the same content (e.g. ‘Today is hot’ said on June 3rd and ‘Yesterday was hot’ said on June 4th), he writes,

‘I put it to you that none of these examples carries conviction. In every case, the proper naïve response is that in some sense what is said is the same for both sentence-context pairs, whereas in another – equally legitimate - sense, what is said is not the same. Unless we give it some special technical meaning, the locution ‘what is said’ is very far from univocal. It can mean the propositional content, in Stalnaker’s sense (horizontal or diagonal). It can mean the exact words. I suspect that it can mean almost anything in between.’ p. 97

Lewis may be right that the phrase ‘what is said’ is not univocal. But the point is whether the meaning Kaplan gives to it is important. We are not faced with a choice between one understanding of the phrase ‘what is said’ and another understanding. We are given an understanding of the phrase (Kaplan’s), and the question is whether our theory of belief should make room for the concept. Perry’s theory has room for ‘what is said’. This is what the extra complexity buys. Lewis does not have room for it in either his theory of belief (1979) or semantics (1981). It is my view that Kaplan’s concept of ‘what is said’ is a useful one, which should not be over-looked. 


I am not saying that Lewis cannot include content in his theory. There is nothing to stop him from allowing any of a host of kinds of content to do philosophical work for him. My point is that his theory allows no natural place for Kaplanian content, whereas Perry’s theory does. Lewis would have to make some extra distinctions for his theory to include this extra level of content. And this would add the same complexity to his theory which he gives as his reason for rejecting Perry’s theory.


Perhaps someone could object that ‘Today is hot’ said on June 3rd and ‘Yesterday was hot’ said on June 4th do not say the same thing after all. Our objector might even try to use Frege to make this point. They might give the following argument,

Assume that if two expressions have different senses, then they say different things. Now I just need to show that the expressions have different senses. They have different sense if they have different cognitive significance. And surely they do. ‘Today is hot’ said on 3rd June might make me wear shorts. ‘Yesterday was hot’ said on June 4th would not make me wear shorts. So they have different cognitive significance, which implies they have different senses, which implies they don’t say the same thing.

But our objector has not shown that the two expressions have different senses. Two sentences with differing cognitive significance do not automatically have different senses (and therefore say different things). They only have different senses if they have a different cognitive significance at the same time. And these expressions are said at different times. Furthermore, Evans (1990) argues that we should interpret Frege so that they have the same sense. In both cases, the mode of presentation of the day is the same; the mode of presentation is the distance in time the day is from the current day
. I will not rehearse Evans’s argument, but if it succeeds, then we have an ally in Frege of the idea that ‘Today is hot’ and ‘Yesterday was hot’ say the same thing. And the more important same-saying is, the greater the advantage of Perry’s theory over Lewis’s.

Philosophers of science have spent a great deal of energy arguing about how beliefs should and should not change when new evidence is learnt. Philosophers of language have spent a great deal of energy arguing about how we should make sense of self-locating beliefs. But self-locating beliefs can change all by themselves, without any new evidence. The Bayesian approach cannot account for this. I have suggested that Perry’s theory of beliefs can be modified in a fairly natural way to give an account of the mutation of beliefs. This allows dynamic beliefs and same-saying in a way that Lewis’s theory does not. Before ending this chapter, I will explicitly link the concepts in this chapter with those I focus on in the rest of the dissertation.

2.9 Self-Location, Non-Self-Location, Content and Role
How does content and role map onto self-locating and non-self-locating belief? All beliefs have two components – content and role. A non-self-locating belief is a belief that has a constant role. That is, the role determines the content independently of context. For example, ‘it is raining on 3rd January 2006 in London’ is a non-self-locating belief. The role expresses the same content in any context. The same content might also be expressed with the words ‘it is raining here, now’. The content is the same as before, but the role would express a different content in a different context. If the role of a belief expresses a different content in a different context, I will say it is a self-locating belief. 

We can break down the concept of belief change into the ways that the two components of belief behave. Conditionalization – and only conditionalization – applies to content.  Mutation applies to role. 
Content

changes by


Conditionalization


Role


changes by


Mutation
(Role can also change due to conditionalization. This is because a change in content is normally accompanied by a change in role. But this change in role is parasitic on the change in content and will be ignored.) The topic of part 1 can now be put in these terms. Recall the
Relevance-Limiting Thesis It is never rational for an agent who learns or loses only self-locating beliefs she is not uncertain about to respond by altering her degree of belief in a non-self-locating belief.
When we learn or lose a self-locating belief, our beliefs may mutate. The Relevance-Limiting Thesis says that content cannot change in virtue of this belief mutation. 

Relevance-Limiting Thesis (Alternative Formulation) It is never rational for an agent who undergoes only belief mutation to respond by altering her degree of belief in a belief content.
This formulation has the advantage of dispensing with the concept of uncertainty that intrudes into the original formulation. Belief mutation automatically entails that there is no uncertainty and all that changes is the time. The alternative formulation has the drawback that it refers to belief mutation, which introduces philosophy of language concepts that are not essential to the epistemological issue. It also has the drawback that mutation only occurs when the time location changes. The Relevance-Limiting Theses applies to all self-locating variables, including space, for example. For future reference, I will stick with the original formulation.

My two-tier account makes the Relevance-Limiting Thesis more plausible. In Lewis’s account, all beliefs are self-locating. Our degree of credence in some beliefs, like ‘it is Monday’, violate conditionalization. It is natural to think: why shouldn’t the rest of our beliefs violate conditionalization? If we give up conditionalization for some, why not for all?

I offer a natural dividing line between when conditionalization can and cannot be violated. It can be violated for self-locating beliefs. It cannot be violated for non-self-locating beliefs. Alternatively, our degree of certainty in the content of a belief can only change by conditionalization. Put in a Bayesian framework, where H is a non-self-locating belief, and E has mutated into E’, the Relevance-Limiting Thesis says that P(H | E) = P(H | E’). I defend this position in the rest of part 1. 

Before ending the chapter, I should make a terminological point. Although I favour a two-tier approach, Lewis’s theory has been all-conquering in the self-location literature. For this reason I will sometimes use his (more elegant) terminology, where non-self-locating beliefs are uncentred beliefs and self-locating beliefs are centred beliefs. A centred world is an uncentred world with a designated agent and time. 

3. 
Observation Selection Effects

In this chapter I will lay out my account of observation selection effects, which will be applied in later chapters. I will argue that there is a simple but confusing phenomenon at the root of all observation selection effects. I will explain the phenomenon using a cards example. I will show that observation effects are not limited to a few unusual cases; they are an essential part of every probabilistic inference. As a result, they are of much more general significance than has been acknowledged.
3.1 Aces and Kings

Let’s start with our definition of confirmation from page 1:

E confirms H if and only if P(H|E) > P(H)

A useful theorem which we will often use is the following:

P(H|E) > P(H) if and only if P(E|H) > P(E|-H)

Consider the following probability problem:

Alice is dealt one or two cards, determined by the flip of a fair coin. One card is dealt if Heads lands; two if Tails lands. If two cards are dealt, one is an Ace and one is a King. If one card is dealt, a further coin is flipped to decide if an Ace or King is dealt. 



Card 1 

Card 2

Heads 

Ace or King

-
Tails   
 
Ace


King

Your prior probability of Heads is 50%. Now you receive a piece of evidence. Alice tells you about one of her cards: 

E = Alice says ‘I have an Ace’.

Should your degree of belief in Heads go up?

Let’s apply conditionalization, which says that your new degrees of belief, PE, should equal your old degrees of belief conditional on E:
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We need values for P(E) and P(H&E). I will argue that we have not yet been given enough information to work out these values. But let’s run through a plausible looking calculation. 

P(E) is the probability that Alice announces she has an Ace. This is the weighted sum of the probability she announces she has an Ace given Heads and the probability she announces she has an Ace given Tails. If Tails, she is certain to have an Ace, so let’s say that the probability she announces she has an Ace is 1.
 If Heads, there is only a 0.5 chance she has an Ace, so let’s say that the probability she announces she has an Ace is 0.5. Heads and Tails are equally likely, so the weighted average of 1 and 0.5 is 0.75.

P(H&E) is the probability that Alice announces she has an Ace and that Heads lands. There is a 0.5 probability of Heads, and, given Heads, there is a 0.5 probability of an Ace being dealt
. So the probability of both Heads and an Ace being dealt is 0.25. We can now plug in these values.
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So Heads is disconfirmed by the evidence, and Tails confirmed. But the foregoing analysis is flawed. It is not flawed due to some minor error; the flaw is in the application of the principle of conditionalization itself.

3.2 Evidential Procedures

To see the problem, ask the following question: by what procedure did I find out that an Ace had been dealt? If you have found a piece of evidence, there must be some procedure, some mechanism, by which the evidence was found. The mechanism in this case is that Alice tells you she has been dealt an Ace. But this leaves the situation under-specified, for we haven’t been told the procedure she used to tell us about the Ace. Why has she told us about the Ace? Was she asked, or was it volunteered? If it was volunteered, did she particularly want to tell us about the Ace? Or would she rather have told us about a King? The answer to these questions is important in assessing the significance of what we have been told. Let’s consider two simple decision procedures Alice might have used.

Random: Alice picks a card at random from her hand and tells you what it is. If she is dealt one card she just tells you what it is (she has no choice). If she has two cards, she flips a coin to determine which one she will tell you about.

Persistence: Alice looks for an Ace. If she finds it, she tells you she has an Ace. (If she doesn’t have an Ace, she picks a card at ‘random’ (as above) from her hand.)

The procedure will have an important impact on the inferences we can draw. Suppose the procedure used is persistence. Alice looked for an Ace, found one, then told you about it. Does this disconfirm Heads? Yes. Alice wants to tell you about an Ace. If Tails lands, she can definitely do so, as she is certain to have an Ace. But if Heads lands, Alice may have only been dealt a King. Then she cannot tell you about an Ace. So if Alice does successfully announce that she has an Ace, Tails is confirmed. (This is because the probability of the evidence given Tails is greater than the probability of the evidence given Heads.) This coheres with the previous result (F). We can see this result mathematically and diagrammatically. Recall that H = Heads, and E = Alice says ‘I have an Ace’.

Persistent Procedure
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Figure1: Persistent Procedure

Figure 1 represents the evidence you will get on either hypothesis. If Tails, you are guaranteed to be told ‘I have an Ace’. If Heads, you will be told about an Ace with probability 1/2. (Notice figure 1 does not show the cards dealt, but the cards found out about.) If the evidence is persistent and there are two cards, you will be told about an Ace for certain. So being told that there is an Ace confirms Tails and disconfirms Heads.


The Ace confirms Tails because of two facts. Firstly, Tails makes it more likely that an Ace will be dealt at all. Secondly, the persistent procedure ensures that the more cards there are, the greater the chance that an Ace is selected. This two-stage procedure is at the heart of observation selection effects. Let’s look at these procedures more closely. 
First there is an ontic procedure, which in this case results in the Ace being dealt. Call the outcome of the ontic procedure o for outcome i.e., an Ace is dealt. I will use ‘outcome’ as a semi-technical term for the result of the ontic process. The outcome is a set of concrete objects; it may be a set of days, people, universes or, in this case, cards. I will refer to a single object in this set as ‘an outcome’ or ‘one of the outcomes’. 

Second, there is an epistemic procedure by which the observer learns that an outcome exists that has a certain property. The property may be being a particular day (being Monday), having a particular birth rank, or, in this case, being an Ace. The epistemic procedure can be thought of as a relation between a property and a piece of evidence. A piece of evidence is something that might be believed
; it has a content and a role. If a piece of evidence is persistent with respect to a property, it means that if the property is instantiated among the outcomes, this fact will be reported in the evidence. The epistemic procedure can also be thought of as a function from outcomes to evidence. If property p is instantiated by one of the outcomes and the procedure is persistent, then the fact that property p is instantiated will be expressed in the evidence. We will sometimes talk about an outcome being persistent (or random). This means that the property the outcome has, and which we use to refer to that outcome, is persistent (or random) with respect to the evidence.    

Let’s go back to the cards. Suppose the procedure was random. Alice just picked a card at random and told you what it was. If the coin landed Heads, there is a 0.5 probability of her telling you about an Ace or a King. (This is the same as if the procedure is persistent.) If the coin landed Tails, she could have told you she had an Ace or a King with equal probability. She has both, and she picks one by flipping a fair coin. In this case your degree of belief in Heads should go up when she tells you she has an Ace. 

Random Procedure
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The change compared to having persistent evidence is the value of P(E). This was greater than 0.5 when the evidence was persistent, as Alice was biased towards telling you about an Ace. But when the procedure is random, being told about an Ace is as likely as being told about a King i.e. probability 0.5. 


One card (Heads)


Two cards (Tails)






Figure 2: Random Procedure
The dashed line represents that Alice can choose which card to tell you about. The diagram shows that if there are two cards, there is a 50% chance you’ll be told about an Ace. And if there is one card, there is a 50% chance you’ll be told there is an Ace. So the evidence gives you no helpful information. Your degree of belief in Heads stays at 1/2 as it was before. There is a difference between what happens given Heads or Tails of course. If Tails landed, there are two actual cards, but you have only been told about one of them. If Heads landed, there is only one card, and you have been told what it was. Although the cases are different, the effect of the evidence is exactly the same: none – neither hypothesis is confirmed. 

Let’s go back to our original answer, (F), which said that learning about the Ace confirmed Tails. We should be puzzled: how did conditionalization manage to give us an answer to whether the Ace confirms Tails when we didn’t say anything about the procedure? The answer is that we made an implicit assumption about how the evidence was found. We assumed that the evidence was found in a persistent manner. We assumed that if there was an Ace, then an Ace would be discovered. This is why (F) agreed with our answer when we assumed the evidence was persistent – we get the result that Tails is confirmed. 


Persistence is a natural assumption to make, and is generally made by Bayesians without anyone realizing that it is a substantive assumption. The reason it is such a natural assumption is that it always holds if the following condition is met:

(U) For any given hypothesis, there will only be one outcome, o.

Recall that o is the outcome of the ontic process. Call this condition U for ‘unique outcome’. This condition is satisfied if Alice is only dealt one card. Then there can be no funny business about which card she announces. If an Ace is dealt, we are told; and if a King is dealt, we are told. Any epistemic procedure will be a trivial one in which we simply find out which card has been dealt. But Tails results in two outcomes: an Ace being dealt and a King being dealt. This means there are two possible pieces of evidence – ‘I have an Ace’ or ‘I have a King’. Once we have more than one outcome for a given hypothesis, we have to know the procedure by which the evidence we have was found. Otherwise it is impossible to work out what effect it has on the probability of the hypothesis.


It is important to note that (U) doesn’t imply that the prior probability of a given outcome is 1 or 0. There may still be a non-trivial probability distribution, as there is if Heads (an Ace or a King may be dealt). (U) merely says that only one outcome will be actual. This condition is satisfied for Heads, despite the non-trivial probability distribution over outcomes. But the condition (U) is not satisfied for Tails, even though Tails does have a trivial probability distribution over outcomes (an Ace and a King will both be dealt with probability 1).

The upshot is that we must be careful how we apply conditionalization. As written, conditionalization makes no mention of the procedure. It simply tells us to conditionalize on the evidence learnt. This is univocal if condition (U) holds. But if (U) doesn’t hold, as in our cards case, conditionalization seems to under-specify what we should do. It doesn’t tell us how to take the procedure into account. So what should we do?


This question is at the root of studies of observation selection effects (see Bostrom 2002a for a book-length study). But I think there is a simple solution regarding what we should do. We should conditionalize on the original evidence, E, plus the procedure by which E was found. Call this combined evidence E*. It is this more detailed piece of evidence that we should conditionalize on. 


To re-cap, whenever we learn about a particular outcome, there is a two-stage procedure. There is some ontic procedure which results in that outcome occurring, and there is an epistemic procedure by which we come to learn about that outcome. Both of these procedures are an essential part of any inference we can draw. E* represents the total evidence once both of these effects have been taken into account. Once we are clear about this two-stage procedure, much of the puzzlement surrounding observation selection effects disappears.


This analysis of observation selection effects is based on Hutchison (1999), writing independently of the observation selection effect literature. He points out that the Monty Hall Problem (Vos Savant 1997 p. 5-17), Bertrand’s Box Paradox (Kyburg 1970 p. 34-5), The Two-Aces Puzzle (Freund 1965 p. 29, 44) and The Three Prisoner’s Puzzle (Schlesinger 1991 p. 88-90) all rest on confusion about the procedure. The procedure is also at the root of a debate between Rose (1971), Dale (1974), Goldberg (1976) as well as the literature on the anthropic principle (Carter 1974, Leslie 1989, Barrow and Tipler 1986, Bostrom ibid. are some notable contributions).  

A failure to take into account the procedure (observation selection effect) is a common mistake, and will be a central theme of this dissertation. In order to map this theory of observation selection effects onto the puzzles I later discuss, we need to consider one more case. We assumed that if Heads landed, either an Ace or a King could be dealt. Let’s now alter this so that an Ace is dealt if Heads lands. All else is as before.


Card 1 

Card 2

Heads 

Ace


-

Tails   
 
Ace


King

This dramatically changes the inferences we can draw when we learn E = Alice says ‘I have an Ace’. The property the observed outcome has – being an Ace – is now certain to be instantiated. 


If the outcome was persistently discovered – an Ace was searched for – then E has a probability of 1. So it doesn’t favour either hypothesis (box 4 in table 1). If the outcome was randomly discovered, then Heads is confirmed because Heads entails the outcome will be found, but Tails only assigns a 50% probability to the outcome being found (box 2 in the table)
. 

The results are summarised and generalised below. Let MO represent the hypothesis in which there are many outcomes (Tails) and FO the hypothesis in which there are few outcomes (Heads). Let p be the property instantiated by the outcome learnt about (being an Ace). The table will recur throughout the dissertation. 

	
	p is not certain to be instantiated
	p is certain to be instantiated

	Random procedure
	(1) Undetermined
	(2) FO confirmed (if n = 1,2)

	Persistent procedure
	(3) MO confirmed
	(4) No shift


Table 1: Observation Selection Effects
We saw earlier that if the procedure is persistent and p is not certain to be instantiated, MO is confirmed (3). This was seen in result F. When the procedure is random (boxes 1 and 2), what matters is the proportion of outcomes with property p given MO compared to the proportion of outcomes with property p given FO. Whichever has the greatest proportion of p will be confirmed by the random discovery of an outcome with p. This is familiar from standard statistical sampling. But I’ve written that FO is confirmed in (2), which needs an explanation.


In nearly all the examples I discuss, there are either two outcomes (MO; n=2) or one (FO; n=1). In these restricted cases, FO is automatically confirmed if we’re in box 2. This is because there is only one outcome in FO, p is certain to be instantiated, so the unique outcome of FO must have property p. This gives p a proportion of 100% among the outcomes. So FO must have at least as great a proportion of p as MO. In all the cases we will consider, FO will have a greater proportion of p.

This does not hold in general if we increase the number of outcomes. For example, suppose
FO = 10 outcomes, 1 of which has p

MO = 20 outcomes, 19 of which have p
In this example, discovering an outcome that has p by a random procedure confirms MO. But such cases will not come up, so we can assume FO is confirmed in box 2.

Most of the cases I discuss can be placed in the table. For future reference, the cases, and the corresponding pieces of evidence, divide up as follows:

Doomsday Argument: 
 ‘I’m person 1’ (2)
Sleeping Beauty: 

 ‘I’m awake’ (4)



     

 ‘It’s Monday’ (2)



    

 ‘I see red paper’ (1)

Fine-tuning Argument: 
 ‘Some universe has the right constants for 




  life’ (3)




 
 ‘Alpha has the right constants for life’ (3)

Everett Interpretation: 
 ‘I observe Up’ (1)
I’ll now show how my account fits with a classic example of observation selection effects.

3.3 Fishing With Nets

Sober (2003) demonstrates an observational selection effect with a fishing analogy based on Eddington (1939).

Suppose I catch 50 fish from a lake, and you want to use my observations O to test two hypotheses:

O: All the fish I caught were more than 10 inches long.

F1: All the fish in the lake are more than 10 inches long.

F2: Only half the fish in the lake are more than 10 inches long.

You might think…that F1 is better supported, since

P(O|F1) > P(O|F2)

However, you then discover how I caught my fish:

(A1) I caught my fish by using a net that (because of the size of its holes) can’t catch fish smaller than 10 inches, and I left the net in the lake until there were 50 fish in it.

This leads you to replace the analysis provided by (1) with the following:

P(O|F1 & A1) = P(O|F2 & A1) = 1

Furthermore, you now realize that your first assessment, (1), was based on the erroneous assumption that

(AO) The fish I caught were a random sample from the fish in the lake. (Sober 2003 p.16-17)
This shows how the procedure can affect the inference that we can draw. This example can be neatly modelled using my account of selection effects. The ontic process results in a certain population of fish in a lake. Each fish is an outcome of the ontic process. The epistemic process results in a particular sample of fish from the population.

Sample in net


results from 


Epistemic Process




Population in lake

results from 


   Ontic Process
The initial conclusion, P(O|F1) > P(O|F2), is correct if the epistemic process is random. That is, if fish have been selected at random for observation, as AO says. This would mean that there is no bias towards catching fish of a certain size. But it turns out this assumption of no bias was false. The large size of the holes in the net means there was a strong bias towards observing fish bigger than 10 inches. The epistemic process is not random. It is biased towards finding fish bigger than 10 inches. This changes the conclusions we can draw, as Sober points out. 

Let’s map this to the table above. The mapping isn’t perfect, as the table is designed for the puzzles I discuss, but it is informative nonetheless. We can assume that on either hypothesis, there are at least 50 large fish in the lake. This puts us in boxes 2 or 4. AO says that we are in box 2. We do not have small and large hypotheses FO and MO in this example. What matters in box 2 is the proportion of outcomes with the property, given each hypothesis. The difference between F1 and F2 is precisely the proportion of large fish in the lake. F1 says there is a higher proportion, so F1 is confirmed by the evidence. But when we learn about how the fish were caught, we realize that we are in box 4, not 2. The epistemic procedure was not random. It was biased towards finding large fish. So it turns out F1 is not confirmed after all.

This kind of example highlights the connection to classical statistics. I think that the mismatch in the assumptions of Bayesians and classical statisticians plays a big role in creating confusion.
3.4 Bayesian Assumptions and Classical Statistics Assumptions
The point I am making in the context of Bayesian updating has been made in the classical statistics literature, where the two-level process is easier to see. The ontic process generates the population. The epistemic process generates the sample from the population. 

Classical statistics assumes that the sample is always collected at random. This use of the word ‘random’ is exactly the same as my use of it above when introducing the concept of a ‘random procedure’. The entire machinery of classical statistics is posited on a random procedure being used. If the procedure is not random, then classical statistics cannot be used to make any inferences. Thus, we might have two identical samples, collected from the same population by different procedures, and be able to draw inferences only from the sample collected by the random procedure. 

Stuart (1962) calls this the ‘paradox of sampling’, but there is nothing paradoxical about it. It might seem odd that we can only draw inferences when the procedure is random, but that is only the case if we restrict ourselves to the machinery of classical statistics. By adopting a Bayesian approach and including the procedure in the total evidence, we can greatly expand the inferences we can draw (Howson and Urbach 1993, p.251-252 make this point). 


But in practice, expanding the evidence to include the epistemic process is something Bayesians rarely do. Instead, Bayesians generally assume that the procedure is persistent. I think this interesting fact goes a long way towards explaining why this issue is so difficult. The assumptions of randomness (statistics) and of persistence (Bayesians) are each regularly made without anyone noticing that they are substantive assumptions. 
Why do Bayesians tend to assume the procedure is persistent? Because (U) is usually satisfied. That is, there is normally just one outcome that occurs, so there will be just one outcome that can be observed. A typical Bayesian example is an experiment that can produce one of the mutually exclusive and exhaustive outcomes, E1…En. That is, the evidence forms a partition
. So if E1 occurs, then E1 is discovered. Thus the evidence is persistent. But when we complicate things so there is more than one outcome, we have to make further assumptions about the epistemic procedure.


I will conclude this chapter my making a series of brief points regarding selection effects.

1. Selection Procedures are Ubiquitous 
It is tempting to think that selection procedures occur only in certain unusual cases. But I think this could not be further from the truth. Whenever we learn a piece of evidence, there is some procedure by which we learn it. This procedure is always part of the inference. As Stuart puts it, 

‘If we are to infer from sample to population, the selection procedure is an integral part of the inference’. (ibid. p.12)
A helpful analogy can perhaps be drawn with Frege’s sense and reference. A sense is a mode of presentation of a reference. We cannot have access to a reference without sense, because the sense is a way of accessing the reference. Similarly, we cannot discover an outcome without some procedure, because the procedure is the way in which we get access to the outcome.
2. What’s the Link Between Selection Procedures and Self-locating Evidence? 
All the problem cases I will discuss have the following form:



Self-locating possibility 1

      Self-locating possibility 2


H1


H2
Figure 3: Self-locating possibilities
Given H2, there are two positions the agent might be in. Taking the self-locating possibilities to be outcomes, (U) fails. When the agent discovers himself in one self-locating position, he can ask the question ‘why am I in this one rather than the other?’ This is tantamount to asking about the procedure by which the self-locating evidence was discovered. And this is why the procedure is likely to matter when self-locating evidence is involved. 

But self-locating evidence is neither necessary nor sufficient for condition (U) to fail. Self-locating possibility 2 may not be instantiated, so you can only be in self-locating possibility 1. Condition (U) is satisfied. The presence of self-locating evidence is not sufficient for (U) to fail. Nor is self-locating evidence necessary for (U) to fail. We can have non-self-locating evidence with more than one outcome. The cards example is such a case. 

3.  Persistence comes in degrees 
We assumed that the evidence was 100% persistent – if an Ace was there, it would be found with 100% certainty. This represents a 100% bias towards Aces. But the bias could be weaker.  There could be, say, a 75% bias towards Aces. That is, if there is an Ace, you have a 75% chance of discovering it. If this is lowered to 50%, the procedure is equivalent to randomness. If it is lowered further to 0%, the procedure is equivalent to a 100% bias towards Kings. That is, you will not discover an Ace if there are any other cards you could be shown. This has the same effect as being guaranteed to find a King if there is one.

4. Limitless procedures 
We assumed that if the evidence that is persistent is not successfully found, then the alternative evidence (King) is found. But that need not be the case. It could be that if the persistent evidence isn’t found, then no evidence is found. Or if the persistent evidence is not found, you are shot. Or perhaps never exist in the first place. There is no limit to how ingenious we make the procedures, and this last one will be relevant in later chapters. 
5. The Paradox of the Ravens The selection procedure plays an important part in Horwich’s (1982, 1993) discussion of the ravens paradox. He points out that there is a difference between a randomly selected black object turning out to be a raven, and a randomly selected raven turning out to be black. This partly accounts for our intuition that discovering a white shoe does not confirm that all ravens are black. Korb (1994) clarifies and improves on Horwich’s proposal.
6. Regress?  
If the procedure by which any piece of evidence was discovered must be included in the inference, then we must always expand our current total evidence to include this epistemic process. But don’t we then have a regress? For we must continually expand our total evidence to include the epistemic procedure by which we came to learn the last piece of evidence. I am not certain of the best way to resolve this problem; it seems to lead to Pyrrhonian scepticism (Groarke 2006).
This chapter has set the scene for many of the later discussions. It also makes an important and general point. Evidence cannot be assessed in a vacuum. The selection procedure by which the evidence was discovered is an integral part of any inference we can draw. This issue is not well understood. I think that my simple two-stage account gets to the root of the problems and will allow us to see the issues clearly in later chapters. In the next chapter we finally get to the cases that threaten the Relevance-Limiting Thesis.
4. Duplication
What constraints are there on a rational agent’s prior credence function? Subjective Bayesians think probabilism is the only constraint. The attempts of objectivists to give stronger constraints are generally judged to have failed because objectivists rely on principles of indifference that are attacked as arbitrary. Adam Elga (2003) has recently defended a restricted principle of indifference. It is restricted because it applies only to self-locating beliefs meeting certain conditions. Elga assumes the Relevance-Limiting Thesis in his argument for the Restricted Principle of Indifference. Weatherson (2005) attacks Elga’s argument at the point where it assumes the Relevance-Limiting Thesis. I will show that Weatherson’s arguments are unconvincing.

4.1 The Restricted Principle of Indifference
The Restricted Principle of Indifference Elga endorses is the following:

Indifference Similar centred worlds deserve equal credence.

Elga calls 
‘two centred worlds, X and Y, similar iff the following conditions are both satisfied:


X and Y are associated with the same possible world. (In other words they differ at most on who is the designated individual or what is the designated time).


X and Y represent predicaments that are subjectively indistinguishable. (In other words, the designated individuals are - at the designated times - in subjectively indistinguishable states. For example, the designated individuals have the same apparent memories and are undergoing experiences that feel just the same.)’ (Elga, ibid. p.8-9)

Why should anyone believe this principle? Elga hopes to show it is reasonable with the example of O’Leary:

‘O’Leary is locked in the trunk of his car overnight. He knows that he’ll wake briefly twice during the night (at 1:00 and again at 2:00) and that the awakenings will be subjectively indistinguishable (because by 2:00 he’ll have forgotten the 1:00 awakening).’ (Elga ibid.p.4)
Finding himself awake and in the trunk of his car, what credence should he assign to the belief that it is now 1:00? The answer Elga wants us to arrive at is that the probability should be 1/2. Intuitively, this should strike you as reasonable. After all, he knows he will find himself having these exact experiences twice in his life, and this is one of those two occasions. 

Elga’s argument for Indifference uses a character called Al who gets duplicated. The questions concern what Al ought to believe after he is duplicated, and the argument proceeds by using three thought-experiments, each one adding a twist to the last. The first, and simplest, thought experiment is the following:

Duplication While Al sleeps, scientists make a perfect replica. Al and his duplicate awake in subjectively indistinguishable states.

[image: image5]
Figure 4: Duplication
Assume (in all cases) that before he goes to sleep Al knows the relevant facts of the case. Elga argues that when Al wakes up, his credence in ‘I am Al’ should be 0.5. Why? The argument comes from modifying the case.

Toss & Duplication After Al goes to sleep, researchers toss a coin that has a 10% chance of landing heads. Then (regardless of the toss outcome) they duplicate Al. The next morning Al and the duplicate awaken in subjectively indistinguishable states.


[image: image6]
Figure 5: Toss and Duplication

Elga argues that when Al wakes up, his credence in ‘I am Al’ should be 0.5. If true, this supports the same conclusion for the previous case. But why should we believe that Al’s credence in this second case should be 0.5? One final modification is made to the experiment to support this position.

Coma As in Toss & Duplication, the experimenters toss the biased coin and duplicate Al. But the following morning, the experimenters ensure that only one person wakes up: If the coin lands heads, they allow Al to wake up (and put the duplicate in a coma); if the coin lands tails, they allow the duplicate to wake up (and put Al in a coma). 

It’s important that no-one comes out of this coma so assume the victim gets strangled.

[image: image7]
Figure 6: Coma

Elga argues that if Al wakes up, his credence in Heads should be 0.1, just as it was before he was put to sleep. And therefore his probability that he is Al should also be 0.1 (as ‘Al’ and ‘Heads’ are correlated). If true, then his claims about what to say in the previous thought-experiments follow, and Indifference turns out to be true. (I find it intuitively non-trivial that Indifference follows, but it is mathematically trivial, and I refer the reader to Elga’s proof on p.13-14.)


Elga’s key claim is that when Al wakes up in Coma, his degree of belief in Heads should be 0.1. His argument is the following:

‘Before Al was put to sleep, he was sure that the chance of the coin landing heads was 10%, and his credence in Heads should have accorded with this chance: it too should have been 10%. When he wakes up, his epistemic situation with respect to the coin is just the same as it was before he went to sleep. He has neither gained nor lost information relevant to the toss outcome. So his degree of belief in Heads should continue to accord with the chance of Heads at the time of the toss. In other words, his degree of belief in Heads should continue to be 10%.’ (Elga ibid. p.21)
I think that Elga is making an implicit appeal to the Relevance-Limiting Thesis
, for Al has different self-locating information on waking up compared to when he fell asleep. When he fell asleep he knew he was Al. Now he is not sure, and knows only that he is Al or Dup. Elga’s intuition is that this change in self-locating evidence should not affect his degree of belief in Heads, a non-self-locating belief. I think this is correct. It is an instance of the Relevance-Limiting Thesis, which says that a change in purely self-locating beliefs cannot change your degree of belief in a non-self-locating belief. Two self-locating beliefs have changed. The earlier belief that he was Al has changed into the belief that he is Al or Dup. And the earlier belief that it is a time before the experiment has mutated into a belief that it is after the experiment.  I will now defend Elga’s position, that Al’s credence in Heads shouldn’t change, from the criticisms of Weatherson (2005).

4.2 Weatherson’s Objections

1. Externalism

Weatherson takes issue with the argument just quoted above. He offers several responses. The first is based on the externalism of Williamson (1998) and Campbell (2002).  Williamson is an evidence externalist. He thinks that an agent’s evidence is identical to their knowledge. Knowledge is not a purely internal state (one can only know things that are true), therefore having evidence is not a purely internal state. So we cannot say that two agents have the same evidence in virtue of them having the same internal state. 

The experience externalism of Campbell is similar. It says that the experience an agent is having depends in part on the object she is experiencing. So two agents in identical prison cells are not having identical experiences because their prison cells are numerically distinct.


Applied to Al and Dup, Williams and Campbell would say that they do not have the same evidence. Weatherson argues that these positions undermine Elga’s claim that Al and Dup should have the same degrees of belief. After all, if two agents have different evidence, we should expect them to differ in some of their beliefs. 

I think this argument misses the target. Elga doesn’t claim that Al and Dup have the same evidence. The claim is that Al and Dup are in states that are ‘subjectively indistinguishable’. The question is about what Al and Dup ought to believe on being woken. When working out what you should believe, all you have to go on is your internal state. A prisoner in one cell will have the same beliefs as a prisoner in a subjectively indistinguishable state in a different cell, other things equal. The cells are different, so the (externally individuated) experiences or evidence might be different, but they cannot be different in a way that will lead one of the prisoners to a different belief. We may if we wish choose to define evidence as being externally individuated in some way. Then Al and Dup have different evidence. But they are still in subjectively indistinguishable states, and it is their internal states that guide their beliefs.

I’m sure I have said nothing that an externalist would find convincing. I won’t spend longer attacking externalism, however, as a full discussion would take us too far off topic. An eloquent discussion of the internalist conception of evidence that externalism ignores is given by Joyce (2004).
2. Identical Thoughts
Weatherson’s second objection is that seeing as Al gets some evidence when he wakes up, he cannot rule out that this evidence counts in favour of Heads.
‘Certain colours are seen, certain pains and sensations are sensed, certain fleeing thoughts [flit] across his mind. Before he sleeps Al doesn’t know what these shall be. Maybe he thinks of the money supply, maybe of his girlfriend, maybe of his heroine, maybe of his kidneys. He doesn’t know that the occurrence of these thoughts is probabilistically independent of his being Al rather than Dup, so he does not know they are probabilistically independent of Heads. So perhaps he need not retain the credence in Heads he had before he was drugged.’ (italics original, notation altered, Weatherson ibid. p.21)

The problem with this argument is that it can be blocked by ensuring that Al and Dup are perfect duplicates. Suppose that Al and Dup are molecule-for-molecule identical (and placed in exactly the same environment). Then they will have exactly the same thoughts and experiences on waking. If Al thinks about his kidneys, so does Dup. So Al cannot take his thinking about his kidneys as evidence that he is one or the other. Indeed, this kind of perfect duplication seems to be built into Duplication from the start. Elga says that the agents must be in states that are ‘subjectively indistinguishable’. So if Al is thinking about his kidneys then so is Dup. 

3. Uncertainty

Keynes (1937) argued that there were two ways we could be ignorant about the world. In some cases we have a good reason to assign a certain probability. When a roulette wheel is spun, we have a good reason to assign equal credence to the ball landing in any of the slots. So we get a probability of 1/38 for the ball landing in any one of them. The proposition that the ball lands on 35 is therefore risky. But there are other cases where we don’t feel we can assign any probability at all.
‘The sense in which I am using the term is that in which the prospect of a European war is uncertain, or the price of copper and the rate of interest in twenty years hence.’ (Keynes, ibid. p.114)

The details of this have been worked out in different ways by different people (Kyburg 1974, Levi 1974, Jeffrey 1983, van Fraassen 1990), but all that matters for our purposes is that if Al’s belief in Heads should be uncertain when he wakes up, then Elga is wrong that Al’s credence in Heads should 0.1. 



Weatherson presents an example where he claims new evidence makes risky propositions uncertain. He then claims that Al’s case works the same way. The first interesting feature of the argument is that Weatherson’s example loses any connection to self-locating evidence. If his argument for being uncertain goes through, then it goes through generally, for all beliefs. This makes it puzzling why Weatherson is giving his argument in this context. If he thinks that in a wide range of cases, new evidence should make our (previously risky) beliefs uncertain, why doesn’t he present this as a general challenge to conditionalization? But let’s put this worry aside. If there are cases where new evidence makes risky propositions uncertain, then Duplication may be such a case. And it is a plausible way to attack the Relevance-Limiting Thesis. It may not be plausible to claim that our beliefs should change in a particular way when self-locating evidence is learnt, but Weatherson is making a much weaker claim. He is claiming merely that learning self-locating evidence can change our beliefs from being risky to being uncertain.  But I will argue that even this weak claim is implausible.

Weatherson’s example where uncertainty is supposed to spread to risk runs as follows. Six horses are entered for the Gold Cup, Horse 1 to Horse 6. Mack bets on the race by rolling a dice. He rolls one of 1 to 6 and bets on the corresponding horse. For example, if he rolls a 2, he bets on Horse 2. Jane knows this is Mack’s strategy, but she knows nothing about horses. Consider Jane’s beliefs. She assigns a 1/6 probability to all the propositions ‘Mack bet on Horse n’ for n = 1 to 6. But all the propositions ‘Horse n wins the Gold Cup’ are uncertain for Jane, as she knows nothing about the horses.


 Now Jane learns a new piece of information. She learns that Mack has won. This means the number rolled corresponds to the winner of the race. A 2 was rolled iff Horse 2 won the race, for example. So Jane’s belief state concerning a 2 being rolled should match her belief state concerning Horse 2 winning i.e. both must be risky or both must be uncertain.  The question is, does the risk attached to the dice result spread to the winner of the race, or does the uncertainty attached to the winner of the race spread to the dice rolls? Should Jane become uncertain about which number was rolled, or should she assign probabilities to each horse winning? Weatherson asserts that the uncertainty spreads to the risk – that Jane should become uncertain about whether a 2 was rolled, rather than assigning a probability of 1/6 to Horse 2 winning. 
‘Now it seems that d2, Mack’s die landed 2, inherits the uncertainty of h2, Horse number 2 won the Gold Cup. The formal theory of uncertainty I sketched allows for this possibility. It is possible that there be p, e such that S(p) is a singleton, while S(p | e) is a wide interval, in theory as wide as [0, 1]. This is what happens in Jane’s case, and it looks like it happens in Al’s case too.’ (Weatherson, ibid. p. 21-22) 

But although such a change in credence is possible, no argument is given that credences should change in this way. My intuition is that the direction of spread is the other way – the beliefs that were uncertain should become risky. 


But can anything be said in support of my way of seeing things? I think it can. Consider that uncertainty is a symptom of lack of information (think of the examples of interest rates in the far future). The less we know, the more uncertain we are. Risk on the other hand thrives and is informed by information. When we know everything about the cards left in a deck, we can work out the exact probability that a particular card will be drawn. So it seems reasonable that the risk that is based on information should trump the uncertainty that is based on a lack of information. Weatherson’s alternative is the counterintuitive position that learning more information can make us more uncertain about the world. This seems the wrong way round to me. The light illuminates the dark rather than being swamped by it.

Furthermore, Weatherson’s position has unhappy consequences. We end up with uncertainty that cannot be eliminated (by anything other than the dogmatism of assigning a probability of 1 or 0). First let’s make the example simpler by assuming there are only two horses, Horse 1 and Horse 2. Suppose Mack chooses which horse to bet on by flipping a very biased coin. There is a 99% chance it will land on the side corresponding to Horse 1. So there is a 99% probability he will bet on Horse 1. Now what happens when Jane, who knows about this method, hears that Mack has won? If risk spreads to uncertainty, as I claim, she should believe Horse 1 won with 99% certainty. But if uncertainty spreads to risk, as Weatherson claims, she should remain uncertain as to which horse won, and become uncertain how the coin landed. But this is implausible. Surely she has received very good information that Horse 1 won, and should adjust her credence accordingly. It’s implausible to say that she should remain just as uncertain about which horse won as she was before.


But Weatherson is not quite forced into this position. He in fact (personal communication 2004) wants to take an intermediate position in which Jane’s credence in Horse 1 winning remains uncertain, but uncertain in a higher range than before. It is possible that Jane still doesn’t have a precise value for the probability of Horse 1 winning, but does think it in the range, say, 5/6 to 1, as opposed to a range centering on 1/6 as she thought before.


This position is certainly more reasonable than saying that her credence in Horse 1 winning doesn’t shift at all, but I think it still has unfortunate results. It puts us in a position where we can never eliminate the uncertainty of a proposition that started off uncertain. For example, say I have no idea how many cards there are in a standard deck of cards. I will be uncertain as to the probability of successfully picking out the Ace of Spades from the deck in one attempt. Suppose I now find out that there are 52 cards in the deck. And I find this out with absolute, sceptic-destroying, certainty. I now know that the probability of picking the Ace of Spades is 1/52. But according to Weatherson, the initial uncertainty will remain. My previous uncertainty about the probability of picking the Ace of Spades spreads to the risky belief that I have a 1/52 chance of success. I will not have a degree of belief of 1/52; my degree of belief will be in a range of uncertainty around 1/52. This strikes me as a very uncomfortable conclusion. I accept that life may always be risky, but I don’t see why I have to put up with such ineliminable uncertainty.

Weatherson does suggest a way of avoiding this conclusion (personal communication 2004). He suggests that there are two types of uncertainty, only one of which spreads to risk. The first type is where the agent knows nothing about the subject. Perhaps I don’t even know which horses are in the race. This type of uncertainty could be swamped by risk.


The second type is where I have some information, perhaps a lot, but I don’t know how to evaluate it. Perhaps Horse 1 has been in better form, but Horse 2 prefers the soft ground. Perhaps in this case the uncertainty spreads to the risk.


This suggestion will need some working out, as it looks like very different epistemic norms apply to the two types of uncertainty. But personally I am not sure what to make of the second type. In as much as I understand the concept of uncertainty, it makes most sense in the examples Keynes gives of facts in the far future. But these are clearly cases of the first type of indifference, where we have no information. I am unsure what to make of evidence that we don’t know how to evaluate.


What really matters to the debate at issue is what Al should think. Is Al in a position where uncertainty swamps the risk? Does the uncertainty of not knowing whether he is Al or Dup swamp the previous belief that the chance of Heads was 0.1? That clearly seems to be a case where the uncertainty is based on a lack of information rather than evidence that can’t be evaluated. So even if the suggestion of distinguishing two types of uncertainty can be made to work, it cannot be applied to the case under dispute. This leads to the conclusion that Elga’s argument that Al should stick with his credence in Heads of 0.1 remains standing. The Relevance-Limiting Thesis, and the Restricted Principe of Indifference it supports, have stood up to scrutiny.  

In this chapter I have defended Indifference. Weatherson’s arguments that Al should change his degree of belief in Heads on waking up have been shown to fail. When Al wakes up he learns new self-locating beliefs (the duplicate has now been created), and loses self-locating beliefs (I am Al). But his credence in Heads should stay the same. This is what the Relevance-Limiting Thesis says should happen. (Recall this says that learning or losing self-locating beliefs cannot confirm any non-self-locating beliefs). It follows that Al should have an equal degree of belief in being Al or Dup, as Elga claims. The next chapter discusses an argument that explicitly attacks the Relevance-Limiting Thesis.

5.  The Prisoner  
Frank Arntzenius (2003) offers ‘The Prisoner’ thought experiment as a case where the mere passage of time can shift an agent’s degree of belief in a non-self-locating belief. If correct, this would be a counter-example to the Relevance-Limiting Thesis. In this chapter I will argue that Arntzenius is mistaken. The Prisoner does learn an uncentred belief, and conditionalizes on this new evidence in the usual way
.
5.1 The Argument

Imagine you are a prisoner. Whether you will be executed depends on the toss of a fair coin
. The prison guard has taken pity on you and has agreed to inform you of the result of the toss. If the coin lands Heads he will turn off the light in your cell at midnight. If the coin lands Tails he will leave the light on. 


11pm

        12am


1am

Heads            
Tails
Figure 7: The Prisoner

Boxes represent centred worlds where the light is on.
You are locked in your cell at 6pm. As there is no clock in your cell, you lose track of the time. Imagine it has been a few hours since you were locked in your cell. The light is still on. You think it might be after midnight, but you’re not sure. Arntzenius claims that at this point, your degree of belief that the coin landed Tails should go up. I agree. He thinks this is a counter-example to the Relevance-Limiting Thesis. I disagree. I think that an uncentred belief has been learnt. Let’s look more carefully at how the prisoner’s beliefs evolve over time.

First consider a normal case where there is no light being switched off. What happens to an agent’s temporal beliefs as time passes? Two things happen. First of all, they shift forward in time. The belief that it is 6pm is replaced by the belief that it is 7pm. This is the belief mutation of chapter 2. But when the agent is an imperfect timekeeper, something else happens; the belief becomes more spread out. That is, the agent becomes less certain about exactly what time it is. At 7pm, the agent might assign an 80% probability to it being within 10 minutes of 7pm. But by 11pm, they might only assign a 50% probability to it being within 10 minutes of 11pm. 
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Figure 8: The Passage of Time
Now let’s add the extra uncertainty of the coin toss. As well as being uncertain about the time, you are also uncertain about whether the coin landed Heads or Tails. So at 7pm, your probability distribution is spread over various times in two possible worlds, Heads and Tails. Each curve is half the height it was when there was no coin toss to be uncertain about.






At 7pm



Heads





6   7   8   o’clock


Tails





6   7   8   o’clock

Figure 9: Was it Heads, and what time is it?
Now let’s add the fact that the lights go off at midnight if Heads lands. Consider what happens as the right hand side of the probability distribution edges towards midnight. That is, what happens as you start to think that it may already be later than midnight? If the light remains on, then the possibility that it is later than midnight and Heads will be eliminated. This is because if the coin landed Heads, the light goes off at midnight. If it really is after midnight and the light is still on, then the coin must have landed Tails. This means that the probability of Tails must go up.
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      Figure 10: The shift to tails
The probability space from the right hand side of the Heads curve is transferred to the Tails curve. So the absolute size of the Tails curve increases. This means that the probability of Tails grows to more than 50%. As the time approaches midnight, the probability of Tails continues to increase. Then one of two things happens. If the coin landed Heads, the light goes off at midnight. Then you know for certain that it is midnight and the coin landed Heads. Otherwise, the light stays on and your degree of belief in Tails continues to rise. Eventually, you will be confident that it is after midnight and your degree of belief in Tails will approach 1.

This evolution of credences is somewhat puzzling. As Arntzenius points out, this can all be predicted at 6pm. The prisoner knows that later on, there will be a time when his degree of belief in Tails is more than 50%. The first puzzling thing is that the prisoner systematically mistrusts his later degrees of belief. He will later believe that Tails is more likely than Heads, but he refuses to believe that right now.


What is more puzzling, and central to our interest, is that we appear to have a violation of the Relevance-Limiting Thesis. The Prisoner looks to be a case where a change of purely self-locating beliefs can shift the probability of a non-self-locating belief. At 6pm, the Prisoner’s credence in Tails was 50%. At 11pm it is greater than 50%. The mere passage of time leads to the Prisoner assigning a higher degree of belief to the hypothesis that the coin landed Tails. 

5.2 Diagnosis: What the Prisoner Learns

I think that the prisoner gains a non-self-locating belief, so the Relevance-Limiting Thesis is not violated. To see what belief this is, we have to be clear about why the prisoner changes his degrees of belief in the first place. The shift is caused by the prisoner’s new belief that time has passed. And this new belief arises because he experiences time passing. It will be useful to quantify this process of feeling time passing. Let’s introduce the notion of a subjective unit of time. This is a device to keep track of how long the prisoner feels like he has been sitting in his cell for. 


Subjective units of time can be thought of as the agent’s best guess of how much time has passed. If, on two separate occasions, an agent thinks that one hour has passed, then on both occasions, the same amount of subjective time has passed. We can use this notion of subjective time to work out exactly what happens to the beliefs of the prisoner.


The number of subjective units of time that have passed is known to the agent by introspection. The exact length of a subjective unit of time doesn’t matter; it is arbitrary. But it is important that the prisoner not have a true belief about exactly how long it is. If he did, then the prisoner would know exactly what time it is. For example, if a subjective unit of time was known to be an hour, and the prisoner could learn from introspection that two subjective units of time have passed, then he could conclude that two hours have passed. So the agent cannot know the real length of a subjective unit of time. 


In fact we can imagine that they tend to be of different lengths. Some periods seem to go faster than others. When we are doing something fun, we might not notice time passing and underestimate the time. If so, then fewer than normal subjective units of time have passed. Perhaps the prisoner can amuse himself with a game for the first hour he is in his cell. Then he might think that only half an hour has passed when an hour has, but after that point keeps perfect time. Then we might say that one subjective unit of time has passed in the first hour, and two in all later hours.


With the concept of a subjective unit of time in place, we can find a non-self-locating belief learnt by the prisoner. Assume that at 11:45 p.m. the prisoner’s degree of belief in Tails is 60%. (I’m using particular number for concreteness. Nothing turns on them.) Suppose this occurs after 8 subjective units of time have passed. The credence in Tails has risen from 50% to 60% because the light is still on after 8 subjective units of time have passed. This is a new belief that the prisoner learns. And it is a non-self-locating belief.

New non-self-locating belief  The light is on after 8 units of subjective time have passed.

When the prisoner was first put in the cell at 6pm, he didn’t know if the lights would still be on after 8 units of subjective time had passed. For all he knew, the light might have been turned off before 8 units of subjective time had passed. So when the light stays on, he learns the new non-self-locating belief: The light is on after 8 units of subjective time have passed. I claim that it is this belief that the prisoner updates on when he shifts to an increased degree of belief in Tails.

The probability of the new non-self-locating belief being true given Tails is 1. The light will stay on all night if Tails landed. But if Heads landed, the light might have been turned off before 8 units of subjective time had passed. The new evidence, being more likely given Tails, confirms Tails.

P(New non-self-locating belief  | Tails) >> P(New non-self-locating belief  | Heads)


This account shows that that the Relevance-Limiting Thesis is not violated. It is not the change in merely self-locating beliefs that causes the change in the non-self-locating belief concerning the flip of a coin. It is the acquisition of a new non-self-locating belief. The prisoner sitting in his cell at 6pm cannot look ahead at how his beliefs will evolve over time. For the prisoner cannot know when the lights will go out. In particular, they might go out at the first moment that the prisoner thinks there is any chance of it being after midnight. If so, there is no time when the probability of Tails rises above 50%.


Arntzenius gives a clever example that appears to violate the Relevance-Limiting Thesis. But it doesn’t. The prisoner learns a new non-self-locating belief that he didn’t know at 6pm. It is an unusual piece of evidence, which I suspect is why Arntzenius and others
 don’t notice it. But a non-self-locating belief is learnt nonetheless, and the Relevance-Limiting Thesis survives. The next chapter discusses a better known objection. I will argue that it too fails.
6. Sleeping Beauty

The most common challenge to the Relevance-Limiting Thesis comes from the Sleeping Beauty problem. Most writers think that on learning a new purely self-locating belief, an agent should shift their degrees of belief about the flip of a fair coin. In this chapter I will criticize some of the arguments for this position.
Sleeping Beauty
It is Sunday night. Sleeping Beauty is about to be drugged and put to sleep. She will be woken briefly on Monday. Then she will be put back to sleep and her memory of being awoken will be erased. She might be awoken on Tuesday. Whether or not she is depends on the result of the toss of a fair coin. If it lands Heads, she will not be woken. She will sleep straight through to Wednesday, and the experiment will be over. If it lands Tails, she will be awoken on Tuesday. The Monday and Tuesday awakenings will be indistinguishable. Sleeping Beauty knows the setup of the experiment and is a paragon of probabilistic rationality.




Monday

Tuesday

Heads

Tails

Figure 11: Sleeping Beauty

Boxes represent days when Sleeping Beauty could be woken

There are three centred worlds where Beauty could be:

H1 = Monday and Heads

T1 = Monday and Tails

T2 = Tuesday and Tails
When she is woken, to what degree ought she to believe that the outcome of the coin toss is heads?
Some say that her credence in Heads should stay at 1/2. Call these Halfers.
Some say that her credence in Heads should fall to 1/3. Call these Thirders.
Thirders reject the Relevance-Limiting Thesis. They claim that the mere shift in Beauty’s temporal location from Sunday to ‘Monday or Tuesday’ is sufficient to change her credence in Heads. Nearly all writers on Sleeping Beauty are thirders. These include Elga (2000), Dorr (2002, ms), Monton (2002), Arntzenius (2002, 2003), Weintraub (2004), Hitchcock (2004), Horgan (2004, 2007), and Titelbaum (ms). They are all committed to new norms of belief change for certain self-locating beliefs.

I am a halfer (with Lewis 2001, Jenkins (forthcoming) and possibly White 2006) because I accept the Relevance-Limiting Thesis. The halfer position is plausible for the same reason that the Relevance-Limiting Thesis is plausible. Beauty learns no new information between going to sleep on Sunday and waking up on Monday or Tuesday. I will first show how misunderstanding selection effects make the thirder position look more appealing than it should. Then I will discuss three arguments for being a thirder and show they are all fallacious. (A fourth will be discussed in chapter 13.)

A couple of preliminaries. First, it is worth asking what Beauty’s credence should be that it is Monday, given that the coin landed Tails. It is worth asking primarily because we already have an answer. Elga’s Restricted Principle of Indifference from chapter 4 tells us that her degree of belief should be 50%. t1 and t2 are in the same possible world and they are in subjectively indistinguishable predicaments. So the criteria for satisfying the Restricted Principle of Indifference hold, and the predicaments should receive equal probability. This answer isn’t required for any of the arguments in this chapter, but I will sometimes assume it for mathematical ease (I will point out when I am doing so). 

Second, what’s the difference between Sleeping Beauty’s situation and the Prisoner’s (chapter 5)? The setup is similar, yet I hold that the Prisoner gets confirmation of Tails but Beauty doesn’t. The difference is that the Prisoner keeps his memories. This gives him the experience of time passing. So he has some relevant information about whether he is in the earlier or later stage of the experiment (Monday or Tuesday for Beauty, before midnight and after midnight for the Prisoner). His memories, combined with the fact that the light is still on, result in his learning the new non-self-locating belief ‘the light is on after 8 units of subjective time have passed’. Beauty has no memories, so she has no evidence that she is in one stage rather than the other, and there is no new non-self-locating belief she learns. For her, the earlier and later parts of the experiment feel exactly the same. This lack of new evidence means that her credence in Heads should stay at 1/2. 
6.1 The Observation Selection Effect for ‘I’m Awake’

When Beauty wakes up, does she gain new evidence that favours Tails? Thirders are divided on this issue. Elga says she does not, but her credences shift nonetheless. Weintraub and Horgan say she does gain new evidence. I think this latter position that Beauty learns new evidence that confirms Tails is based on a failure to correctly take the selection effects into account.

Recall our two selection procedures, this time stated more generally:

Random: An outcome is picked at random from the actual outcomes. There is no bias in the selection procedure.

Persistence: If an outcome with a particular property exists, the observer is told about that outcome. (If it doesn’t exist, an outcome is picked at random.)

The outcomes are the days. The relevant property is the property of being a day on which Beauty is awake. Which procedure best models Beauty’s learning of ‘I’m awake’? Persistence. Beauty can only learn about days when she is awake. She does not randomly find herself on a day when she may or may not be awake. Rather, she is biased towards observing days when she is awake; she cannot observe days when she is asleep. Let’s go through both procedures.
Random Procedure
Assume you are Beauty. Suppose your being awake is discovered with a random procedure. This could happen if your observation of a day was independent of whether you were awake on that day. We could picture this as your time-travelling sub-conscious picking a day at random and peeking in to see if you’re awake. If this is the procedure, and you turn out to be awake, Tails is confirmed.
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Figure 12: Learning I’m Awake with a Random Procedure

But clearly this is not the procedure by which Beauty finds herself to be awake. Due to the nature of being awake, Beauty can only observe days when she is awake.
Persistent Procedure
As only waking days can be observed, there is a bias towards observing days on which there is an awakening.
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Figure 13: Learning ‘I’m Awake’ with a Persistent Procedure

It is certain that at least one day will have the property of being a day on which Beauty is awake, and there is a bias towards observing such days. So the result is no confirmation (box 4).
	
	p is not certain to be instantiated
	p is certain to be instantiated

	Random procedure
	(1) Undetermined
	(2) FO confirmed if n = 1,2

	Persistent procedure
	(3) MO confirmed
	(4) No shift


Table 2: Observation Selection Effects
p is the property of being a day on which there is an awakening

I think getting clear about this goes a long way towards reducing the appeal of the thirder position. My position is that no new evidence is learnt by Beauty, and as a result, the halfer position is correct. But arguments have been put forward that do not rely on the supposition that Beauty has new evidence. These arguments don’t give us a procedure by which Beauty should update her beliefs, and they leave it rather mysterious as to what is going on. Their approach is to argue that unless Beauty is a thirder, bad things happen. I will try to show that such bad things are entirely mythical. In the next three sections I will discuss the arguments of Elga (2000), Hitchcock (2004) and Monton and Kierland (2005). 
6.2 Elga’s Principal Principle Argument for 1/3

Elga’s argument requires modifying the example a little. But the modification is harmless and the result is very interesting. The first modification is based on the fact that it doesn’t matter when the coin is tossed. The experimenters could toss the coin on Sunday night, and then wake Beauty either once or twice. Or they could wait until Monday night, toss the coin, and wake her on Tuesday only if it lands Tails. So let’s assume that they do the latter. The coin is tossed on Monday night, and Beauty is only woken on Tuesday if it lands Tails. Assume Beauty knows this.


The second modification is that at a certain point during the Monday awakening, Beauty is told that it is Monday. What should Beauty think after she is told that today is Monday? She knows that a coin is going to be tossed tonight. She also knows that none of her memories have been erased. If there are to be any cognitive mishaps, they lie in the future. Given this situation, we can apply the Principal Principle (Mellor 1971; Lewis 1980) and get a conclusion. The Principal Principle says that we should set our subjective probabilities to equal the known objective probabilities. Where Ch is the objective chance function, 

Principal Principle P(H | Ch (H) = x) = x
Following this principle, Beauty should assign a probability of 1/2 to the coin landing heads.


Let P be her subjective probabilities just after she is woken on Monday. Let P+ be her probabilities after she is told it’s Monday. Let P- be her probabilities on Sunday night. Elga argues that P+ = 1/2 from the Principal Principle above. Then he argues backwards to the situation before Beauty found out it was Monday. After learning it was Monday, her credence that the coin will land Heads ought to be the same as the conditional credence P(H1 | H1 or T1)
. So P(H1 | H1 or T1) = 1/2, and hence P(H1) = P(T1). The Restricted Principle of Indifference (defended in chapter 2) gives us P(T1) = P(T2), so we have P(H1) = P(T1) = P(T2). As these are exclusive and exhaustive, P(H1) = 1/3. So runs Elga’s argument for 1/3.


(What if we weaken the requirement that P(T1) = P(T2)? If P(T2) = 0 then P(H1) = P(T1) = 1/2. Then P(Heads) = P(Tails) = 1/2. As P(T2) rises, P(Tails) rises. I will discuss this in more detail in a moment.)


I think this argument has been refuted by Lewis (2001). But Lewis was not as clear as usual, and no-one else seems to have accepted his argument. I will defend and expand upon Lewis’s argument. Due to the brevity of Lewis’s argument, it may be extravagant to attribute my argument to him. So I will more cautiously claim merely that the following is an argument that I have been led to by Lewis’s paper.


Lewis rejects Elga’s premise that P+ = 1/2. Elga’s justification is the Principal Principle. But the Principal Principle does not come without exceptions. An important exception is built directly into it. The Principal Principle should only be used if the agent has no information that is inadmissible (Lewis 1980, 1994). The concept of inadmissibility was introduced to allow for the possibility of crystal balls, oracles and suchlike. Suppose we have a reliable crystal ball. It predicts that this coin flip will land Tails. But we know the objective chance is 1/2. What should we believe about the outcome of the coin flip? Should we follow the crystal ball, or should we stick with the objective chance? We should go with the crystal ball. Such reliable information about the future is useful evidence that must not be over-looked, and cannot be ruled out a priori. As it causes our rational credences to diverge from the chances, it is inadmissible evidence. We can take inadmissible evidence to be the following:

Inadmissible evidence  Evidence that justifies an agent in not setting his credence to match the known objective chance.

Lewis claims that the Principal Principle only holds when the agent has no inadmissible information (given how I have defined inadmissible evidence, this is trivial). What exactly counts as inadmissible information is an important unanswered question. Lewis does say that it is relativized to events and comes in degrees, but no definitions are offered. But direct information about the future of the kind supplied by crystal balls surely counts as inadmissible, and permits us to disregard the objective chance as a guide to our degrees of belief.

6.3 Beauty’s Inadmissible Evidence

Does Sleeping Beauty have inadmissible information (relative to the coin toss)? Following Lewis, I say yes. The paradigm sources of inadmissible information are oracles and crystal balls. Sleeping Beauty has nothing as obviously inadmissible as this. But I will argue that Sleeping Beauty has inadmissible information when she is told that today is Monday. The way to see this is to consider the alternative evidence she might have received. From the state of being awake in the Sleeping Beauty setup, there are two pieces of information she might have found. It might have been Monday or it might have been Tuesday. So the evidence space is the following:

{Today is Monday, Today is Tuesday}

My argument that Beauty has inadmissible information when she learns it is Monday will now proceed in two steps:

1. ‘Today is Tuesday’ is inadmissible.
2. If there are two possible pieces of evidence in the evidence space, and one is inadmissible, then the other is inadmissible.

Argument for 1:

Suppose Beauty learns that today is Tuesday. Should her degree of belief in Heads be 50%? No. Her degree of belief in Heads should be zero, because if Heads landed, she would sleep through Tuesday. As this evidence justifies Beauty not setting her degree of belief to match the objective chances, it must be inadmissible evidence
.
Argument for 2:

If there are two possible pieces of evidence, E1 and E2, a rational agent’s prior degree of belief in hypothesis H must be a weighted average of P(H|E1) and P(H|E2). Suppose that E1 is inadmissible. Then P(H|E1) need not be equal to the objective chance of H. Perhaps P(H|E1) is less than P(H). Then P(H|E2) must be more than P(H) (otherwise P(H) won’t be the weighted average). But if P(H|E2) is more than (or less than) P(H) then E2 must be inadmissible.  

It follows from 1. and 2. that Beauty has inadmissible evidence when she is told that today is Monday. This is why she is not bound by the Principal Principle, and Elga’s premise that P+ = 1/2 is false.


In an indirect way, Sleeping Beauty has information about the future. Where did it come from? There are no prophets or crystal balls around. It came from the evidence space. One of the possible pieces of evidence is about the future – the possible evidence that today is Tuesday. Beauty has evidence about the future, ‘namely that she is not now in it’. (Lewis 2001 p.175) 


To be precise, the evidence about the future comes from the prior probability distribution we have over the possible evidence. And this came from Elga’s Restricted Principle of Indifference. This gave us an equal distribution between it being Monday or Tuesday, given Tails. This distribution tells us the degree of inadmissibility of the evidence. By varying the prior distribution, we can vary the degree of inadmissibility.
Suppose that Beauty’s prior probability that it was Monday is 1. Perhaps she believes there is no memory erasure. Then the evidence that today is Monday is completely admissible. It tells her nothing about the future, and her degree of belief in Heads should stay at 50%. P(Monday | Tails) =  P(Monday | Heads) = 1. 

Now weaken this assumption slightly and suppose that Beauty is almost certain that today is Monday. Then the evidence that today is Monday is weakly inadmissible. Beauty’s posterior credence in Heads after being told it’s Monday may be slightly less than 50%, but not very much. 

What happens if the prior probability of it being Monday is low? This can happen if the probability of it being Monday given Tails is low. That is, if Tails landed, it is probably Tuesday. (The probability of it being Monday given Heads remains at 1.) So learning that it is Monday provides strong evidence that Heads landed. At the extreme, if P(Monday | Tails) = 0, learning it is Monday can make Beauty certain that Heads landed. In this case the evidence is maximally inadmissible, as the posterior probability of Heads is 1, and the objective chance has dropped entirely out of the picture.

This future-looking aspect of Beauty’s epistemic position is unusual and interesting, and I think it throws off our intuitions about her case. And it is not the only case with such a phenomenon. I will argue in chapter 8 that a similar effect occurs in the Doomsday argument – and that argument applies to the epistemic position that all of us are in. 
6.4 Hitchcock’s Dutch Book Argument for 1/3

Hitchcock (2004) gives a Dutch book argument for the 1/3 answer to the Sleeping Beauty problem. A Dutch book is a sequence of bets that the agent considers fair but that lead to a guaranteed loss for the agent. Hitchcock argues that a credence of 1/3 in Heads follows from calculating her fair betting odds, plus the assumption that Sleeping Beauty’s credences should track her fair betting odds. I will show that this last assumption is false. Sleeping Beauty’s credences should not follow her fair betting odds due to a peculiar feature of her epistemic situation. This leads us to a new caveat regarding Dutch books that has not been noticed before: Being vulnerable to a Dutch book is only a symptom of irrationality if the agent believes the size of the bet is not correlated with the outcome of the event the bet is on. That’s the conclusion. Let’s start by laying the groundwork for Dutch books.
6.4.1 Dutch Books

Suppose that rational agents bet in line with their beliefs. This means that if an agent believes E with certainty, he will bet in favour of the truth of E at any odds, no matter how long. If he believes E with 50% certainty, he will accept a bet on E that pays twice the stake (or more). If he believes E with 33% certainty, he will accept a bet on E that pays 3 times the stake (or more). Some writers defined partial beliefs in terms of betting behaviour, making the link constitutive. We have no need for such a strong link. All  we need is for there to be a normative link between the belief and the bet. Something like “Other things being equal (risk-neutral, awake...), an agent who accepts E with 50% certainty is rationally permitted to accept a bet on E that pays twice the stake or better“. This link is broadly accepted, and will be all we need. The issue that we are interested in here is the “other things”.


Assuming agents bet in line with their beliefs, can we say anything about the beliefs an agent may rationally have by looking at the bets they will make? Dutch book arguments say that we can. A Dutch book is a series of bets such that anyone who accepts the bets will end up losing money however the world turns out. A Dutch book argument says that any set of beliefs that justifies an agent’s accepting a Dutch book is irrational. The beliefs lead to the bets; the bets leads to a guaranteed loss; therefore the beliefs were irrational. Dutch book arguments have been the main arguments given for probabilism - the doctrine that one’s beliefs should conform to the probability calculus (Ramsey 1926; cf. Skyrms 1987). Given the importance of this idea, the argument deserves careful scrutiny.


A Dutch book argument is also used by Hitchcock; not for probabilism, but in arguing that an agent should have a particular set of beliefs. In the Sleeping Beauty problem the disagreement is about the degree of belief Sleeping Beauty should have that a coin landed Heads. Some argue for 1/3, others for 1/2. Hitchcock points out that 1/3 is the only degree of belief that avoids a Dutch book. I agree with him on this point. 
Hitchcock concludes that 1/3 is the only rationally permissible belief. I disagree. Various examples have already been given in the literature where correct betting behaviour comes apart from rational degree of belief. Hitchcock is careful to make sure that his example avoids being like any of these cases. But we think he has highlighted a new case, not previously noticed, where betting behaviour should come apart from rational degrees of belief. Thus betting considerations in Sleeping Beauty, as in other cases, are inconclusive.


Hitchcock shows that Beauty can avoid being Dutch booked if and only if she assigns Tails a credence of 1/3 on being awoken. Let us review the betting situations that occur in the 1/2 and in the 1/3 case:

P(Heads) = 1/2:

Suppose Beauty refuses to follow Hitchcock’s advice, and stubbornly assigns P(Heads) = 1/2 on being awoken. The bookie then offers the following set of bets: On Sunday, Beauty is offered a bet of £15 that wins £15 if Tails lands; on each awakening, Beauty is offered a bet of £10 that wins £10 if Heads lands; i.e.:



Sunday
Monday
Tuesday
Net

Heads

-15

10



-5

Tails

15

-10

-10

-5



Table 3: Bets when P(H) = 1/2

Suppose the coin lands Heads. The first bet loses £15. The second bet, on Monday, wins £10. Beauty and the bookie sleep through Tuesday. Overall, Beauty loses £5. Suppose the coin lands Tails. The first bet wins £15. The second bet, on Monday, loses £10. The third bet, on Tuesday, loses £10. Overall, Beauty loses £5. Either way, Beauty loses £5. She has accepted a Dutch book. She did so because she bet in accordance with her 50% credence that the coin landed Heads.

P(Heads) = 1/3:

Disaster can be avoided if Beauty follows Hitchcock’s advice: while she first assigns P(Heads) = 1/2 on Sunday, she changes her assignment to P(Heads) = 1/3 when awoken. She will not accept the evens bet on Heads when awoken. The deal would have to be sweetened. A layout of £10 would have to be rewarded with winnings of £20 (instead of £10), as Heads has fallen in probability:



Sunday
Monday
Tuesday
Net

Heads

-15

20



5

Tails

15

-10

-10

-5



Table 4: Bets when P(H) = 1/3

Now the bet looks as it should. She loses £5 if Tails, and wins £5 if Heads. It can be shown that no Dutch book can be made against Beauty in this new setting. In order to see this, note that the bookie is not able to distinguish the Monday awakening from the Tuesday awakening himself – otherwise he would have more background information than Beauty has, which we want to avoid – so he is not able to come up with two distinct bets on Monday and Tuesday in any systematic manner. Thus, we may assume that he actually offers the same bet twice: now let the money which Beauty would lose on Monday and Tuesday given Tails, respectively, be of amount x, and let what she would win on Monday given Heads be of amount 2x or more; if y is what she would lose on Sunday given Heads while winning y or more given Tails, then it is impossible that both the total Heads outcome -y + 2x and the total Tails outcome y - 2x are negative, so there is no way Beauty is bound to lose.


We can also see that 1/3 is the only probability that leads to “fair bets” on awakening, in the sense that Beauty is equally happy to take either side of the bet. Each waking bet costs x, so 2x is lost if Heads. Whence the fair payoff given Tails must be 2x. This bet will be considered fair iff Beauty’s credence in Heads on waking is 1/3. 

Hitchcock concludes that P(Heads) = 1/3 is the rationally required answer, which tells us Beauty really ought to believe with 1/3 probability that the coin landed Tails. I think this is incorrect. It is true that 1/3 is the only credence that avoids a Dutch book, but I think the example is one in which the agent should not bet in line with her credences. The only way to avoid a Dutch book is to bet as if one believed Heads landed with 1/3 certainty. But from this it does not follow that the agent really is rationally required to believe that Heads landed with 1/3 probability. Let us take a look at a similar example, where betting as if one believed a proposition to 1/3 certainty will avoid a Dutch book.

6.4.2 Separating Credences From Betting Odds

We need a case where the probability of a coin landing Heads is 1/2, but nevertheless, one should bet as if the probability was something other than 1/2. This would happen if the bet were only offered if the coin landed Tails. I propose two ways of getting this result.

Forgery

Imagine that you knew a fair coin was about to be flipped. If the coin lands Heads, no bet will be made. If the coin lands Tails, you are offered a bet on Heads; but not Heads of a new coin flip but of the flip that has just taken place. Should you accept this bet? Of course not. You should not take a bet, no matter how generous the odds, on the proposition that the coin landed Heads. So perhaps we have a case where your betting odds have come apart from your credences? Not yet; this is no good as it stands, because the fact that you have been offered the bet might tell you that the coin landed Tails. You have received extra information that shifts your credences. So in fact your credence in Tails is close to 1. And it is therefore in line with your credences not to accept bets on Heads. Credences and betting odds are still aligned.


We need a way of making sure that offering the bet does not inform the agent that the coin landed Tails. And we can do that by offering a fake bet. Imagine that instead of no bet being offered if the coin lands Heads, a bet will indeed be offered, except with fake money. Your notes, and the bookie’s, have been switched for excellent, but worthless, forgeries. Neither you nor the bookie can tell the difference. If the coin lands Tails, you will be offered a bet (on Heads) with real money. If it lands Heads, you will be offered a bet (on Heads) with fake money. So the structure is:

Tails: 

Real bet

Heads: 
Fake bet

Should you take the bet? Of course not. Either the coin lands Tails and you lose real money, or it lands Heads and you win fake money. You are much better off holding onto your real money. Nevertheless, your credence that the coin landed Heads should remain at 1/2. So we have a case where your credence that the (fair) coin landed Heads (1/2) should not guide your betting behaviour.

Hallucination 1

The point can be made even more vividly by making the example such that the fake bet does not exist at all. Suppose that if the coin lands Heads, you will not be offered a bet at all, you will just hallucinate that you are offered a bet. Whether or not you accept it, you will later wake up and find your wallet untouched. If the coin lands Tails, you are offered the bet as before, for real this time. Now the “fake bet” does not exist at all; it is just in your head. This time the structure is:

Tails: 

Real bet

Heads: 
Hallucinatory bet

Should you accept the bet you appear to be being offered on Heads? No. Either the coin landed Tails and it is a real bet, or the coin landed Heads and you are hallucinating that you are being offered a bet. Again, your credence that the coin landed Heads should stay unchanged at 50%, but this credence should not guide your betting. 

Hallucination 2

We can modify the previous case to make it more analogous to Sleeping Beauty. Let’s add a second time period. If the coin lands Tails, you will be offered two real bets on Heads (of the same flip), one after the other. There is no funny business here. But if the coin lands Heads, you will be offered a real bet on Heads and you will also hallucinate being offered a bet on Heads. You won’t know whether the hallucination occurs at the first stage or the second stage. You do know that one of the bets will be real and one will be a hallucination.  So we have:

	
	Stage1
	Stage 

	Tails
	Real Bet
	Real Bet

	Heads
	Real Bet or Hallucinatory Bet
	Real if the first bet was hallucinatory; hallucinatory if the first bet was real.


Table 5: Hallucination 2

Should you accept any of these bets? No. Your credence in Tails should remain at 50%, but you should not accept either (evens) bet on Heads. Again, we have found a case where your credences and betting odds come apart. Hopefully this is intuitively correct, but let us go carefully through the reasoning.


It is straightforward why the credence should stay the same. You have the same experiences given either Heads or Tails, so you have learnt nothing that could give you relevant information.


What about the bets? We can sum over the possible bets to find the expected utility is negative. There are 4 possible bets:


a) Tails and Real (first bet)


b) Tails and Real (second bet)


c) Heads and Real (first or second bet)


d) Heads and Hallucinatory (first or second bet, in any case not real)

Head and Tails still have a 50% probability. How do we divide these probabilities up further between a and b (and c and d)? Using Elga’s Restricted Principle of Indifference, each of these 4 possibilities gets a probability of 25%. What is the expected value of each one? Let s be the stake. a has a value of -s, and c has a value of s (the bet is even), so these cancel. d has a value of 0 as no bet is made. The net effect comes from b, which has a value of -s. So the expected utility is:

1/4 * (-s) + 1/4 * (-s) + 1/4 * s + 1/4 * 0 = 1/4 * (-s)

We get negative expected utility, but credence in Tails stays at 50%. The reason for the negative utility is that one of the bets only exists for real if you are going to lose it. Normally the existence of such an unfair bet would tell the agent what the result is. But the agent’s unfortunate epistemic state (hallucinating a bet) prevents him from learning this piece of information. However, this does not stop him from expecting to lose money if he takes the bet. So we have a case where credences come apart from betting odds.


It may seem odd that Hitchcock talks about Dutch book and we are talking about negative expected utility. But there is an intimate link. Anyone who accepts a bet with negative utility can have a Dutch book made against them – you just offer them a bet that would reduce the size of the expected loss if it wins. We think Hitchcock’s Dutch book can be constructed because Beauty accepts evens bets on Heads on being awoken (as does our agent in Hallucination 2). This set of bets has negative expected utility and should not be accepted. To see this more clearly, let’s go back to Sleeping Beauty.

Sleeping Beauty Revisited

It is a small step from this example to Sleeping Beauty. All we need to do is change the hallucination to a state where the agent is not conscious at all; in either case there is no real bet. And to stop Beauty learning from the offer of a second bet, we need to give her amnesia so she does not know whether it is the first or second bet. Finally, we offer a fair bet on Tails prior to the bets on Heads. This is equivalent to the Sunday bet and, combined with bets with a negative expected utility, generate a Dutch book. These changes turn Hallucination 2 into Sleeping Beauty. 



In Hallucination 2, the second real bet (if there is one) should not be accepted because it is only offered if it is a losing bet. That is, there only is a second real bet if the coin landed Tails, in which case the bet offered on Heads will lose. In Sleeping Beauty, the Tuesday bet (if there is one) should not be accepted because it is only offered if it is a losing bet. That is, it only exists if the coin landed Tails, so the bet on Heads will lose. Beauty does not know if the bet offered to her is the Monday bet (fair) or the Tuesday bet (unfair). So she simply sums the expected utility. She adds the expected utility of the Monday bet (0) to the expected utility of the Tuesday bet (negative). The result is negative. So neither waking bet should be accepted. We can see that the key move in Hitchcock’s argument is not the Dutch book as a package, but his claim that the waking bets should be accepted. We have seen that the waking bets should not be accepted as they have negative utility, so the Dutch book is avoided. 


In Hallucination 2, the fact that the agent only avoids a Dutch book by betting as if her credence in Heads is 1/3 gives her no reason to actually believe that the probability of Heads is 1/3. Similarly in Sleeping Beauty, the fact that the agent only avoids a Dutch book by betting as if her credence in Heads is 1/3 gives her no reason to actually believe that the probability of Heads is 1/3. Hitchcock must show why the agent’s credence in Heads (in Hallucination 2) should be 1/3, or show that Sleeping Beauty has received some extra piece of information that is omitted from Hallucination 2. I think neither of these moves are plausible.


What is the reason that in all these cases a subject’s credences should differ from his betting rates? Forgery, Hallucination 1 and 2, and Sleeping Beauty have a key feature in common. The trick being played on the agent is that the size or the very existence of a bet on event E is correlated with the outcome of E. In Forgery, the agent is offered a large bet if they are betting on the wrong result, i.e., on what has not happened, and a small bet (of value zero) if they are betting on the correct result. In Hallucination 2, we also get a correlation between the size of a bet and the outcome of the corresponding event. This is because one of the bets is only actually made if the agent is betting on the wrong result - another way of getting a bet of size zero in the winning situation. There are various other examples in the literature of cases where an agent should not make bets in accordance with her credences. One example is Talbott’s (1991) where the agent has less information than the bookie. Further examples are Maher’s (1993) and Seidenfeld (1990) where utilities are not linear in money. Another is that the agent is irrational at a future time (Christensen 1991). Hitchcock avoids these problems, but he has not noticed the one we point out - where the size of a bet on an event is correlated with the outcome of the event. It is not surprising this has not been noticed before. It is a very peculiar epistemic state to be in, such that you are only offered a bet given a certain condition, but nevertheless the offer of the bet does not tell you that the condition is satisfied.


Hitchcock has attempted to give a Dutch book argument to the conclusion that only particular credences are rationally acceptable. This result assumes that if only particular betting odds will avoid a Dutch book, these odds should guide our credences. We have attempted to show that Sleeping Beauty is (yet another) case where credence and betting odds diverge. If either the size or the existence of a bet on E is correlated with the result of E and the agent is at the same time unaware of the size or existence of the bet, a Dutch book can be constructed. But the Dutch book argument does not help us figure out what Sleeping Beauty should believe. If there is a normative link between beliefs and bets, then the corresponding norm should include the proviso: “Other things being equal (risk-neutral, linear utility function..., and: the agent doesn’t believe that the size or the existence of the bet is correlated with the outcome of the event that the bet is on)…”

The final argument for 1/3 we will discuss in this chapter can be considered a natural extension of the betting argument just dealt with. Many philosophers in recent years have been attracted to the idea that pragmatic arguments based on bets can be strengthened by non-pragmatic arguments based on maximizing epistemic utility. But we will see that a similar objection to that just given against Dutch books can also be given against epistemic utility arguments. This is even more serious in the latter case. It is already known that there are restrictions on when being susceptible to a Dutch book is an indication of irrationality; we just added another restriction. But it is plausible that there are no restrictions on when we should be maximize epistemic utility. If so, my arguments will attack the idea that we should maximize epistemic utility at all (even if we have no goals other than epistemic goals). 
6.5 Monton and Kierland’s Epistemic Utility Argument for 1/3
Monton and Kierland (2004) offer an argument for the thirder position. They don’t endorse it, but they do endorse one of the premises of the argument – the premise that beliefs aim at minimizing expected inaccuracy (to be explained). This premise commits us to epistemic consequentialism. Broadly speaking, epistemic consequentalism is the view that a belief is justified if believing / accepting it has positive epistemic consequences
. Epistemic consequentialism has been accepted, often implicitly, by many authors, including Foley (1987), Maher (1993), Conee (1994), Oddie (1997), Joyce (1998), Weintraub (2001), Wright (2004) and Greaves and Wallace (2006). I will argue that the Sleeping Beauty problem leads us to an objection to epistemic consequentialism. First we will see how Sleeping Beauty generates a problem for one version of epistemic consequentialism – the version that says the aim of belief is to minimize expected inaccuracy.
6.5.1 Expected Inaccuracy
Let’s motivate Monton & Kierland’s premise that the aim of belief is to minimize expected inaccuracy. The motivation comes from dissatisfaction with Dutch book arguments. The problem is that Dutch Book arguments are merely pragmatic arguments. They say that things may go badly for you if you have certain sets of credences i.e., you may have a Dutch book made against you. But this is a prudential argument. Why should the possibility of a sure loss tell us anything about what we should believe? As Kennedy and Chihara (1979) put it,
The factors that are supposed to make it irrational to have a set of beliefs…are irrelevant, epistemologically, to the truth of the propositions in question. The fact…that one will be bound to lose money unless one’s degrees of belief [satisfy certain constraints] just isn’t epistemologically relevant to the truth of those beliefs. (p.30; italics original) 

To counter this objection, new arguments have been put forward that replace the prudential aim of not losing money with the epistemic aim of minimizing the expected error of our beliefs. Thus, Joyce (1998) presents an argument for probabilism, and Greaves and Wallace (2006) present an argument for conditionalization. These are the two canons of Bayesian epistemology, now defended by purely epistemic arguments. I will argue that even these new arguments are not sufficiently related to the truth of the beliefs to be compelling. I will focus on Joyce’s argument, but my conclusion is general, applying to all the authors listed above.

Let the state of the world be represented by some truth-value assignment W(Xi) of 1s and 0s to all centred and uncentred propositions Xi. If you had perfectly accurate beliefs, your credence function, P, would match W. If you did not have perfectly accurate beliefs, your level of inaccuracy could be assessed by measuring the distance between P and W. The numerical result we end up with depends on the scoring system we use. Let’s follow the consensus and use the Brier score
 (Brier 1950). The score for each proposition X is given by:
S(X) = [W(X) – P(X)]2  

Suppose X is true. Then W(X) = 1. If agent A has degree of belief of 0.5 in X then her Brier score is [1 - 0.5] 2 = 0.25. If agent B has degree of belief 0.9 in X, her Brier score is [1 – 0.9] 2 = 0.01. Agent B has a lower score, and so is doing better according to the Brier score. This is the right judgment. If X is true, then an agent who believes it to degree 0.9 is better off than an agent who believes it to degree 0.5. For a vector of n propositions X = (X1,…Xn), the Brier score is given by 

S(X) = 
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We now need to introduce the notion of expected inaccuracy. If we don’t know the truth values, we don’t know how inaccurate an agent’s beliefs are. But if we know the objective chances, we can calculate the expected inaccuracy. Suppose a coin is known to be biased in favour of Heads such that it lands Heads 2/3 of the time. Nevertheless, Alice assigns a probability of 1/2 to the proposition that it will land Heads. Alice’s expected inaccuracy for her belief that the coin will land Heads is

S(H) = 2/3 (1 - 1/2) 2 + 1/3 (0 – 1/2) 2
        = 1/4

(The 2/3 and 1/3 are there because the probability of Heads is 2/3, and the probability of Tails is 1/3). If Alice were to assign probability 2/3 to Heads, her expected inaccuracy would be lower:

S(H) = 2/3 (1 – 2/3) 2 + 1/3 (0 – 2/3) 2
        = 2/9
The 2/3 answer turns out to minimize expected inaccuracy. Should agents aim at minimizing inaccuracy? Joyce (1998) is explicit:
‘…an epistemically rational agent will always strive to hold partial beliefs that are as accurate as possible’ (p.600)
I think this position is untenable. To see the problem, we will take a look at how Monton and Kierland extend Joyce’s strategy to the Sleeping Beauty problem. Then we will consider epistemic consequentialism more generally.

6.5.2 Against Minimizing Inaccuracy
Suppose there are two temporal periods. Then we have a choice of calculating the total expected inaccuracy or the average expected inaccuracy. Suppose there are two temporal parts of Alice that have an opinion about the biased coin toss. If she assigns a probability of 1/2 to H, then her total expected inaccuracy for the coin biased 2/3 to Heads is
SET = 2/3 [ (1 - 1/2) 2 + (1 - 1/2) 2 ] + 1/3 [ (0 – 1/2) 2 + (0 – 1/2) 2 ]= 1/2

while her average expected inaccuracy is 

SEA = 2/3 [1/2 ( (1 - 1/2) 2 + (1 - 1/2) 2 )] + 1/3 [ (1/2 (0 – 1/2) 2 + (0 – 1/2) 2 )] = 1/4
On either way of calculating expected inaccuracy, Alice minimizes expected inaccuracy by assigning 2/3 to H both times. Usually the aims of minimizing total and average expected inaccuracy lead to the same answer. But not always.

In Sleeping Beauty, the aims of minimizing total expected inaccuracy and minimizing average expected inaccuracy come apart. Monton and Kierland show that if Beauty is aiming at minimizing total expected inaccuracy she should be a thirder, and if she is aiming at minimizing average expected inaccuracy, she should be a halfer. They are right. But my aim is to undermine the framework of minimizing expected inaccuracy they are using. To see what goes wrong, let’s first examine what happens if Beauty aims to minimize total expected inaccuracy. Beauty minimizes total inaccuracy by assigning a probability of 1/3 to Heads.
SET (H) = 1/2 (1 – 1/3) 2 + 1/2 [ (0 – 1/3)2 + (0 – 1/3)2 ]

(The 1/2 factors are there because the coin is fair. Half the time W(H) = 1 and half the time W(H) = 0. There are two expressions in the square brackets because Beauty will be awake on Monday and Tuesday if Tails lands.) If the aim of belief is to minimize total inaccuracy, Beauty should believe the coin landed Heads with 1/3 certainty.


The problem is that though this value does minimize total inaccuracy, it doesn’t look like Beauty has been given a good reason to be a thirder. On the current reasoning, she should believe that the coin probably landed Tails (with 2/3 probability) because she will be scored twice if the coin landed Tails. If we look at the equation above, we see that the value of 1/3 appears twice if the coin lands Tails (in the square brackets) and only once if the coin lands Heads. This is why inaccuracy is minimized if we favour the Tails outcome.


My objection is that this doesn’t seem like an acceptable reason to hold a particular degree of belief. Suppose a fair coin is tossed and you are told that you will be scored more times if the coin lands Tails than if it lands Heads. If your aim is to minimize total inaccuracy, your credences should favour Tails. But does that mean you should really believe that the coin probably landed Tails? Of course not – you have received no evidence that favours one side of the coin over the other. What’s happened is that the score we are using is no longer a proper scoring rule (de Finetti 1972). A rule is a proper scoring rule if the agent never has an incentive to misrepresent his true degree of belief in order to get a better score. If your true degree of belief in Heads is 1/2 but you know you’ll be scored twice if Tails, and once if Heads, then you have an incentive to misrepresent your degree of belief. The Brier score is a proper scoring rule (Savage 1971) as long as we only use it once for each outcome. If we apply it twice if the coin lands Tails, the agent has an incentive to misrepresent his beliefs.

This is what happens in Sleeping Beauty. Beauty minimizes her total expected inaccuracy by assigning a probability of 1/3 to Heads. But she has no genuine reason to believe that the coin probably landed Tails.


To see this another way, consider Beauty’s reasoning when she is awoken and is wondering what to believe. She knows that if the coin landed Tails, then this is one of two awakenings, and she will be in the same epistemic situation again (either tomorrow or yesterday, depending on whether it’s Monday or Tuesday). Whatever she decides to believe now, she will also believe on the other occasion
. So she is better off with beliefs that are biased towards what would be correct in the event that she is scored twice. Her reasoning is something like this:
If Tails landed, then this current situation will be replicated. My aim is to minimize my inaccuracy over all the occasions on which I’m scored. If Tails lands, there will be more such occasions. So if I believe Tails is more likely than Heads and I am right, I will be right twice. If I believe Tails is more likely than Heads and I am wrong, I will only be wrong once. So I am better off believing Tails is more likely than Heads.
This is why Beauty should assign a 1/3 probability to Heads. But does she have a reason to believe that the coin landed Tails? I cannot see that she does. Beauty’s sole concern, by assumption, is to minimize her total expected inaccuracy. We have seen that she does this by favouring Tails. But her reason for doing this is disconnected to the probability of the truth of Tails. Her reason is that she is scored twice if Tails lands. Being scored twice if Tails lands is independent of the probability of Tails. Beauty is no longer interested in just the truth of Tails, but in how many times she is scored. And once we have gone this far, we have lost the connection we wanted between minimizing inaccuracy and truth
.

Sleeping Beauty’s position is similar to my position in the following case:  suppose a demon will give me lots of true beliefs in the future as long as I believe, for one day, that the moon is made of cheese. If I don’t believe that the moon is made of cheese, he will make sure my belief-forming mechanisms are consistently erroneous for the rest of my life. I will systematically make errors of reasoning, see events from a misleading angle and have my attention drift when someone informed is speaking. My epistemic goals will be seriously hampered to such a degree that I will, overall, be far more epistemically successful if I believe for one day that the moon is made of cheese. 


Nevertheless, I claim it would be irrational for me to believe that the moon is made of cheese. The reason is that I have overwhelming evidence that the moon is not made of green cheese. Despite the fact that it would promote my epistemic goals to believe it, it would be irrational for me to do so. 


Perhaps the problem is that we are trying to minimize total expected inaccuracy, rather than average expected inaccuracy. Perhaps we should limit the aim of minimizing expected inaccuracy to cases where there is only one time period, ensuring there will be no divergence between the aims of minimizing average and total expected inaccuracy.

But my argument applies even when there is only one time period. Suppose the demon promises that he will cause me to have lots of false beliefs in a moment’s time unless I believe the moon is made of cheese (at that time). There is only one time period involved. At that time, in one moment, I will believe that the moon is made of cheese accompanied by lots of true beliefs, or I will not believe that the moon is made of cheese accompanied by lots of false beliefs
.  The inaccuracy minimizer picks the former. But you are clearly no more justified in believing that the moon is made of cheese than you were before. It is not the fact that the consequences are spread out over time that causes the problem. It is the fact that you have not been given an epistemically acceptable reason to believe the moon is made of cheese. Inaccuracy minimization gives us the wrong answer in these cases, of which Sleeping Beauty is one. This completes my argument against minimizing inaccuracy.

These arguments apply to the weaker position of epistemic consequentialism, which says that a belief is justified if believing it has positive epistemic consequences. (Inaccuracy minimization takes a stand on what those positive consequences are; namely, having beliefs that are minimally inaccurate). Richard Foley (1987 p.7-8), to take a prominent example, thinks that it is epistemically rational to do X whenever on careful reflection one has reason to believe that doing X will promote one’s epistemic goal, and he thinks that our epistemic goal is to have true beliefs now. This position faces the problems discussed above. It looks like Foley is committed to the position that we should believe the moon is made of cheese if the demon makes the belief epistemically worthwhile.


Before concluding this section, I want to ask what the prospects are for epistemic consequentialism. Perhaps surprisingly, I think the prospects are very good. My entire discussion above was about direct epistemic consequentialism, where the consequences of the particular belief are assessed. Indirect epistemic consequentialism is the position that the process by which the belief was formed needs to have epistemically valuable consequences. And this position leads us to reliabilism, already regarded as consequentialist (Goldman 1986, 1991, Sosa 1993). It is an open and interesting question to what extent epistemic consequentialism can play a role in the justification of belief.

In this chapter I have shown that three promising looking arguments for being a thirder are fallacious. These arguments represent the main challenge to the Relevance-Limiting Thesis. The fact that this thesis has survived many attempts at refutation speaks strongly in its favour; though I must put the point weakly because as I remarked earlier, it is a negative thesis, and it is not easy to prove a negative. There is a further question we could ask however. We have seen that the arguments for the thirder position fail. And conditionalization supports the halfer position, as no new relevant information is learnt. But is there a reason not to be a thirder? Yes. It commits us to the absurdity of the Presumptuous Philosopher thought experiment. I will discuss this thought experiment in detail in chapter 8 on The Doomsday Argument – Who Am I? I discuss it there mainly because the Presumptuous Philosopher is generally discussed in the context of the Doomsday Argument, but mainly because it is best understood as a case where the agent learns a piece of self-locating evidence that they were previously unsure of. This is the topic of part 2.
Part 2: Updating on Self-Locating Evidence
Part 1 was a defence of the Relevance-Limiting Thesis – the thesis that learning only a purely self-locating belief cannot shift an agent’s credence in any non-self-locating belief. This applies in cases where there is no uncertainty – time passes, and the agent finds himself with new self-locating beliefs. But there is another way self-locating beliefs can be learnt.


Suppose an agent is in a state of uncertainty about some self-locating piece of evidence, where ‘uncertainty’ means the evidence is assigned a non-extreme value. For example, an insomniac is wondering what time it is. When he learns the time, he learns a new self-locating belief. In this kind of case, the credence in some non-self-locating proposition can shift. The difference from the cases in part 1 is that the agent learns the evidence from a position of uncertainty. This uncertainty can be specific to the time-slice of the agent. The insomniac knew that he would be awake at 2am. Nevertheless, he didn’t know that it was now 2am. The new evidence the agent learns can be thought of as relativised to a particular state of uncertainty. Learning such a piece of self-locating information can shift his credence in some non-self-locating belief.

The Bayesian principle for updating beliefs is conditionalization:

Conditionalization Suppose an agent has prior probabilities P0(Hi) at t0. If the agent learns E and nothing else between t0 and t1, then her t1 probabilities for any hypothesis should be P0(Hi|E), when P(E) > 0.
The question is whether this applies when the evidence is self-locating. Part 2 defends the claim that it does. 

Why would we have thought otherwise? I think there are two reasons. The first is a tendency to mix up the topic of part 2 with the topic of part 1. One of the main goals of this work is to separate these issues. Part 1 was partly about how self-locating beliefs can themselves change over time. They can, by belief mutation, and in doing so they violate conditionalization in a sense. Some authors think that because conditionalization can be violated when self-locating beliefs are involved, it must be thrown out for all self-locating beliefs. But this inclination comes from confusing content with role. Self-locating hypotheses only violate conditionalization because their role changes. Nevertheless, the content stays the same, and it is content that conditionalization should be applied to. I will argue that learning purely self-locating evidence from a position of uncertainty cannot justify violating conditionalization (for content). 


The second reason philosophers have wanted to deny that conditionalization applies when a self-locating belief is learnt is that there are puzzles that seem to point towards this answer. It turns out that for each self-locating variable, there is a puzzle in the literature. When the variable is the agent – who am I? – we have the Doomsday Argument. When the variable is the time – when am I? – we have the Sleeping Beauty problem. When the variable is space – where am I? – we have the fine-tuning argument
. In all of these cases, the evidence learnt is self-locating. This type of self-locating evidence is not well understood, and as a result, these cases have many interesting features. But before we get to that, the first chapter of part 2 asks whether we should bother making sense of self-locating evidence at all.
7. Self-locating Evidence and Observation
Why bother trying to make sense of learning self-locating evidence? We might think that self-location should be ignored completely. After all, conditionalization is a tool of philosophers of science. They are interested in analysing the claims of scientists. And scientists don’t make claims like ‘It is Monday’, or at least, they don’t in scientific papers (qua scientists, we might say). They are much more likely to express propositions like ‘toxins enter bloodstream of unborn’ or ‘one of Saturn’s rings is surrounded by particles’.  If we stick to the statements that science makes, perhaps we can steer clear of self-locating beliefs altogether.

 Unfortunately, we cannot avoid such issues. One reason is that if we are interested in a general theory of rationality, self-locating beliefs are going to be an important part of it. All beliefs that result in action must have an indexical component. But in fact the philosopher of science can be answered on his own terms. Nick Bostrom (2002b) has shown that scientists lose any link between theory and observation unless they traffic in self-locating beliefs.

Bostrom’s argument shows that observation sentences must have a self-locating component if they are to have any probabilistic implications concerning our scientific theories. The conclusion of the argument is that ‘Observation L is observed’ has effectively zero impact on our beliefs, but ‘I observe L’ may have significant impact.


An empirical assumption we need for this argument to go through is that we are living in a world with a large number of observers. The exact number needed depends on details of the set-up that need not concern us. We merely need to note that we are living in a world with a large number of observers. Approximately 60 billion humans have lived up until the present time. And this doesn’t include future generations, extra-terrestrial species, or animals. It is safe to say that we live in a world with a large number of observers.


To keep things simple, suppose that there is only one time period, and two observational states that an observer can be in. An observer can be in the state of observing a red light or observing a green light. Let R be the proposition that a red light is seen. Let G be the proposition that a green light is seen. Suppose also that there are two hypotheses. Hypothesis 1 (H1) predicts that 99% of observers will observe a red light. So 99% of observers will discover R. Hypothesis 2 (H2) predicts that 99% of observers will observe a green light. So 99% of observers will discover G.

H1 = 99% of observers will observe a red light

H2 = 99% of observers will observe a green light


R = A red light is seen

G = A green light is seen
7.1 The Problem: R doesn’t confirm H1

With this model, we can ask the key question, does R confirm either hypothesis? One might think it does. It looks like it strongly confirms H1. But if we look carefully at the model, we can see that it doesn’t. No confirmation is given. The reason is that the propositions R and G express only that a particular observation is made. That is, they answer the question: is the observation made at any time by anyone? On either hypothesis, both observations will be made. Suppose H1 is true. 99% of observers will observe a red light. But 1% of observers will observe a green light. The probability model we have looks like this.

P(R|H1) = 1

P(G|H2) = 1

P(R|H1) = 1

P(G|H2) = 1

With no difference in likelihoods, the evidence cannot favour one hypothesis over the other. The important thing to realise is that this is very similar to the situation scientists are in. The actual model is far more complicated – there are countless observations and countless hypotheses – but the probabilistic structure remains. All we need to get the ineffectual model above is a sufficiently large number of observers. All we need is enough observers such that for any observation you care to name, it has a high likelihood of being observed on any competing hypothesis. If so, then that observation cannot give any significant support to the hypotheses involved.

(These concerns are even more worrisome when we take into account a couple of hypotheses that scientists are gaining evidence for. The first is that the universe is infinite in size. The second is that space is granular. If these two hypotheses are true, then, with probability 1, every possible observation will be made. For the universe would be like a chessboard, and for every given area the size of the known universe, there are only a finite number of ways that matter can be distributed across it. If there are enough areas (and there are an infinite number if the universe is infinite), then for every possible way that things might have been in our observable universe, there is an area of the universe that instantiates it (see Chown 2007). So for every possible observation, you have a twin who observes it.) 

Notice that this is not the same as the Quine-Duhem argument that all observations are compatible with all hypotheses if we are given enough latitude to reject auxiliary assumptions. That merely points out that all observations are logically compatible with all hypotheses. The current argument is that all observations are equally probabilistically compatible with all hypotheses. Not only are we not forced to give up any hypothesis in the face of evidence, but we have no probabilistic reason to give up any hypothesis in the face of evidence. The probabilistic reason normally comes from the differing likelihoods, but if the evidence is an observation, and we have a large enough number of observers, no such reason is available.


I want to emphasize how radical and disturbing this argument is. It threatens to completely separate theory from evidence. We would no longer have any evidence for any conclusion. Not only would all scientific conclusions have been unwarranted, but every a posteriori belief you have would be unjustified. You would have no grounds for believing that you have hands, that the sun rose this morning or that you had tuna for lunch.

7.2 The Solution: r confirms H1

So what are we to do? How are we to avoid such an unacceptable conclusion? The conclusion can be avoided by more carefully describing the evidence. We took the evidence to be the proposition that a red / green light is seen by someone at some time. If that is the evidence then it is true that we can get no strong confirmation of our theories. But in fact, on observing a red (or green) light, we have more evidence than that expressed in the proposition. Not only do we know that a red light is seen, we know that a red light is seen by us. Or rather, you know that a red light is seen by you, and I know that a red light is seen by me. It turns out that this extra detail gives us all the information we need to restore the link between theory and evidence.


Let r be the statement that I observe a red light. Let g be the statement that I observe a green light. As before, 99% of observers will observe a red light given H1, and 99% of observers will observe a green light given H2. To give a full probability model, we need values for the priors concerning which observer I am. We can do this using Elga’s Restricted Principle of Indifference (2004).
P(r|H1) = 0.99

P(r|H2) = 0.01

P(g|H1) = 0.01

P(g|H2) = 0.99 

Now we get the desired result that the observation of a red light confirms H1 and the observation of a green light confirms H2.


We aren’t forced to use the Restricted Principle of Indifference here. We might think that we were more likely, a priori, to be an observer who sees a red light. Then observing a red light would give weaker support to H1 than if we used the Restricted Principle of Indifference. And if we were certain in advance that we’d see a red light, then we’d get no support for H1.  But I’m not concerned here with what prior we end up assigning. My point is that unless we update on the self-locating evidence, we get no confirmation at all.

Bostrom’s argument shows that any observational evidence must contain a self-locating component if it is to have any impact on our scientific theories. All observational evidence must be relativized to which individual we are. This is partly a normative claim, telling us which evidence we should use. But it is also partly a descriptive claim about how we are to interpret scientist’s statements. If we are to charitably interpret claims concerning the confirmation of theory by evidence, we must understand the evidence claims to be self-locating statements. 


With self-locating evidence playing a role in science, a systematic study of how they function is required. At present, there is much confusion. This is demonstrated by the fact that for each self-locating variable, there is a simple puzzle over which there is sustained disagreement. I will link these puzzles, and draw general conclusions about how to handle self-locating beliefs. I will start with the puzzle that leads to the most counter-intuitive consequences, and try to show that the argument is correct.   
8. The Doomsday Argument – Who Am I?
The Doomsday argument is a philosophical argument that shifts our degrees of belief about what will happen in the future. It is a case in which a self-locating piece of evidence – which agent you are – has counter-intuitive effects if we conditionalize on it. Namely, it confirms the hypotheses on which there will be fewer humans who will ever live. This is unusual and interesting in several respects. Firstly, it is rare for a philosophical argument to have practical consequences. Secondly, it predicts the future. Thirdly, its predictions are very worrying. It predicts the end of life as we know it. Or at least, it predicts that this is more probable than we previously thought. For these reasons, most writers are keen to dismiss the Doomsday Argument. But their arguments are unconvincing. In this chapter I will defend the Doomsday Argument. I will then give a couple of softeners to show it is not as crazy as it might seem. I will argue that the best objection to the Doomsday Argument – the Self-Indication Assumption – is mistaken. Finally, I will suggest a connection between the Doomsday Argument and the new riddle of induction.
8.1 The Argument
The argument I’m interested in is known as the Carter-Leslie Doomsday Argument (Carter 1974, Leslie 1986, 1996)
. We can generate the simplest possible Doomsday-style argument by imagining that there is either a total of one or a total of two people in the universe. (I will later discuss a three-person case.) These hypotheses are mutually exclusive and exhaustive.
H1: There is one person in the universe (Doom Soon)
H2: There are two people in the universe (Doom Late)
Which world is actual is decided by the way a fair coin lands
. Each person created is put in an isolation cubicle, so they do not know if anyone else exists. They are numbered: person 1, and if he exists, person 2. Suppose you find yourself existing in this scenario (which you know about). There are three possible states you might be in.
  
                          Person 1 




Person 2

H1

H2
Figure 14: The Doomsday Argument
The Doomsday argument is concerned with whether the evidence you get when you learn your birth rank confirms H1. Assume that if H2 is true, there is a 50% chance
  you are person 1 (or person 2). Suppose you learn you are person 1. Does this confirm H1? Yes, as an application of Bayes theorem using this self-locating evidence shows:
E = I am person 1

P(H1 | E ) = P(H1) * P(E | H1) / P(E)


   = 1/2 * (1 / 3/4)

   = 2/3

The evidence therefore confirms H1. Intuitively, you are certain to be person 1 given H1, but there is only a 50% chance that you’ll be person 1 given H2. So being person 1 confirms H1. The hypothesis that there are fewer people in the universe has been confirmed. This is the Doomsday argument. 



The evidence ‘I’m person 1’ fits into box 2 of my taxonomy. The hypotheses are H1 and H2, the outcomes are the observers and the property discovered is being person 1. There was no bias towards being person 1 rather than 2, and person 1 exists on both hypotheses, so the evidence belongs in box 2. We see there is a shift to FO, which in this case is Doom Soon.
	
	p is not certain to be instantiated
	p is certain to be instantiated

	Random procedure
	(1) Undetermined
	(2) Few Outcomes (FO) confirmed if n = 1,2

	Persistent procedure
	(3) Many Outcomes (MO) confirmed
	(4) No shift


Table 6: Observation Selection Effects
p is the property of being person 1
What about cases where there are more than two outcomes? Recall that what matters is the proportion of outcomes with property p. The hypothesis with the higher proportion of p gets confirmed. The neat feature of birth rank is that the hypothesis with the smaller number of people always results in a greater proportion of the population having any particular birth rank
. This is because at most one person can have any given birth rank. Representing p as the property of being a grey box, we can see that if only one box can be grey, the proportion of grey falls as the number of boxes rises.
Many

Few



Figure 15: Diminishing proportion of p


Let’s now apply the argument to the real world. Instead of the hypotheses being that there are 1 or 2 people in the universe, let the hypotheses be that there are 200 billion or 200 trillion humans. These are the two hypotheses about the long-term prospects for mankind. If there are 200 trillion people (Doom Late), then humans will thrive for centuries to come. If there are only 200 billion people (Doom Soon), then the human race will end before very long. Suppose you start off 95% sure that there will be 200 trillion humans. Then you find the new evidence that you are approximately the 60 billionth human to be born. This evidence is much more likely to be found given a relatively small number than large number. Updating as above, we end up 98% sure that there will be only 200 billion humans. We should suddenly believe that mankind’s prospects of long-term survival are dim.

Various objections to the Doomsday Argument have been given (several are raised in Korb and Oliver 1999a and 1999b, and Greenberg 1999) most of them unconvincing (see Bostrom 2002a
). To clarify the argument, it will help to mention a couple of objections that misfire. 

One important assumption that went into the equations above can be challenged. We required a value for P(E | H2) in order to get a value for P(E). I assumed that P(E | H2) = 1/2, based on Elga’s Restricted Principle of Indifference, defended in chapter 4. But is this assumption necessary for the argument? No. So the question is: what values of P(E | H2) result in confirmation for H1?
E confirms H1 iff 

P(H1 | E) > P(H1) 

iff P(E | H1) > P(E | H2)


iff 1 > P(E | H2)

We need P(E | H2) to be less than 1 in order for H1 to be confirmed. So all we need is for there to be some probability, however small, that E will be false given H2. That is, there needs to be some possibility that you are person 2 if there are two people. This is a very weak requirement. In fact it follows if we accept that probabilities are strictly coherent (Shimony 1955) and do not take extreme values of 1 or 0. Applied to the real world case, the Doomsday Argument requires that our prior probability for having a birth rank higher than our actual birth rank is greater than 0. This is a very reasonable prior. However, another objection might arise from misunderstanding the claim.

These values are all subjective probabilities. When I say that there needs to be some possibility that you are person 2, I mean that the subjective prior you assign to being person 1 given that there are two people is greater than 0. There are no claims about de re possibility, such as whether one agent could have been a different agent (as Eckhardt 1992, 1993 implies). These issues will come up again in chapter 10 on the fine-tuning argument.


One other objection that misses the mark is that our birth rank is old evidence (see Glymour 1980). The problem of old evidence is that if E is known, P(H|E) = P(H), so E cannot confirm H. It is tempting to think that we already know our birth rank, so we cannot use it to confirm anything. Old evidence is a big problem for Bayesians, but nobody thinks that this means old evidence cannot confirm hypotheses. The old evidence is not a problem for the evidence (which we all agree must confirm hypotheses), it is a problem for Bayesianism (which has no agreed method for showing how). Even if the problem of old evidence is intractable for the Bayesian, that doesn’t mean that old evidence can’t confirm anything. It means that Bayesianism cannot be a complete theory of confirmation. But this is no objection to the Doomsday Argument, any more than it is an objection to the argument that the known perihelion of Mercury confirms the theory of relativity. We cannot be expected to do everything at once. It is not incumbent on the Doomsayer to solve the problem of old evidence. They can use whatever the best solution turns out to be. 

It is puzzling that such weak assumptions could result in an argument as counter-intuitive as the Doomsday Argument. Nevertheless, they do. In an attempt to make the Doomsday Argument more palatable, I will give a couple of softeners that will help explain what the argument does and doesn’t say. The second softener will lead us to the  more realistic three-person Doomsday Argument, in which interesting subtleties arise.
8.2 Softener 1: Inadmissible Evidence
We may worry that it is simply impossible that learning your birth rank can tell you anything about the future. It seems like something must have gone wrong. We need a way of making sense of how learning something about the present (your birth rank) can give you information about the future.


This challenge can be answered. We saw in chapter 6 that Sleeping Beauty gets information about the future. More precisely, she gets inadmissible information that allows her to shift her credences from the objective chances. She gets information about the future because the evidence space contained evidence about the future. Recall that the evidence space was 

{Today is Monday, Today is Tuesday}

This evidence is spread out over time. This allows evidence to be informative about what might happen in the future.  


The same applies in the Doomsday Argument. In the version with either 200 billion or 200 trillion people, the evidence space is

{I am person 1, I am person 2…..I am person 200 trillion}

Again, the evidence is spread out over time, so the evidence is informative about the future. It is inadmissible, and allows our credences to diverge from the objective chances
. This is very unusual evidence; but it is evidence nonetheless, and it gives us information about the future.
8.3 Softener 2: No A priori Shift

The second softener is that the Doomsday Argument looks like it gives us an a priori shift towards hypotheses with smaller numbers of observers, such that we are bound to end up expecting there to be fewer people than we thought before. It does not. It turns out we have to be very careful how we set up the hypothesis space if we want to get a Doomsday shift.


The subtlety is that we must set up the hypotheses without reference to our birth rank. We cannot ask how long mankind will survive after us and get a Doomsday shift; we must ask how long mankind will survive in total. This softens the blow, because it means that our expectation of how long mankind will last in total may well go up, rather than down. To see how this can happen, recall the simple version of the Doomsday Argument in which there are either one or two people in total. Imagine we learnt we were person number 2. Then our expectation of the total number of people that ever live goes up. We are now sure that there will be 2 people, as opposed to wondering if there will only be 1. The expected total population rises from 1.5 (i.e. 1/2*1 + 1/2 * 2) to 2. Rather than the Doomsday Argument decreasing the total number of people that ever live, it increases it. It all depends on how our birth rank compares with how optimistic we were in the first place concerning mankind’s future.

But aren’t we still guaranteed to lower our estimate of the number of people we expect to exist after us? No. Our prior expectation of the number of people who will exist after us is the weighted average of the number of people after us if we are person 1, and  the number of people after us if we are person 2:  

3/4 * 1 + 1/4 * 0 = 3/4 
If we find we are person 1, this expectation rises to 1, and if we are person 2, it falls to 0. So we cannot predict a priori whether the expectation will go up or down.

However, there is an argument in the vicinity of the Doomsday Argument which is easily confused with it, and which appears to give an a priori shift. I call this the Moving Goalposts Doomsday Argument (MGDA)
. I will explain the MGDA, then show that it gives us no shift at all.

Let your birth rank be the number k. Suppose we are interested in the following mutually exclusive and exhaustive hypotheses: 
H1 = There will be k+1 people total in the universe
H2 = There will be k+2 people total in the universe
The hypotheses are obtained by adding a number to the birth rank, which ensures the birth rank is always smaller than the populations considered. If we increase the birth rank, we also increase the size of the total populations we consider. The effect is like a carrot dangling in front of a donkey, just out of reach. As the donkey moves forward, so does the carrot. As the birth rank goes up, so do the populations we consider.

A fallacious argument runs as follows:
Moving Goalposts Doomsday Argument 
Suppose you will discover in the future what your birth rank is (though you do not know it now). Let this number be k. Let the variable representing your birth rank be r. Then when you learn your birth rank you will update on the information that r = k.
H1 is confirmed iff
P(H1 | r = k) > P(H1) iff

P(r = k | H1) > P(r = k | H2)
Assume the Restricted Principle of Indifference. Then 
P(r = k | H1) = 1/r+1 and 
P(r = k | H2) = 1/r+2. 
It follows that H1 is guaranteed to be confirmed by your birth rank, whatever it might be.
This would give us an a priori shift towards small populations. This would be implausible; a mistake has been made.



The mistake is the assumption that P(r = k | H2) = 1/r+2. (P(r = k | H1) = 1/r+1) is similarly mistaken.) P(r = k | H2) would equal 1/r+2 if there were an equal chance of being any member of the population of H2. But there isn’t. There is no chance of you being the last member of the population (the one with the highest birth rank). The number of people in H2 is fixed by adding 2 to your birth rank. Given H2, if you are the 8th person, there will be 10 people. If you are the 10th person, there will be 12 people. And so on. The last two places are out of reach, just like the carrot out of reach of the donkey. This means that you do have some knowledge of your birth rank. You know you are not one of the last two people. If, instead, H1 is true, you know you are not the last person. And this leaves the same number of people you could be, given either H1 or H2. The disparity in the likelihoods of P(r=k  | H1) and P(r=k  | H2) disappears.

There might be an objection as follows:

“We need to distinguish between choosing the hypotheses and doing the Bayesian calculation on the new evidence. Perhaps we can choose H1 and H2 to be more than r, while from ‘the point of view of the equation’, r remains new evidence. After all, when we choose H1 and H2, all we are doing is picking which hypotheses we want to consider. Why can’t we choose which hypotheses we want to look at with tacit knowledge of the evidence, and then update the probabilities of the hypotheses with explicit knowledge of the evidence? 

A simplified historical example may make this point clearer. Say we know that Mercury slightly deviates from the Newtonian orbit. When we consider this evidence, it leads us to consider the theory of relativity. In picking which hypothesis we are considering (relativity), its probability has not changed. It still has the prior probability it had before. The only difference is that we are now considering this theory - it has been brought to mind by the evidence when previously it may have been ignored. At this point we can test the confirming power of the evidence against the rival theories. To do this, we treat the observations of Mercury as new evidence. Of course, we already know this evidence –  we have used it to pick out the theory of relativity for consideration – but when it comes to confirmation, we can treat it as if it were new evidence.” 

There is some merit in the above argument, but we must be very careful when applying it. We all agree that the prior probability of the hypotheses cannot be altered by the evidence before we conditionalize. As long as this principle is stuck to, there is no problem. But when considering total populations above, this principle is not stuck to. To demonstrate the point, we need a case where there are three hypotheses:

H1 = There is 1 person
H2 = There are 2 people
H3 = There are 3 people
E2 = I am person 2

The suggestion is that we eliminate H1 at the very beginning, before we start to evaluate the impact of E2. H1 will not even be considered in the calculations because we already know it is false and so we are not interested in it. There would be no problem with this as long as the probabilities of H2 and H3 are not affected. But they are. When H1 is eliminated, H2 and H3 must gain the extra probability that H1 has lost. Only then do we conditionalize on the ‘new’ evidence that our birth rank is 2. This then increases the probability of H2 even further (the Doomsday Argument). So H2 has benefited twice from one piece of evidence. There is cheating going on here. The mistake is to ignore the hypotheses where the total population is less than our birth rank, and then have all the remaining hypotheses add up to 100%.

So when we are setting up the Doomsday Argument, we must select hypotheses and their prior probabilities without any regard for our birth rank. It is very easy to slip into not doing this. After all, in practice we already know our birth rank. We are only interested in discovering how many more people there will be. Given that you are about the 60 billionth human to be born, you already know that there will not be a total of 40 billion people. So it may seem reasonable to ignore the ‘40 billion’ hypothesis and consider only totals that have not already been ruled out. In fact this is what Bostrom seems to do. In cases where he explains the Doomsday Argument, he only considers two hypotheses, both of which are bigger than our birth rank. And he seems to explicitly endorse choosing hypotheses with total populations greater or equal to our birth rank.

‘Consider two hypotheses Hn and Hm. We can assume that r(I) 
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 min(n,m). (If not, the example simplifies to the trivial case where one of the hypotheses is conclusively refuted…)’ (Bostrom 2002a p.123)
Bostrom is right that this simplifies to a trivial case if our birth rank is greater than n or m. But we must allow for this possibility in order to get a Doomsday shift at all. 
8.4 The Three Person Doomsday Argument
As often in probability theory, cases with three or more hypotheses are significantly more complicated than two-hypothesis cases. As the real life Doomsday Argument has billions of hypotheses, it is worth discussing the three-hypothesis Doomsday Argument. In the case above, there are three hypotheses, H1, H2 and H3. What happens if you discover you are person 2? First, the hypothesis that there is only 1 person, H1, gets eliminated. Then we must redistribute the probability. The Doomsday shift comes from the fact that the probability is not redistributed evenly between H2 and H3. We get a Doomsday shift if H2 is confirmed more than H3. 
  What conditions are required for this to happen? 


The complication is that we are now asking about degrees of confirmation. Is H2 confirmed to a greater degree than H3? This introduces a quantitative question. There are different ways to measure degree of confirmation, and they often disagree (see Fitelson 1999). Let’s first assume the r-measure of confirmation (Milne 1996):

r measure Degree of confirmation of H by E = P(H | E) / P(H)

An advantage of this measure, both practical and theoretical, is that the degree of confirmation is independent of priors. On this measure, a sufficient condition for H2 being confirmed more than H3 is:

P(E2 | H2) > P(E2 | H3)

Is this condition satisfied by rational agents? Very plausibly, yes. Certainly if we accept the Restricted Principle of Indifference, P(E2 | H2) = 1/2 > P(E2 | H3) = 1/3. But we don’t need an assumption this strong for the Doomsday Argument to go through. All we need is that the likelihood of having a given birth rank falls as the population goes up:
(L) If k 
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 m < n, then P(Ek | Hm) > P(Ek | Hn)
This is much weaker and more plausible than a principle of indifference. I think it is very difficult to deny that someone who accepts this inequality is rational. It is plausible that someone who rejects this inequality is being irrational, but I don’t know how to defend this claim. 

Figure 16 shows what happens. When you learn you are person 2, H1 is eliminated. The probability H1 had must be re-distributed between H2 and H3. As long as H2 gets a bigger boost than H3, we get a Doomsday shift. If we accept measure r and constraint L, the Doomsday shift follows. Figure 16 shows in general how the Doomsday Argument works.





  Smaller







  Bigger
Figure 16: The Three-Person Doomsday Argument
What happens if we drop the assumption that the degree of confirmation is r? Then the degree of confirmation depends on the prior probabilities of the hypotheses. So whether H2 is confirmed more than H3 depends on how probable H2 and H3 were in the first place. I will not go into the details here. Such cases are discussed thoroughly, with examples structurally identical to the three person Doomsday Argument, in Fitelson (2005).  

My point has been to soften the blow of, and clarify, the Doomsday Argument. We do not get an a priori shift towards hypotheses with smaller totals. We do not get a guaranteed shift towards smaller totals at all. If we are initially pessimistic and we turn out to have a high birth rank, our expectation of the total number of people may well go up. When a Doomsday shift does occur, it is because, of all the possible population totals remaining, the smaller totals get the biggest gain in probability. 
8.5 The Self-Indication Assumption
The best response to the Doomsday Argument is the Self-Indication Assumption. This is endorsed by Dieks (1992), Kopf et al. (1994), Olum (2002), and the most explicit presentation is by Bartha and Hitchcock (1999). The idea is that the more people there are, the greater the probability that you exist. Thus the evidence that you exist gives a shift in favour of hypotheses with large populations. This shift perfectly cancels out the shift from the Doomsday Argument. Let j be the number of observers and let c be a normalization constant:
The Self-Indication Assumption (SIA)  PI exist(Hj) = P(Hj | I exist) = jP(Hj)c
Intuitively, the more slots there are for existence, the greater the probability that you will find yourself in one of them. This position is very intuitive. Surely the more people that exist, the greater the probability that I exist. Even better, the Doomsday Argument now has a perfect antidote. Before conditionalizing on our birth rank, we must first conditionalize on the fact that we exist
. This increases the probability of each hypothesis in proportion to the size of the population. The Doomsday Argument decreases the probability of each hypothesis in proportion to the size of the population. Once we update on both pieces of evidence, we end up with the same credences we started with. But I think SIA is mistaken. 


First, we should consider a thought experiment due to Bostrom:
The Presumptuous Philosopher Scientists have narrowed down attempts to find a grand unified theory to two. H1 says there will be 200 billion people who ever live. H2 says there will be 200 trillion people who ever live. The scientists are about to perform an experiment that will settle the matter one way or the other. But the Presumptuous Philosopher arrives and says “There’s no need to do the experiment”. He then explains the Self-Indication Assumption and concludes that H2 is overwhelmingly likely to be true. 
This situation arises because the Self-Indication Assumption gives us an a priori shift towards hypotheses where there are many observers. Thus it can be applied even if birth rank is not known, as is intended to be the case in the Presumptuous Philosopher (though this is not made explicit by Bostrom). This is why I took care to show that the Doomsday Argument could only be applied a posteriori.

The Presumptuous Philosopher is a particularly worrying consequence for the proponent of the Self-Indication Assumption because we appear to be in exactly the position of the thought experiment in real life. Everett interpretations of quantum mechanics (discussed in part 3) say that every time a measurement is made, the universe branches. So the number of agents in an Everett world is many orders of magnitude greater than the number of observers in a non-Everett world. If the Self-Indication Assumption is correct, we should be almost certain that the Everett interpretation is correct, even if there is no evidence for it. But surely this is implausible.


The same argument can be applied to Sleeping Beauty. Suppose that there are no observers other than Beauty in the universe. Then there are twice as many slots for Beauty to find herself awake in if Tails lands than if Heads lands. So according to the Self-Indication Assumption, Beauty should think that Tails is more likely on waking. This could be taken as an argument for being a thirder. The Self-Indication Assumption supports the thirder position. But this is surely a pyrrhic victory. Thirders would be wise to avoid appealing to the Self-Indication Assumption.   

But it is not clear that they can. If you are a thirder in Sleeping Beauty, it does look like you are committed to the Self-Indication Assumption, as you seem to have an a priori bias towards hypotheses with larger numbers of observers. Thirders who reject the Self-Indication Assumption must find a disanalogy between Sleeping Beauty and the cases in which they don’t want an a priori bias towards hypotheses with lots of observers. Dorr (ms), a thirder, is aware of this problem: 
My view is that the answer 1/3 [in Sleeping Beauty] is exactly correct only when the expected value of the total quantity of conscious, minimally rational life in the universe is independent of the coin toss. In ordinary cases the effect of this factor is negligible: but in the limiting case where Beauty knows that she is the only rational being in the universe, and that her conscious life will be twice as long if the coin lands Tails, her credence in Heads when she wakes up should be 1/2. Generating the thirder result even in cases like this would, as Bostrom (2002a) points out [with the Presumptuous Philosopher], require an implausible skewing of prior credences in favour of more populous worlds.
But this is ad hoc, and no defence is offered. Why should the total amount of conscious life in the universe make any difference to what Beauty ought to believe about the coin toss?
The Flaw in the Self-Indication Assumption
We have seen that the Self-Indication Assumption has implausible consequences, and avoiding these consequences is a challenge for thirders. But can we diagnose exactly what the flaw is in the Self-Indication Assumption? I think we can. Let’s fill out the argument as follows (following Bartha and Hitchcock). Let M be the pool of possible people, j the number of actual people, E the evidence ‘I exist’. Assume P(E) = j / M.  The greater the ratio j / M, the greater the probability that you will exist. So the evidence that you exist favours the hypotheses where j / M is large. Assuming M is independent of your existence, these are the hypotheses where j is large. So the hypotheses where there are a large number of observers are favoured by your existence.

Such reasoning is enormously slippery. We are supposed to assume that there is a fixed number of possible people, M. One is reminded of Quine’s (1961) scepticism on such matters:
Take, for instance, the possible fat man in that doorway; and, again, the possible bald man in that doorway? Are they the same possible man, or two possible men? How do we decide? How many possible men are there in that doorway?....[and so on for several more lines] (p. 4) 

Yet we should remember that we are talking about subjective probability, and, therefore, subjective (epistemic) possibility. Quine’s questions don’t look so stupefying if we interpret them as questions about how we divide up the possibilities, rather than objective facts about modality. And once we make this move from objective to subjective modality, the flaw with the Self-Indication Assumption becomes apparent.


M is our estimate of the total number of possible people. And our estimate of the total number of possible people is not independent of our own possible existence. Surely if you learn that you are a possible person, you should increase the number of possible people you expect there to be. The more possible people there are, the greater the chance that you will be a possible person. It seems to me that you are more likely to be a possible person if M is large than if M is small. So the evidence that you are a possible person increases the expected value of M. 


The evidence that you actually exist increases the expectation of j, and the evidence that you possibly exist increases the expectation of M by the same amount. Thus the expectation of j / M remains the same after both these pieces of evidence are learnt, and the probability of you existing becomes independent of j. 

The original support for a large population came from your existence being correlated with a high value for j / M. Keeping M constant, this amounts to a correlation between your existing, and a high value for j, the total population. But your possible existence is correlated with a high value for M. When you update on both your actual and possible existence, j / M goes back to its previous value, and we get no net shift.

I expect you are finding this argument hard to swallow. That’s fine with me. I wouldn’t touch it with a barge pole. My point is that if we can update on our existence, why can’t we update on our possible existence? The move I’m making is analogous to that of the Self-Indication Assumption. When the Doomsayer says 


‘My birth rank confirms that there will be a small population’, the SIA proponent replies, 


‘No, you’ve forgotten to update on the fact that you exist’.

 I now reply, 


‘You in turn have forgotten to update on the fact that you possibly exist. If our presence as an actual person counts as evidence, why shouldn’t our presence as a possible person count as evidence?’

One possible response is,


‘Nonsense. Of course I am a possible person. I already knew that. That is a priori / trivial / tautologous, so it can’t affect any hypotheses.’

But this won’t do. I respond,


‘So is the information that you actually exist. That is just as a priori / trivial / tautologous.’
The problem with the Self-Indication Assumption is that it makes the mistake it accuses others of doing. It fails to update on relevant information. If we can update on being a person, why not also update on being a possible person? We may not be able to stop there, either. Modal logicians embed modalities. So they may ask whether I am a possible possible person. The mind boggles. I recommend we avoid going down this road in the first place.
8.6 Doomsday and Grue

There is a striking and unexpected parallel between the Moving Goalposts Doomsday Argument and Goodman’s new riddle of induction (1955). In both cases, evidence that looked like it might favour one hypothesis over another turns out not to. Finding your birth rank doesn’t favour H1 over H2, and finding a green emerald doesn’t favour that all emeralds are green rather than grue (to be explained). In both cases, the lack of confirmation is due to the trickery that has gone into setting up the hypotheses, and it is similar trickery in both cases.

With the MGDA, the hypotheses are cleverly chosen so that neither can be refuted. The total populations are greater than our birth rank. So we know that our birth 
rank is less than x, where x is the population according to the hypothesis with the smallest number of people. Therefore the probability of having a particular birth rank is the same given either hypothesis. Figure 17 shows how the evidence (birth rank) is taken from the time before the hypotheses diverge; it can have no impact on their relative probabilities.





Figure 17: Evidence in MGDA
The same structure occurs in Goodman’s new riddle of induction. He introduces the predicate ‘grue’, defined as applying to objects that are green if first observed before time t, the present, and blue otherwise. Consider two mutually exclusive and exhaustive hypotheses: 
GREEN: All emeralds are green

GRUE: All emeralds are grue.

The evidence is our having observed only green emeralds up until now, t. As the emeralds were all observed before t, they are also all grue. So our evidence can be expressed as ‘all observed emeralds are green’ or as ‘all observed emeralds are grue’. Goodman’s challenge is that if our evidence confirms GREEN then it also appears to confirm GRUE. That is, if our evidence ‘all observed emeralds are green’ confirms GREEN then, equally, our evidence ‘all observed emeralds are grue’ should confirm GRUE. But GRUE says that the next emerald we observe will be blue. And surely that is not confirmed by our evidence.

GRUE
GREEN


Figure 18: Evidence in Grue case

Just as in the Doomsday case, the evidence can have no impact on the relative probabilities of GREEN and GRUE. They may have different priors, which might be the only way to avoid scepticism, but the effect of the evidence will be the same. Both hypotheses make the same predictions about how the world is before t. They differ only after t. If the evidence is taken from before t, it can tell us nothing about the relative merits of GREEN and GRUE, and this is exactly what happens in Goodman’s case. 

This helps us see what can break the deadlock. What kind of evidence could have a different evidential impact on GREEN than it does on GRUE? Only evidence from further ahead in time than t, for GREEN and GRUE agree about what happens before t. So no evidence from before t could possibly separate them. Such evidence will always be assigned the same prior by both hypotheses.


This gives us a formula for constructing grue-type cases. Suppose someone came up with a rule that appears to justify induction. The rule tells us why, and under what circumstances, we should infer that the future will be like the past. We can construct a grue-type case of two hypotheses which are equally well confirmed by the evidence by generating two hypotheses that are in exact agreement about how the world looks at the time the evidence is collected (i.e. they assign it the same likelihood) but disagree about the future. The rule that justifies induction would have to block all such hypotheses.

Normal World

Crazy World

Figure 19: Scepticism

And this takes us right back to the old problem of induction, which asks how we can predict anything about the future from the past. The past is compatible with any number of radically different futures, all of which assign the same probability to our having observed the past evidence that we have: 1
9. Sleeping Beauty – When Am I?
We have already discussed Sleeping Beauty in chapter 6. There, I defended the halfer position – the position that on waking up, Sleeping Beauty’s degree of belief in Heads should remain at 1/2. But there is a further question I didn’t go into – what should Sleeping Beauty believe if she is told that today is Monday? I think we should conditionalize as normal. It turns out that learning it’s Monday confirms Heads. But two authors, Chris Meacham (forthcoming) and Nick Bostrom (forthcoming) disagree. They claim that the rules change when we learn self-locating evidence. In this chapter I will argue that their positions are untenable. It is only when the self-locating variable is time that conditionalization is explicitly attacked, so this chapter forms the argumentative core of part 2.

Meacham and Bostrom both endorse a hybrid position in Sleeping Beauty. They think that when Beauty wakes up, her degree of belief in Heads should stay at 1/2. But they claim that when she learns that it is Monday, her degree of belief in Heads should still stay at 1/2. This is a hybrid position because it takes bits from halfers and thirders. They think that her credence in Heads on being woken should be 1/2, just like halfers, but they think that her credence in Heads on learning it’s Monday should also be 1/2, just like thirders.


Why should we embrace such a position? Well there are certainly benefits. Most of the embarrassing positions of the 1/2 and 1/3 views are avoided. The most embarrassing feature of the 1/3 view is the a priori bias towards possible worlds with large numbers of observer moments (the Presumptuous Philosopher). The most embarrassing feature of the 1/2 view is that one’s credence in the future flip of a fair coin may be other than 1/2, violating the Principal Principle (Lewis 1980). By stubbornly sticking with a 1/2 credence in Heads, the hybrid view avoids both these embarrassments. But I will argue that the hybrid position turns out to be much worse.


The main problem with the view is that it violates the rule of conditionalization:

Conditionalization Suppose an agent has prior probabilities P0(Hi) at t0. If the agent learns E and nothing else between t0 and t1, then her t1 probabilities for any sentence S should be P0(Hi|E), where P(E) > 0.
The conditional probability of (Heads | Monday) comes from the definition of conditional probability, whereby
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I will argue that when Beauty learns it’s Monday, her credence in Heads should be 2/3, as conditionalization says. The hybrid view agrees that P(Heads | Monday) = 2/3, but claims that if it is actually learnt that it is Monday, PMonday(Heads) = 1/2. Thus, the hybrid view  appears to reject conditionalization as applied to learning the self-locating evidence ‘It is Monday’.

Conditionalization is one of the canons of Bayesian reasoning. This doesn’t mean it is above suspicion, and some dispute it, even for non-self-locating cases. But strong arguments have been made in its favour, foremost among them the Lewis-Teller (1973) diachronic Dutch book argument. I will show how a Dutch book can be made against an agent who accepts the hybrid view, then I defend the validity of diachronic Dutch books. I will then discuss the specific arguments of Meacham and Bostrom. But first, I will explain how I think the case should be handled, and show how the selection effect can affect the inference.
9.1 The Observation Selection Effect for ‘It is Monday’
Recall our two procedures:

Random: An outcome is picked at random from the actual outcomes. There is no bias in the selection procedure.

Persistence: If an outcome with a particular property exists, the observer is told about that outcome. (If it doesn’t exist, an outcome is picked at random.)

The outcomes are the days when Beauty is awake. The relevant property is the property of being a Monday
. When Sleeping Beauty finds out what day it is, how is this outcome selected for observation? My answer will be that the procedure is random. Let’s go through the two possibilities.
Persistent Procedure

Suppose ‘It is Monday’
 is discovered with a persistent procedure. That is, if a Monday awakening occurs, then it is discovered with probability 1. So P(‘It is Monday’) = 1. If so, learning it’s Monday doesn’t confirm anything. (The quotation marks represent that the evidence is learning that it is Monday, rather than it merely being Monday.)
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Figure 20: Learning it’s Monday with a Persistent Procedure

Random Procedure
Suppose ‘it is Monday’ is discovered with a random procedure. If Heads lands, then ‘It is Monday’ is discovered with certainty, as in the previous case. But if Tails lands, there is a 50% chance that ‘It is Monday’ will be discovered. If so, learning it’s Monday confirms Heads.
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Figure 21: Learning it’s Monday with a Random Procedure
So which procedure best models Beauty’s epistemic situation? As the procedures only differ if Tails, we can ask the question as: if Tails lands and Beauty finds herself awake, should she think that the current awakening is more likely to be Monday than Tuesday? It seems clear that she should not. There is no bias ensuring she is more likely to be woken on a Monday than a Tuesday. In fact, she knows she will be woken on both days, so there cannot be any such bias
. So learning that it’s Monday confirms Heads. (There is more to be said here in defence of this position. I discuss the issues in more detail in chapter 13, section ‘Self-locating Procedures’.) We can see that the evidence, found by a random procedure and certain to be instantiated, fits into box 2 of my taxonomy. FO (Heads) is confirmed.
	
	p is not certain to be instantiated
	p is certain to be instantiated

	Random procedure
	(1) Undetermined
	(2) Few Outcomes (FO) confirmed if n = 1,2

	Persistent procedure
	(3) Many Outcomes (MO) confirmed
	(4) No shift


Table 7: Observation Selection Effects
p is the property of being Monday
Not paying sufficient attention to the procedure might incline us to think that learning it’s Monday doesn’t confirm Heads (4). This would be a mistake. Having now given my view and diagnosed a possible source of confusion, I will spend the rest of this chapter attacking the hybrid view, which says that learning it’s Monday does not confirm Heads. 
9.2 The Dutch Book Argument Against the Hybrid View

A Dutch book is a series of bets that the agent accepts as fair, but which guarantee the agent a loss. A hybrid agent, who assigns P(Heads) = 1/2 on waking, and continues to assign P(Heads) = 1/2 on learning it’s Monday, is susceptible to a Dutch book. For susceptibility to a Dutch book to be a sign of irrationality, the agent must not be at an unfair disadvantage compared to the bookie. We saw in chapter 6 that several conditions have to be satisfied in order for a Dutch book to be an indication of irrationality, and indeed, we discovered a new one. We have to make sure that none of these apply in this case. We can do this by subjecting the bookie to exactly the same series of druggings and awakenings as Beauty, just as Hitchcock (2004) suggests for his Dutch book. Even with this, and all other conditions in place, a Dutch book can be constructed against a hybrid Beauty, as follows.

The first bet is offered when Beauty and the bookie have been woken in the experiment, but before they have been told what day it is. The bookie offers Beauty a bet on whether today is Monday. The probability assigned to it being Monday doesn’t make any difference to the argument, so let’s say that Beauty assigns a credence of 3/4 to it being Monday. The bookie offers her a bet that will win £1 if it is Monday, and loses £1 if it isn’t. (She pays £1 for the bet and collects £2 if she wins). As she thinks it is probably Monday, she happily takes the bet.


The second bet is a conditional bet. It is only valid if it is Monday, otherwise it is null and void. (Notice that if it isn’t Monday, the bookie will win the first bet, make his profit and no more work will be needed.) The bookie offers Beauty a bet, conditional on it being Monday, that wins her £18 if the coin lands Heads and loses her £24 if the coin lands Tails. Recall Beauty’s conditional probability is P(Heads | Monday) = 2/3. So she will accept the bet as fair.


Finally, the bookie waits to see whether today really is Monday. If it isn’t, he wins the first bet and goes home with a profit. If it is Monday, he offers a third bet that wins £21 if Tails and loses £21 if Heads. Beauty will accept this bet as fair because she is sticking with her 1/2 credence in Heads. Beauty now loses whatever happens.


If it isn’t Monday, only the first bet is made. This bet is won by the bookie, giving Beauty a net loss of £1.


Suppose the coin landed Heads. Then the Beauty wins £18 on the second bet and loses £21 on the third. She won £1 on the first bet, giving her a net loss of £2.


Suppose the coin landed Tails. Then Beauty loses £24 on the second bet and wins £21 on the third. She won £1 on the first bet, giving her a net loss of £2.   
	
	Monday and Heads
	Monday and Tails
	Tuesday (either Heads or Tails)

	Bet 1 (on it being Monday)
	1
	1
	-1

	Bet 2 (on Heads given Monday)
	18
	-24
	0

	Bet 3 (on Tails after learning it’s Monday)
	-21
	21
	0

	Net
	-2
	-2
	-1


Table 8: Hybrid  Beauty’s Losses
Any hybrid Beauty is guaranteed a loss. Notice that the flaw we found with Hitchcock’s Dutch book argument doesn’t apply here. There is no correlation between the size or existence of bets and the outcome of those bets. The loss is guaranteed on each continuous awakening, with no sleeping or loss of memory getting in the way. Beauty loses money on Monday and also loses money on Tuesday.  I think this is a strong argument against a hybrid position. But diachronic Dutch books do not tend to be given much weight in the literature, for reasons that I find puzzling. So I will digress for a moment to criticize two arguments against diachronic Dutch books.


The most frequently voiced complaint about Dutch books is that they are mere pragmatic arguments that are concerned with whether an agent loses money. Why should losing money affect what we ought to believe? Does the argument imply that if there are no bookies around, there are no such constraints on our beliefs? No. The force of a Dutch book argument comes from a dramatic representation of an ‘internal inconsistency’ (Armendt (1980)). But the issue I want to focus on is whether diachronic Dutch books are weaker than synchronic Dutch books. Synchronic books are those where the bets are all made at the same time. Diachronic books are those where the bets are made at different times. I will argue that diachronic Dutch books are no weaker than synchronic Dutch books.
9.3 Christensen Against Diachronic Dutch Books
Christensen (1991) thinks that being susceptible to a diachronic Dutch book is not a sign of irrationality. He presents a set of considerations designed to show that we shouldn’t worry about diachronic Dutch books. His strategy is to examine some of the cases in which Dutch books can be made, show that they are not a sign of irrationality, and argue that the same applies to the cases in which they are supposed to be symptoms of irrationality. I will argue there is an important disanalogy between the different cases. 

One example is a husband and wife who have a difference of opinion about some matter. By offering bets to each of them, a bookie can ensure a loss for the couple. This applies generally. Whenever there are two probability functions that differ in any way, an agent can exploit this difference and construct a Dutch book against them. To see how this works, notice that any two people who disagree will be happy to bet against each other. Now imagine that the bookie facilitates the bet and takes a small cut of the winnings for his trouble. He has effectively made two bets that guarantee his gain – the dreaded Dutch book has been made. The question is: is this Dutch book a symptom of irrationality of the people who made the bets? No. There is nothing irrational about a couple disagreeing about some issue, even though it guarantees them a collective loss.

Now consider the same agent at two points in time. If there is any difference between the credences of the agent at the two points in time, then a bookie can construct a Dutch book. The bookie does need to be able to predict how the agent’s beliefs will evolve over time. But supposing he can do this, is there anything irrational about the agent changing his mind about something and opening himself up to a Dutch book too? Surely not. The alternative would be to ensure that one’s beliefs never change, which Christensen calls calcification. Clearly calcification is undesirable, and downright irrational if new evidence is coming in.


The upshot of these considerations is that diachronic Dutch books aren’t a sign of irrationality unless we think the relevant belief functions should cohere. We don’t expect a couple’s belief functions to cohere, so there is nothing wrong with there being a Dutch book against them. Similarly, Christensen claims, there is nothing wrong with someone’s belief function at one time not cohering with their belief function at another time. So there is nothing wrong with there being a diachronic Dutch book against them. The point is supposed to apply generally. As Christensen puts it,
‘Without some independent reason for thinking that an agent’s present beliefs must cohere with her future beliefs, her potential vulnerability to the Dutch strategy provides no support at all for…[conditionalization].’ (p.246)
As there is no reason for an agent’s present beliefs to cohere with her future beliefs, the potential to be subject to a guaranteed betting loss is not a sign of irrationality.


Christensen is right that we must have the expectation of coherence in order for a Dutch book to be worrying. But there has been a slip here in how we understand coherence. If two belief functions only cohere if they are identical, then clearly we don’t expect the belief functions of an agent at two different times to cohere. But this is not the kind of incoherence that is exploited in the Lewis-Teller argument for conditionalization. It is not the mere fact that the agent’s beliefs have changed over time that allows the Dutch book. It is a change in the way the agent evaluates evidence.

At the earlier time, the agent evaluates the effect of E on H with reference to the conditional probability of E given H. Conditional bets on H given E are evaluated based on the conditional probability of H given E. But when E is learnt, the conditional probability is not used to evaluate the effect of E on H. Some rule other than conditionalization (or no rule at all) is used to evaluate the effect of E on H when E is actually learnt. 

It is this kind incoherence that is exploited by the bookie. It is the fact that the evidence is judged to be evidence in one way, then treated as evidence in a different way. From afar, the agent judges that E is made probable by H, perhaps. But when E is learnt, E is not treated as making H more probable. The incoherence comes from the agent’s theory not matching his practice. 


Christensen seems to move from the absurdity of calcification to the position that we shouldn’t expect coherence between an agent’s beliefs at two different times. But this is a non sequitur. Just because we don’t expect an agent to keep his belief function unchanged throughout time
, doesn’t mean that we should demand no coherence between the beliefs at one time and those at another. In particular, we should demand coherence regarding opinions about evidential relations. Thus conditionalization appears to be exactly the kind of coherence that we should expect. 
9.4 Howson Against Diachronic Dutch Books

Howson (1995) approvingly cites Christensen, then gives an argument of his own, which I will quote in full. He claims you can be consistent 
even if you now know what P2(A) will be in the event of E’s being true, and know that it differs from P1(A|E), as the following example, due to Richard Thomason shows. A husband announces ‘if my wife is unfaithful, I shall never know’; – the wife being known to be an expert in deception. The corresponding conditional probability he ascribes to his not knowing that his wife is unfaithful [A], given his wife’s infidelity [E], is presumably 1 or near 1. Yet learning that his wife was unfaithful he could scarcely consistently assign probability close to 1 to not knowing what he has just learnt, contrary to the precedent laid down in [the principle of conditionalization] (ibid. p.9 italics original).
So 


P2(A) = High 

and 


P1(A|E) = Low, 
yet this man is not irrational in any way. The implication is that as a Dutch book can be made against this reasonable man, Dutch books are not a symptom of irrationality.

Indeed, he is not irrational in any way, and it turns out a Dutch book cannot be made against him. The diachronic Dutch book strategy was to entice the victim to bet on the conditional probability of H given E at one set of odds and then, if E was learnt, offer a bet on H at a different set of odds. It was assumed that if E was true, then E would be learnt. This assumption is necessary for the Dutch book. If E is true but never learnt, then the final bet never gets made. Which means the supposed victim can win the second bet and make a profit. Recall the bets Hybrid Sleeping Beauty made.

	
	Monday and Heads
	Monday and Tails
	Tuesday (either Heads or Tails)

	Bet 1 (on it being Monday)
	1
	1
	-1

	Bet 2 (on Heads given Monday)
	18
	-24
	0

	Bet 3 (on Tails after learning it’s Monday)
	-21
	21
	0

	Net
	-2
	-2
	-1


Table 9: Hybrid  Beauty’s Losses

It was assumed that if it was Monday, then Beauty will come to learn it is Monday. If we drop this assumption, then bet 3, made after Beauty learns that it’s Monday, never gets made. In which case she loses the first bet, wins the second, and makes a profit of £17.
 


If we replace ‘Monday’ with ‘Unfaithful wife’ and ‘Heads’ with ‘Learning wife is unfaithful’, the attempted Dutch book against the husband has the same structure as Table 9. The husband believes there is a chance that: his wife will cheat but he will never find out. So the equivalent of bet 3 might never be made, and the Dutch book is avoided
.

So if Howson’s argument is aimed at Dutch books, it misses its target. Nevertheless, we may still be worried that we have a violation of conditionalization. After all, don’t we have a case where PE(A) 
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 P(A|E)? (I’m using PE as shorthand for ‘the probability function after E is learnt’; Howson’s P2 is ambiguous between PE and PE and I learn E) No. When a husband learns his wife is unfaithful, he generally learns something else as well – he learns that he learns his wife is unfaithful. But he doesn’t have to. He could have low powers of introspection and literally learn nothing but E. If so, PE(A) = P(A|E). Both will have a very high value, reflecting the husband’s earlier statement that if his wife is unfaithful, he won’t know. Even though the husband has learnt that his wife is unfaithful, he will assign a high probability to (A) ‘I don’t know my wife is unfaithful’. There is nothing inconsistent about this. ‘My wife is unfaithful’ is a statement about his wife. ‘I don’t know my wife is unfaithful’ is a statement about his knowledge. There is no necessary connection between the two. It is possible to have beliefs about your wife but no higher order beliefs about your beliefs.

We are inclined to think that PE(A) 
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 P(A|E) because when we consider the case, we assume the husband does have normal levels of introspective awareness. If so, learning ‘My wife is unfaithful’ is followed very shortly by the belief ‘I know my wife is unfaithful’. But then the husband doesn’t learn ‘E and nothing else’, as conditionalization stipulates. He learns E and ‘I learn that E’ (Stalnaker 1984 also draws this distinction). So 
PE(A) = P(A|E) 
but 
PE and I learn that E(A) 
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 P(A|E). 
We still have 

PE and I learn that E(A) = P(A|E and I learn that E)
which will be virtually 0. So there is again no violation of conditionalization. This distinction between learning E and learning ‘I learn E’ is easy to miss
. It will come up again in the section on Bostrom later in this chapter.
9.5 Meacham – Compartmentalized Conditionalization

Meacham (forthcoming) advocates a new rule of belief update for self-locating beliefs. It is a part of his general theory for how Bayesians should handle self-locating beliefs. I discussed part of his theory in chapter 2 on dynamic beliefs. He lumps together what I have called belief-mutation with his theory for learning self-locating evidence. I think these issues can and should be dealt with separately. In this part I will discuss Meacham’s specific proposal for what we should do when we are in a state of uncertainty and learn a self-locating piece of information
. My rather boring proposal is that we should conditionalize as normal. Meacham has a much more exciting proposal that he calls Compartmentalized Conditionalization.


To understand compartmentalized conditionalization, it will first help to understand how Meacham thinks about conditionalization.
‘On standard conditionalization you…take your prior credences, set the credence in every world incompatible with your evidence to 0, and then normalize your credences in the remaining doxastic worlds; i.e., adjust the values such that they sum to 1, and such that the ratios between them are the same as the ratios between their prior credences.’ (ibid.p.3)
This way of thinking about conditionalization is technically correct, but it can be misleading. An example where it leads us astray is the Monty Hall problem. 


Suppose there is a prize behind one of the three doors in front of you. You tentatively pick door 3, and Monty Hall opens door 1 to show it is empty. Should you stick with door 3 or switch to door 2? The correct answer is that you should switch (vos Savant 1997). Door 2 has a probability of 2/3 of having the prize, compared with 1/3 for door 3. But if we look only at which worlds have been eliminated, we get a different answer. There were three possibilities – the prize is behind door 1, door 2, or door 3. The first possibility is eliminated. And according to Meacham we should now adjust the probabilities of the remaining worlds such that they sum to 1 and such that the ratios between them are the same as the ratios between their prior credences. If we do this, we end up with both remaining doors having a probability of 1/2 of having the prize. What’s gone wrong?

The problem is that we should not always keep the same ratios among the remaining worlds. It might be that the evidence found was more likely to be discovered given one of the remaining worlds than another. This is what happened in the Monty Hall problem. Monty Hall was more likely to open door 1 given that the prize was behind door 2 (100%) than given that the prize was behind door 3 (50%). This asymmetry means that door 3 is favoured.

Meacham’s (misleading) way of thinking about conditionalization is useful because it helps make compartmentalized conditionalization easier to understand. Meacham thinks that when a non-self-locating possibility is eliminated, its probability is redistributed to all the remaining non-self-locating worlds in an equitable manner. But when a self-locating possibility is eliminated, its probability is redistributed among other self-locating possibilities within the same uncentred world.

An example will help. Suppose there are two uncentred worlds corresponding to the possible outcomes of the toss of a fair coin. If the coin lands Tails, there are two places an agent may be. He might be in a black room or he might be in a white room. If the coin lands Heads, he is put in the white room. So there are three centred possibilities. 

  Heads
Tails

Figure 22: White room and black room

What happens when one of these is eliminated? Suppose the agent wakes up and sees she is in a white room. Then the centred world where the coin landed Tails and she is in a black room is eliminated. How is the probability redistributed? On standard conditionalization, they are distributed to the remaining centred worlds. (Specifically, they are redistributed in proportion to the likelihood they give to the evidence.)

  Heads

   Tail

Figure 23: Standard Conditionalization in the black and white rooms
Both the remaining centred possible worlds get a raise in probability because they both make the evidence more likely than it was before the agent observed she was in a white room. The net result is that Heads is confirmed. Some of the probability that used to be in the Tails possibility has moved to the Heads possibility. This is represented by the diagonal arrow. 

Compartmentalized conditionalization gives us a different picture. All the probability remains in the same uncentred world. It stays in the same compartment (uncentred world) it started off in. 


Heads

Tails
Figure 24: Compartmentalized Conditionalization in the black and white rooms

With compartmentalized conditionalization, all the probability from ‘Tails and black room’ goes to ‘Tails and white room’. There is no shift to Heads. So Heads (and Tails) remain with the same probability.


This gets Meacham the desired hybrid answer in Sleeping Beauty. When Beauty learns that today is Monday, it is equivalent to learning that she is in the white room. ‘Tails and Tuesday’ is eliminated in the same way that ‘Tails and black room’ is. Compartmentalized conditionalization ensures that all the probability goes straight across to ‘Tails and Monday’. So the probability of Heads stays at its prior value of 1/2.
Heads

Tails

Figure 25: Compartmentalized conditionalization in Sleeping Beauty

I will now argue that Compartmentalized Conditionalization has unacceptable consequences. 
Against Compartmentalized Conditionalization

Consider a case like Sleeping Beauty but with the following twist. If the coin lands Heads, another coin is flipped to determine whether you will be put in a white room or a black room when you are woken on Monday. If the coin lands Tails, you will be put in a white room on one day and a black room on another. The purpose of this is to make the awakenings distinguishable. Call this ‘Distinguishable Sleeping Beauty’. Nevertheless, the colour of the room is not correlated with the day, so we want to say that Beauty learns nothing concerning Heads or Tails in this case that she didn’t know in the original case. 
But that’s not how things work out for a compartmentalized conditionalizer. When you eliminate one of the Heads worlds, you redistribute the credence into the Tails world. But when you eliminate a Tails world, you redistribute the credence elsewhere within the same Tails world i.e., to other centred worlds within the Tails world. So when Beauty wakes up in Distinguishable Sleeping Beauty, her credence in Heads shifts.

Heads

Tails

Figure 26: Compartmentalized Conditionalization in ‘Distinguishable’ Sleeping Beauty

(The gap between the Heads white room and the Heads black room indicates that they are different uncentred possible worlds. At most one is actual. If Tails lands, the white room and black room are both places the agent will find herself.)

The diagram shows what happens when a compartmentalized conditionalizer wakes up and observes that she is in a white room (a black room would be symmetrical). All the black room possibilities are eliminated. The ‘Heads and black room’ probability goes to ‘Heads and white room’ and to ‘Tails and white room’. But the ‘Tails and black room’ probability stays in the Tails possible world. Such is the nature of compartmentalized conditionalization. This asymmetry means that Tails receives more of the probability than Heads. So learning that she is in a white room confirms that the coin landed Tails. The situation is symmetrical with respect to the colours. If the agent learnt she was in a black room, the direction of the arrows would change but there would still be a net gain for Tails. They would all be pointing at ‘Tails and black room’ instead of ‘Tails and white room’.

This is a very peculiar state of affairs. It means that whatever is observed, Tails is confirmed, but Tails is not confirmed until some observation is made (otherwise we would be thirders). Imagine Beauty keeping her eyes closed after being woken up. She knows that she is about to observe a black room or a white one. And she knows that whichever it is, it will confirm Tails. Nevertheless, Tails doesn’t get confirmed until she opens her eyes and makes an observation. This is surely an untenable position
. Dorr (ms) makes a similar argument and comes to the same conclusion
, 

‘…it seems absurdly irrational for Beauty to have credence 1/2 in Heads when she knows perfectly well that as soon as she opens her eyes, she will acquire evidence that will justify her lowering that credence. In this case, the thought is almost irresistible that there is no need to bother looking, if the result will be the same no matter what one sees.’

9.6 Bostrom’s Hybrid Theory
Nick Bostrom (forthcoming) adopts the same hybrid position as Meacham. He thinks that Beauty should assign a credence of 1/2 to Heads when she wakes up and stick with 1/2 when she learns that today is Monday. But his reasoning is very different. He does not want to alter conditionalization. In fact he simply assumes that accepting traditional Bayesian conditionalization automatically commits us to conditionalizing as normal on self-locating evidence in the way that I defend
. But Bostrom thinks that self-locating evidence can still throw a spanner in the works. He uses what appears to be the same argument to try to undermine the Doomsday Argument. My objections apply to both cases.

Let P be Beauty’s credence function on awakening. Let PMonday be her credence function after discovering it is Monday. Bostrom wants to accept two seemingly incompatible statements:

P(Heads | Monday) = 2/3



constraint p
PMonday (Heads) = 1/2




constraint pMonday

When Beauty wakes up, her credence in Heads is 1/2. And her conditional probability of Heads given Monday is 2/3 (constraint p). But when she actually discovers that it is Monday, Bostrom thinks her new credence in Heads should be 1/2 (constraint pMonday). We appear to have a violation of conditionalization. Bostrom thinks conditionalization is not violated because Beauty has not just learned that today is Monday. She has also learned that she is now at a time when she knows that it is Monday. Let me explain.
Most people think there are just three relevant observer moments:




Monday
Tuesday

Heads:
h1


Tails:

t1

t2

 Bostrom thinks there are 5:




        Monday




Tuesday

Heads:
  h1

  h1m


Tails:

  t1

  t1m

    
  
    t2


h1m and t1m represent the observer moments that have been told it is Monday. (Presumably there is an observer-moment that has been told it’s Tuesday, but that one is irrelevant). On being woken, the conditional probability that the coin landed Heads given it’s Monday is 2/3, 

P(Heads | h1 or t1) = 2/3



constraint p
That is,

P(Heads | Monday) = 2/3



constraint p
But being told it’s Monday does not mean we should conditionalize on its being Monday according to Bostrom. We also have to conditionalize on the centred evidence that Beauty is at a time when she has been told that it’s Monday. She discovers she is at t1m or h1m.

PMonday (Heads | h1m or t1m) = 1/2 


constraint pMonday [corrected]

That is,
PMonday (Heads | I believe it’s Monday) = 1/2 
constraint pMonday [corrected]

Bostrom aims to show that updating by conditionalization is not as simple as we might have thought. When we learn a piece of evidence, we also learn that we have learnt the evidence – we learn a centred piece of evidence about when we are in time. Bostrom argues that this can give a different answer than simple conditionalization. 

But a major worry for Bostrom is that we could apply the same strategy to any evidence we care to name. Indeed, Hájek (forthcoming) has independently suggested a similar argument which he uses to attack the concept of total evidence. It is universally agreed that an agent should conditionalize on his total evidence (Good 1967) – the strongest statement of which he is certain. 
‘Call this long conjunction [that expresses the total evidence] X. Moreover, it seems that you also learned a potentially infinite set of de se propositions: ‘I learned that X’, ‘I learned that I learned that X’ and so on.’ (Hájek p.19)
The problem is far bigger than Hájek gives it credit for. The problem is not specific to Sleeping Beauty or any problems explicitly involving self-locating variables. It is a completely general problem that applies whenever any agent learns anything. The agent always learns that he has learnt the evidence. The self-locating evidence doesn’t wait politely on the side-lines waiting to be invited to play. It rudely intrudes into every inference we might want to make.

This means that Bostrom’s position leads to big problems. He gives us no principles for how we should update on self-locating evidence. Instead he seems to judge each case on its merits and fixes the likelihoods to give the answers he wants. He selects the answers that avoid the counter-intuitive consequences of thought experiments. This has its advantages, but the cost is that we have given up on any principled way of relating past and future belief functions.


So what should we do? There are two problems here that need to be separated. The first is the worry that there are an infinite number of self-locating beliefs. For each attempt to express our total evidence, X, we can always add that we have learnt that X. This worry could be avoided if we are allowed to complete an infinite process and end up with an infinite number of beliefs. Why might we not be allowed an infinite number of beliefs? Perhaps because we have limited processing power or limited time. In which case there will be a maximally complex sentence, X, that we will be able to understand, or learn, in the given time. In which case X will be our total evidence and we can conditionalize on X. The looming regress is avoided because there is no need to complete the regress.

The deeper worry is the self-locating nature of the evidence. How does this change confirmation theory? I have distinguished two ways that we can learn self-locating evidence. We can learn a new self-locating belief while never uncertain about it, just by moving through time. This is the rollercoaster model (part 1). Or we can learn a self-locating belief from a position of uncertainty (part 2). It is unclear which of these Hájek and Bostrom have in mind. So let’s go through both cases. 

First, suppose there is uncertainty (part 2). We know it’s Monday (“it’s Monday”), but we’re uncertain whether we know this (“do I believe it’s Monday?”). Clearly, we are cognitively limited. What happens when you learn that you believe it’s Monday? My answer is that you simply conditionalize on ‘I believe that it’s Monday’. Presumably we have a prior value for this probability:
PMonday (Heads | I believe that it’s Monday) = x

There is nothing more worrisome about this expression than any other. Conditionalization says that if we believe it’s Monday, and then learn that we believe it’s Monday, our degree of belief in Heads should be x. (It may seem strange that we have a built in likelihood for such a possibility, but why shouldn’t we? To deny this raises the thorny problem of new theories and idealization. See Maher 1995.)

Now we can address Bostrom’s worry. He claims that discovering the introspective evidence that you believe it’s Monday shifts your probability in Heads. That is, PMonday(Heads) 
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 PMonday(Heads | I believe that it’s Monday). But why should that be? It would only happen if the outcome of the coin toss was correlated with the degree of introspective awareness we had. That is, the following statement must be true: given that we believe it’s Monday, we are more likely to come to learn that we believe it’s Monday if the coin lands one way rather than the other. But we have no reason to think this the case in the Sleeping Beauty problem, and any claim otherwise would be implausible.

Secondly, suppose the self-locating belief is never uncertain, and is learnt along the lines of the roller-coaster model. This provides a second argument Bostrom and  Hájek could be getting at. Assume, as in part 1, that there is no uncertainty (after the point when we learn it’s Monday). Suppose that at t1 we learn it’s Monday. Then at t2 we learn that we believe it’s Monday. As there is no uncertainty, we knew at t1 that we would learn at t2 that we believe it’s Monday (at t2). Bostrom could be interpreted as suggesting that the t2 credence in Heads should differ from the t1 credence. 

My first objection is that this story appears to be incoherent. If you know, at t1, that you will learn, at t2, that you believe it’s Monday (at t2), then surely at t1 you should believe that you believe it’s Monday. Hence it is impossible to learn this at t2 – you already knew it.  

But even if you don’t agree with me that the story is incoherent, why should your credence in Heads change between t1 and t2? We have been given no positive reason to think it should, and such a shift seems highly implausible. Furthermore, this would be a violation of the Relevance-Limiting Thesis, which I defended in part 1.

Either way, Bostrom’s argument that P(Heads | h1 or t1) 
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 P+(Heads | h1m or t1m) fails. Also, Hájek’s argument against the concept of total evidence becomes unproblematic. Either we are cognitively limited, in which case we update on the most complete statement we have the time or resources to express, or we are cognitively unlimited, in which case we update on an infinite conjunction. No new problems are introduced by self-locating evidence.


I have argued in this chapter that self-locating evidence should be conditionalized on in the same way as non-self-locating evidence. When the self-locating variable is time, we get results that some find strange, and when the self-locating variable is the agent, the results are even stranger. In the next chapter I will discuss a case where the self-locating variable is space (in a slightly extended sense). Again, I will argue that we should conditionalize as normal. But in the next chapter it is not conditionalization itself, but the selection effects of chapter 3 that take centre stage. 
10. Fine-Tuning and the Inverse Gambler’s Fallacy – Where Am I?
The fine-tuning argument can be used to support the existence of a Multiverse. The Inverse Gambler’s Fallacy objection seeks to undercut the support for the Multiverse. The argument is that although the non-self-locating evidence that there is life somewhere confirms the Multiverse hypothesis, the self-locating evidence that there is life in this universe does not confirm the Multiverse hypothesis. I will argue that the Inverse Gambler’s Fallacy is not committed by the fine-tuning argument. The key issue is the procedure by which the universe with life is selected for observation. Once we take account of the procedure, we find that the support for the Multiverse remains. 
10.1 Evidential Procedures Revisited
Let’s go over the example of selection effects from chapter 3, with a couple of superficial changes to make it look more like the fine-tuning argument. Suppose Alice is given either one ball or two, depending on the result of a fair coin toss (two if Tails, one if Heads). Each ball has either ‘Right constants ’ or ‘Wrong constants’ written on it. For each ball, another fair coin is flipped to determine whether it will say ‘Right constants’ or ‘Wrong constants’.


    Ball 1



        Ball 2
Heads 
  
  Right / Wrong constants 


 -

Tails

  Right /Wrong constants  
         Right / Wrong constants 
E = Alice says ‘I have a ball that says ‘Right constants’’
Does E confirm Tails?


We cannot say yet. It all depends on the procedure by which Alice told you about the ball. There is a two-stage process. There is the under-lying stochastic event – the toss of the coin – which determined how many balls Alice would be given and what is written on them. Then there is the epistemic process by which you came to learn about one of the balls – the procedure Alice adopts when telling you about a ball. Consider two possibilities:

a) Randomness. Alice selects a ball at random and tells you what it is.

b) Persistence. Alice looks for a ball that says ‘Right constants ’ and tells you if she has one.

If the procedure is persistent, then the probability you will be told about ‘Right constants’, is 50% given Heads, and 75% given Tails. So if the procedure is persistent, E confirms Tails. If the procedure is random, E has a 50% chance of being true given either Heads or Tails, so neither hypothesis is confirmed. This example has the same structure as the fine-tuning argument, as we will now see.
10.2 The Fine-Tuning Argument

If the fundamental constants of science had been much different from their actual values, life could not have existed in the universe. For example, if gravity had been a bit stronger, the universe would have collapsed in on itself moments after the big bang. If it had been a bit weaker, the universe would have flown apart so fast that molecules could never have been formed. The same holds for nearly all the other fundamental constants (see McMullin 1993). (The initial conditions are also vital. For ease of exposition, I will take ‘right constants’ to include right initial conditions.) The existence of every living thing in the universe is balanced on a knife-edge
. Nevertheless, life exists. 


Proponents of the fine-tuning argument claim that the existence of life requires an explanation
. One explanation is that there are many universes, and these universes have fundamental constants with different values. This is not David Lewis’s theory that there are many possible worlds. By ‘many universes’ I mean many actual regions that are causally separated. This is a scientific hypothesis that has been independently suggested many times for various reasons, the latest being that the equations of string theory have approximately 100500 solutions, just one of which is instantiated by our universe. Perhaps all the other solutions are instantiated too.


How does the evidence that the universe has the right constants for life confirm the hypothesis that there are many universes? The argument is very intuitive. The more trials of some kind of event there are, the greater the probability of any given outcome occurring. For example, the probability that at least one 6 is rolled (E) given one throw of a die is 1/6. However, if the die is thrown again (H), the probability of at least one 6 being rolled is higher (11/36 instead of 6/36). So the evidence that at least one 6 has been rolled is more likely given that that the die is thrown a second time. Thus the evidence that a 6 has been rolled confirms the hypothesis that the die has been thrown a second time. 


Similar reasoning applies to universes. Assume there are two exhaustive and mutually exclusive hypotheses:

Many Universes / Multiverse Hypothesis (MV): There are many universes with different values of constants.

Universe Hypothesis (UV): There is one universe.

 Suppose that if there are many universes, they all have fundamental constants assigned to them in a random way. This is a controversial assumption. But I think it is reasonable, especially when we consider that it is only subjective probability, not objective probability, that we are working with (see Monton 2005 for a more detailed defence along these lines). I will grant that the values of the constants are distributed randomly (or rather, that we believe they are), as I am interested in the structure of the argument that follows. 


Suppose that for each universe, there is a certain probability that it will have the right constants for life. Now we can give an analogous argument to the one we just gave in the previous paragraph. Replace the dice throws with universes, and replace the result of getting a 6 on a throw with getting a universe with the right constants for life. 


The probability of there being life given only one universe is very small. But if there are many universes, the probability that there exists one with the right constants for life becomes very high. Thus the evidence that there is at least one universe with the right constants for life confirms the hypothesis that there are many universes. Note that the evidence is non-self-locating. Let’s formalize the argument.

Let the proposition that at least one universe has the right constants for life be E. Let the probability that any given universe has the right constants for life be b. Assume P(UV) = P(MV) = 1/2, and that MV means there are two universes. We can calculate how much learning E (dis)confirms the Universe Hypothesis, UV.
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As b ( 1, P(UV|E) ( 1/2

As b ( 0, P(UV|E) ( 1/3

If b = 1, the evidence E becomes certain. So UV is not confirmed and keeps its prior value of 1/2. As b falls, the degree of confirmation of MV goes up, until we reach maximal values of P(UV) = 1/3 and P(MV) = 2/3 as b approaches 0. This gets us to the conclusion of the fine-tuning argument, that E confirms MV.

Universe
Multiverse
Figure 27: The Fine-tuning Argument

Each universe has a fixed probability of containing life
10.3 The Inverse Gambler’s Fallacy Objection

Hacking’s (1987) influential objection, clarified by White (2000), is that someone who applies the reasoning of the previous section to our situation commits the ‘inverse gambler’s fallacy’. The gambler’s fallacy is the well known mistake of thinking, for example, that a 6 is more likely to land if there have been a series of throws on which there was not a 6. 

Gambler’s Fallacy To think that a certain outcome on a gambling device is more likely to occur on a particular trial after a series of earlier trials on which that outcome did not occur.

The Inverse Gambler’s Fallacy makes a similar mistake, but in the other direction. It is to think, for example, that if a 6 landed, that makes it more probable that there were earlier throws.

Inverse Gambler’s Fallacy To think that a certain outcome on a particular trial makes it more likely that a series of earlier trials took place.

The same error is being made in both cases. The probability of a certain outcome on a throw of a die is independent of how many other throws there might have been, and how they might have landed. The same goes for many gambling devices, and indeed, for any system where the result of one trial is independent of the result of another. The Inverse Gambler’s Fallacy is demonstrated by the following thought experiment.
The Gambler’s Fallacy Example Suppose Jane enters a room where a gambling game involving dice is taking place. She is asked to bet on the hypothesis that there have been many throws.

H = There have been many throws

-H = There have been few throws

These are mutually exclusive and exhaustive.
Before deciding, she asks for the dice to be thrown. The dice are thrown and a double six is rolled. 

“Aha, that unlikely event is more likely if there have been a series of trials already. So H is confirmed.”

Jane is making a mistake. Her evidence is not that some throw was a double six. Her evidence is that this throw was a double six. And how things are with this throw is independent of how many other throws there may or may not be. This is partly due to the fact that the procedure by which the throw has been selected for observation is random with respect to being a double six. There is no correlation between Jane observing a particular throw, and that throw being a double six. Hacking and White are correct so far. But they want to apply the same points to the cosmology case.


There are two points they want to make, echoing the two points of the previous paragraph. (I will be granting both points but denying that their conclusion follows.) First, our evidence is not just that some universe has the right constants for life, but that this universe has the right constants for life. Our reasoning should always take into account our total evidence (Good 1967), and not just a part of it. Let’s rigidly refer to our universe as Alpha. Our total evidence is not just the general evidence that there is some universe with the right constants for life, but the specific evidence that this universe, Alpha, has the right constants for life. 


The second point is that the values of the fundamental constants of universes are probabilistically independent of each other. The fact that one particular universe has certain constants does not tell us anything about how many other universes there might be, or what their constants are. In this respect, they are like rolls of a dice. Whether Alpha has the right constants for life is independent of whether there are any other universes. Our total evidence is that Alpha has the right constants for life (first point), therefore (given the second point) we have no evidence that there are other universes.


Hacking and White conclude that we get no confirmation that there are many universes. To think that we do is to commit the inverse gambler’s fallacy – to take an unlikely occurrence in this universe (it having the right constants for life) as evidence that there are many other universes. But I don’t think a fallacy is being committed in the fine-tuning argument.
10.4 Selection Procedures in Fine-Tuning

Hacking and White don’t correctly take into account the selection procedure by which Alpha has been selected for observation. Let’s briefly go through the selection procedures in the dice example. What’s the procedure by which the throw that Jane observes is selected for observation? She is in the room, and she observes the next throw. Is this procedure random or persistent? Is she more likely to observe a throw that is a double six than one that isn’t? No, she’s not. She was bound to observe the very throw that she did, independent of whether it was a double six. There is no bias towards observing a double six. Thus the selection procedure is random. So Jane gets no support for the Many Throws hypothesis. (This is analogous to the way we got no confirmation of the Many Balls hypothesis if Alice picks a ball at random and announces it says ‘Right constants’.)

Let’s alter the example to one with a different procedure (inspired by McGrath 1988). 

(B*) The No Gambler’s Fallacy Example Jane sleeps until a double-six is rolled. If one is rolled, she is woken and asked to bet on whether there have been many throws. If no double-six is rolled, Jane is never woken, and sleeps forever.

This example introduces a new selection procedure. If a double-six is rolled, Jane will observe it. If a double-six is not rolled, she observes nothing. The observation of a double-six is persistent, meaning that if there is a double-six, Jane will observe it. In this case, if Jane finds herself looking at a double-six, she gets confirmation of the Many Throws hypothesis. But we must be precise as to exactly why Many Throws is confirmed. 


Call the throw of a double-six that Jane observes, AlphaT. We have a two stage process. First, Many Throws makes the existence of AlphaT more likely (ontic process). Second, AlphaT is a double-six, which is more likely to be selected than other throws (epistemic process). We need both stages to get a shift to Many Throws. First, it must be the case that the existence of AlphaT is more likely given Many Throws. Second, it must be the case that the selection (observation) of AlphaT is more likely than the selection (observation) of other throws. This second condition only holds if the selection is persistent with respect to AlphaT. There must be a bias towards finding AlphaT. Such a bias exists because AlphaT is a double-six, and only double-sixes are observed. If the procedure is random on the other hand, the second condition fails and Many Throws is not confirmed.

Let’s switch to the cosmology case. Which procedure best models our procedure in the cosmology case? First, does the Many Universe hypothesis make the existence of our universe, Alpha, more likely? Yes. The details depend on how we individuate universes. Suppose Alpha is individuated by the properties it has. Then the more universes there are, the more likely that a universe with Alpha’s properties (i.e. Alpha) exists. (Recall we are assuming that each universe has randomly assigned laws of nature and initial conditions.) Alternatively, suppose Alpha has some primitive ‘thisness’. Again, the more universes there are, the greater the chance that one exists with Alpha’s thisness. So Many Universes makes Alpha’s existence more likely.
 
Secondly, by what procedure has our universe, Alpha, been selected for observation? We could only observe universes with the right constants for life, so the selection of the universe is persistent with respect to being life-supporting. (It is not 100% persistent. There could have been a universe with the right constants for life, but in which there was no life. Nevertheless, a weak degree of persistence is better than randomness, and still confirms MV.) So we end up with confirmation of Many Universes (box 3, below).



Again there is a two-stage process. First, the Many Universe hypothesis makes it more likely that Alpha, a life-supporting universe, exists. Secondly, the fact that only life-supporting universes can be observed ensures that we are more likely to observe Alpha than some other, non life-supporting, universe. The procedure is persistent, and it was not certain that any universe would have the right constants for life, so the evidence goes in box 3, and the Many Outcomes hypothesis – the Multiverse – is confirmed.
	
	p is not certain to be instantiated
	p is certain to be instantiated

	Random procedure
	(1) Undetermined
	(2) Few Outcomes confirmed if n = 1,2

	Persistent procedure
	(3) Many Outcomes confirmed
	(4) No shift


Table 10: Observation Selection Effects

p is the property of being a universe with the right constants for life
If instead we just observed a universe at random, the evidence concerning which universe we had observed would not be persistent, so there would be no support for Many Universes (box 1). My suspicion is that when Hacking and White realized the total evidence was ‘Alpha has the right constants for life’, they implicitly assumed the selection procedure was random, which would have put us in box 1. But we have seen this is a mistake.
10.5 Objections to the Fine-Tuning Argument

Now we have located the confirmation in the right place, we can automatically dispense with a couple of objections to the fine-tuning argument. First, there is the objection that White himself gives when he considers B* (where Jane is woken if a double-six is rolled). White agrees that Jane does get support for Many Throws in this example. But he denies the analogous selection effect in the cosmology case. He claims that there was no possibility of us finding ourselves in a different universe, in the way Jane could find herself looking at a different throw. Appealing to Kripke’s thesis of necessity of origins (1980), he claims that we could only have existed in this universe. Even if there are other universes with the right constants for life, ‘we do not inhabit those universes, other folks do’. (Italics original. p.268)


This is a highly dubious assumption. In fact I think it is almost certainly false. (Even if I could not have been produced by any other parents, why couldn’t my parents, and theirs….have existed in a different universe? Manson and Thrush 2003 make this point.) But we can grant White that we could only have existed in this universe. We’ll see this actually strengthens the argument.

Instead of the property of [being a universe with the right constants for life] being persistent, the property of being this universe, Alpha, is persistent. The difference is that whereas before, the selection procedure resulted in us observing some universe with the right constants for life (or observing nothing), now the selection procedure results in us observing Alpha (or observing nothing). We still get the result that if we successfully observe Alpha, we have confirmation for the Many Universe hypothesis. 

The first stage is that if there are Many Universes, there is a greater chance that Alpha will exist (same as before). Then the selection procedure ensures that if Alpha exists, we will observe it. (Or more precisely perhaps, if Alpha doesn’t exist, we observe nothing.) There is a bias towards our observing Alpha rather than any other universe. The net result is that observing Alpha confirms Many Universes. 


In fact we get a bigger shift than before if we assume necessity of origins. Previously, we could have existed in any universe with the right constants for life (we assumed). We weren’t picky. On the assumption of necessity of origins, we are maximally picky. There is only one universe that we could possibly exist in. If that universe doesn’t exist, we don’t exist. If we find, lo and behold, that our universe does exist, then Many Universes is strongly confirmed. In the notation from earlier in the chapter, the value of b has fallen, so the degree of confirmation goes up.

A second objection is that the universe had to be some way or other, so the fact that it sustains life doesn’t confirm Many Universes. Gould (1990) eloquently makes the point:
Any complex historical outcome – intelligent life on earth for example – represents a summation of improbabilities and becomes therefore absurdly unlikely. But something has to happen, even if any particular “something” must stun us by its improbability. We could look at any particular outcome and say “Ain’t it amazing. If the laws of nature had been set up a tad differently, we couldn’t have this kind of universe at all”. (p.183)

The same point can be found in Carlson and Olsson (1998) and Juhl (2005). This objection assumes that we are observing some randomly selected universe. If we were, the objection would be correct. But we are not observing a randomly selected universe that just happens to have the right constants for life. Instead, we could only have observed a universe with the right constants for life. The evidence is persistent, and so it is more likely to be found given Many Universes.

I think confusion on this point has led even proponents of the fine-tuning argument to go down a blind alley. Some have accepted that a universe with the right constants for life has the same probability of existing as any other universe, and have resorted to claiming that a universe with the right constants for life is more surprising than any other universe (most explicitly van Inwagen ibid. and often Leslie – 1988 p.112 for example). But this is a mistake.


First of all, surprise is a vague psychological concept, and attempts to clarify it have been sparse and generally unconvincing (see Ramsey 1990, Horwich 1982, Schlesinger 1991). Secondly, the concept of surprise should be separated from confirmation theory. This is demonstrated by White in the final section of his 2000 paper, and I refer the interested reader there. But surprise should never have come into the argument in the first place. If we are clear about the distinction between the ontic and epistemic process, Gould’s objection can be answered. (There are of course many other objections to the Fine-tuning Argument that are not affected by this discussion. Sober 2003 and Colyvan, Garfield and Priest 2005 raise two important objections, for example. I find these unconvincing, but will not argue the point here.)


Before concluding this chapter, I want to draw attention to a similarity between Fine-tuning and Sleeping Beauty. This will result in an argument against thirders.
10.6 The Generalized Sleeping Beauty Problem
Many Universes is confirmed because it was not certain that any universe would have the right constants for life. What happens if we modify the Sleeping Beauty case to match this? What if we change the Sleeping Beauty case so it is not guaranteed that Beauty will be woken? Instead, suppose that for each day Beauty would be woken in the original problem, there is a certain probability that Beauty will be woken. The result is that when Beauty finds herself awake, she does get confirmation that the coin landed Tails.

This is demonstrated by White (2006) in his generalized Seeping Beauty problem. Suppose the probability of Beauty being woken on each day is c. Call the proposition that Beauty is woken at least once during the experiment W.  Beauty’s new credence in H should be
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As c ( 1, P(H|W) ( 1/2 (the halfer’s position)

As c ( 0, P(H|W) ( 1/3 (the thirder’s position)

The structure is exactly the same as in the fine-tuning argument. Those sympathetic to the halfer position can now diagnose why the thirder position is tempting. Thirders are having their intuitions confused by a different case in the vicinity where Tails is confirmed. This case is the one where Beauty is not guaranteed to be woken (box 3). But if Beauty is guaranteed to be woken (as she is in the original case), Tails is not confirmed (box 4). 

	
	p is not certain to be instantiated
	p is certain to be instantiated

	Random procedure
	(1) Undetermined
	(2) Few Outcomes confirmed if n = 1,2

	Persistent procedure
	(3) Many Outcomes confirmed
	(4) No shift


Table 11: Observation Selection Effects

p is the property of being a day on which Beauty is awake.
Enough of diagnosing confusion in others. Can we turn this into an argument against the thirder? Yes, we can. The thirder has a problem because he can’t account for the extra evidence that Beauty receives when c is less than one. White shows that the arguments for being a thirder are independent of the value of c, so the thirder cannot account for the fact that we seem to have extra reason to favour Tails in the generalized Sleeping Beauty problem than we did in the original one. I’ll explain how White’s point applies to Elga’s argument (White also applies it to the arguments for 1/3 of Dorr 2002 and Arntzenius 2003).


Elga argues that when Beauty is told that it’s Monday, and the coin is flipped on Monday night, her credence in Heads should be 1/2 due to the Principal Principle. This leads to the conclusion that when Beauty first wakes up, before being told what day it is, her credence in Heads should be 1/3. 


But the problem is that Elga’s argument looks just as effective if it is uncertain whether Beauty will be woken at all. If c is less than 1, Beauty is just as constrained by the Principal Principle. If she is told that it’s Monday, the argument that her credence in Heads should be 1/2 is just as compelling. So again, her credence in Heads on being woken (and before being told what day it is) should be 1/3. This is the same value as when c was 1. So when Beauty wakes up, she should have the same degree of belief in Heads, regardless of the probability of her being woken up at all. But this can’t be right. Surely whatever reason Beauty had for favouring Tails when she wakes up in the original case, she has even more reason in the generalized case with c less than 1. So if her credence in Tails was 2/3 in the original case, it must be even more than 2/3 in the generalized case. But Elga cannot account for this. His argument for being a thirder in the original case remains an argument for being a thirder in the generalized case
. 

In this chapter I have applied my account of observation selection effects to the fine-tuning argument. It shows that the evidence that there is a universe with the right constants for life confirms the Multiverse hypothesis. This account shows how the main objections to the fine-tuning argument can be automatically dealt with. Learning the specific evidence about which universe has life does not undercut the fine-tuning argument.

This completes part 2, in which I have argued that uncertain self-locating evidence should be conditionalized on when learnt. But a further problem for confirmation theory remains. Conditionalization really does break down in some cases. These are cases that generate the Inexpressibility Problem.

Part 3: The Inexpressibility Problem
Part 2 was a discussion of cases where the agent learns a self-locating piece of evidence. I argued that the agent should conditionalize on the new evidence. The only time periods discussed were the earlier stage when the agent is uncertain and the later stage when the agent has learnt the self-locating evidence. But if we introduce an even earlier stage, before the agent is uncertain about when, where or who he is, a problem arises. I call it the Inexpressibility Problem. When the Inexpressibility Problem arises, conditionalization cannot be used as a rule of belief update. A new rule is needed, which extends conditionalization to the problem cases. In this part (3) I will explain the problem and discuss how it can be solved. The next chapter will be devoted simply to getting clear about the Inexpressibility Problem.
11. The Inexpressibility Problem


Let’s remind ourselves what Conditionalization says:
Conditionalization Suppose an agent has prior probabilities P0(Hi) at t0. If the agent learns E and nothing else between t0 and t1, then her t1 probabilities for any hypothesis H should be P0(Hi|E), when P(E) > 0.
This is taken to be a general rule of belief update. But conditionalization has an important pre-requisite which turns out to lead to problems:
Expressibility The sentences believed (to any degree) at t1 must be expressible at t0.

Why does Conditionalization require Expressibility? Conditionalization says that the t1 probabilities should equal the t0 probabilities conditional on E. All that happens is that some of the t0 beliefs are eliminated, and the remaining probabilities are redistributed and normalized. This is easy to see diagrammatically.

     Belief function at t0





Belief function at t1
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Figure 28: Conditionalization
But what if one of the t1 beliefs (E or H) is not expressed in the t0 credence function? Then P0(Hi|E) is undefined. The conditional probability of H given E must have a value at t0, otherwise we cannot conditionalize. This creates a problem because there are cases where there are beliefs at t1 that are not expressed in the t0 belief function. If the agent is not an ideal agent, this situation is common. 

Suppose the agent is introduced to a scientific theory, T, between t0 and t1. T had never occurred to the agent before t1, so it is not expressed in the t0 belief function. There is no value for P0(T), so we cannot get from the t0 probability function to the t1 probability function by conditionalization. Bayesianism asserts that conditionalization is the only norm of belief change, but clearly some other norm is needed for such cases. This is the problem of new theories, an important problem for Bayesianism (see Earman 1992, Maher 1995). It arises not only when a new theory is learnt, but when any new distinction is learnt. The Bayesian framework assumes that for all possible hypotheses H, all possible evidence E, and all relevant times t, the conditional probabilities of Pt(H|E) are well defined. This is a highly idealized assumption. But there are cases involving self-locating belief where similar problems arise even for ideal agents.
11.1 Three Branching Cases

The problems arise in all the cases that have the structure of a dividing agent – Duplication, Sleeping Beauty and the Everett interpretation of quantum mechanics, to be explained shortly. In all these cases, after division, a new possibility opens up to the agent – he might be one of the later agents, or he might be the other.

First of all, consider Duplication, in which a perfect replica of Al is made while he is sleeping. Al starts off knowing exactly who he is. When he wakes up, he might be Al or he might be Dup. Al is uncertain about something that he couldn’t have been uncertain about before. Before he goes to sleep, there is nothing Al is uncertain about, but when he wakes up, there is.

Figure 29: Duplication
If the subject is informed at t1 of who he is, say, Al, how should he update the rest of his beliefs? Conditionalization tells him his new beliefs should be the same as his old credence P0(.) conditional on the new evidence: P0 (. | I am Al). But at t0 he knew for certain he was Al. So his t0 belief that he is Al cannot be what he has just become certain of. In a moment we will discuss the problem in more detail, but let’s see how the same structure occurs in the other problems.

Fix the coin to land Tails in the Sleeping Beauty problem. Beauty is woken up twice, but does not remember the first awakening. When Beauty is told what day it is, how does she update on this information? She cannot conditionalize on ‘Today is Monday’ because this has a probability of 0 on Sunday. I will explain in a moment why Monday and Tuesday are both treated as the same time, t1.


Figure 30: Tails Sleeping Beauty
Finally, the same structure arises in the Everett interpretation of quantum mechanics. The Everett (or many-worlds / MWI) interpretation of quantum mechanics says that when a quantum mechanical measurement is made, the universe divides and all possible measurements are made on the different branches.

Figure 31: Many-worlds Interpretation

Let’s consider the case of Alice, an observer who measures the x spin of a spin-1/2 particle whose state is an eigenstate of z-spin. According to the many-worlds interpretation, Alice branches into two successor observers, one of whom sees the ‘spin up’ (‘Up’)  result and one of whom sees the ‘spin down’ (‘Down’) result. How should Alice update?  Learning ‘Up’ is analogous to learning ‘I am Al’ or learning ‘It is Monday’. In all cases, the agent learns a piece of self-locating evidence that wasn’t learnable, or expressible, at the earlier time. 

(There is a further complication that arises in the quantum mechanics case that I want to mention in order to bracket. Branches can have unequal weight. The equations of quantum mechanics don’t always assign an equal probability to every outcome. ‘Up’ may have a probability of 60%, say. In collapse interpretations, we would say there is an objective chance of 60% of Up being observed. Many-worlds theorists say that the up-branch has a weight of 60%. But what does this weight represent? Aren’t both branches equally real? Making sense of unequal weights is one of the major obstacles for Everettians. It is a further complication that doesn’t arise in Sleeping Beauty or Duplication. The Restricted Principle of Indifference (chapter 4) applies in Sleeping Beauty and Duplication, but not to unequally weighted branches. This quantitative problem that comes from unequal weights is not central to my concerns; it will come up again in chapter 14.) 


Notice the key features of all these cases. In all the examples, there is an agent who knows the relevant self-locating facts at t0. Al knows he is Al, Beauty knows it is Sunday, and Alice knows she is in a branch in a superposition. These agents have two later successors who are psychologically continuous with the earlier observer, but not with each other. Al and Dup both remember being Al (or seem to). Beauty remembers it being Sunday. Alice remembers when the measurement hadn’t been made. But none of these later observers are psychologically connected to each other. That is, Al after duplication has no memory of being Dup after duplication, and vice versa. Similarly, Alice-on-the-Up-branch has no memory of Alice-on-the-Down-branch and vice versa.

The same applies to Sleeping Beauty. Although we have one agent rather than two, wiping her memories succeeds in ensuring that Beauty-on-Monday and Beauty-on-Tuesday are psychologically disconnected. Tuesday Beauty has forgotten her Monday awakening. This is why Monday and Tuesday are both referred to as t1. The fact that Tuesday is later than Monday is irrelevant. This means the Sleeping Beauty problem can be assimilated to a branching case (I owe this formulation of the problem to Halpern 2004). In all cases, the agent gets lost in the branches. We’ll now go through in detail exactly why the evidence is inexpressible at the earlier time. I’ll use the many-worlds example.
11.2 Inexpressibility

Suppose that Up is relevant to some hypothesis. We would want to conditionalize on learning Up. But conditionalization requires expressing the evidence, Up, at t0. The t1 beliefs need to be a function of the t0 beliefs. But the t0 beliefs cannot do the job of expressing the t1 beliefs. The t1 belief can be expressed as

Et1 = the spin is up on this branch

This tells the agent where he is in the world, as opposed to what the world is like. It expresses a different content in different contexts. So it is a self-locating belief. This piece of evidence – this very belief – is inexpressible at t0, or so I claim. Hopefully, this is intuitive, but let’s go through the various possible t0 beliefs and show that none of them can do the job. Consider
a) Et0 = the spin is up on this branch

A first attempt might simply use the same words we use at t1. But this is either false or meaningless. Relative to the branching caused by the measurement of the particle, the universe has not branched yet. Using the words ‘this branch’ makes the false presupposition that the universe has already branched. Thus like ‘the present King of France is bald’, the sentence is false or meaningless. Alternatively, when ‘this branch’ is used at t0, it may refer to the t0 branch on which the spin is in a superposition of up and down. If so, the belief is false.  

Perhaps we should eliminate the reference to the branch:
b) Et0 = the spin is up

But b) is ambiguous between ‘the spin is up on this branch’ and ‘the spin is up on some branch’. If the former, then it is the same as a). If the latter, then it is the same as c). 
c) Et0 = the spin will be up on some branch or other.

We now have a sentence that is true. But this had probability 1 at t0. It was certain to happen. Which means that no real discovery has been made after all. This appears absurd. I will argue in chapter 13 on Naïve Conditionalization that it is absurd.
d) Et0 = the spin is up on the up-branch.

The motivation for d) is that the essential indexical ‘this (branch)’ in Et1 can be replaced by a uniquely referring expression, ‘the up-branch’. But like in the previous case, the result is a sentence with probability 1. The many-worlds interpretation tells us that there will definitely be a branch where the spin will be up. And it follows as an analytic fact that spin will be up in the up-branch.

It looks like there is not much hope of expressing the t1 belief at t0. The entire discussion applies equally to the Duplication and Sleeping Beauty cases. We have finally reached a point where we really do need new norms of belief update for self-locating beliefs. Or so I will argue. There are however two suggestions for how conditionalization could be saved. I will discuss and reject these in the next two chapters. Fortunately, there is a third approach that I think extends conditionalization in a plausible way. I will discuss this in the final chapter. My discussion will focus on quantum mechanics, as it has in this chapter, because this is the problem the existing literature engages with. But in all cases the discussion can be extended to Duplication and Sleeping Beauty, and I will discuss any disanalogies.
12. Against Subjective Uncertainty 

Suppose the agent at t0 will become only one of his successors. Furthermore, he doesn’t know which successor will be him. Then the t0 sentence ‘I will observe spin up’ is meaningful and genuinely uncertain at t0. The observer at t0 is uncertain about which of his successors will really be him. Call this subjective uncertainty. If this is true, the t1 belief can be expressed at t0 and conditionalization is saved. I will argue that subjective uncertainty is untenable.

Let’s start with an intuition against subjective uncertainty (SU). Prima facie, it is very odd to say that we have anything to be uncertain about in an Everett universe (which is known to be an Everett universe). Consider the agent about to make a measurement. She knows that the universe will divide in two. In one of the branches the spin will be up and in the other the spin will be down. What is there to be uncertain about? As Greaves (2004) puts it,

I can feel uncertain about P only if there is a fact of the matter about P of which I am ignorant. (p.441, italics original).

The experimenter knows exactly what is going to happen. She cannot be uncertain about whether the spin will be up or down, because she will know that the spin will be both up and down, in different branches. This is the intuition that has to be defeated by the SU theorist. Two arguments have been given, one from Simon Saunders (1998) and one from David Wallace (2005)

12.1 Saunders’ Argument for Subjective Uncertainty
Saunders argues for SU by a process of elimination. His reasoning is simple. Suppose we are about to perform a measurement. What should we expect to happen? There are only three things we could expect to happen when the world divides:

i) I become neither of my successors – oblivion

ii) I become both my successors

iii) I become one of my successors – subjective uncertainty

Clearly it is absurd to think that I will no longer exist once the world divides. On the Everett interpretation, the universe is dividing all the time, but no-one thinks we cease to exist, or change identities, millions of times a second. Also, we cannot become both our successors. Our two successors live in different parts of space-time and may lead radically divergent lives. One may get run over by a truck tomorrow, while the other lives on. So they cannot be the same person. Saunders concludes that iii) is the only possible answer. We must become just one of our successors. We should be uncertain about which we will become. So we really should have a credence of 50% in ‘I will observe Up’ at t0, because ‘I’ refers to the person who goes on to be just one of the successors, and there is a 50% chance it will be the person on the Up branch. 

If this is correct, the Inexpressibility problem is solved, and conditionalization is possible. The t1 belief is ‘I will see up’. This is expressed at t0 as ‘I will see up’, which is genuinely uncertain at t0. But Saunders’ argument is too quick.

It’s worth thinking about ways in which SU could be true. Suppose that although an agent may divide, their locus of consciousness does not. Imagine a person splitting into two, but a glowing light representing their consciousness following just one of the branches. Then only one of their successors would be them, and SU would be true. But neither Saunders nor Wallace would accept such extravagant metaphysics. They both accept a) physicalism: the mental supervenes on the physical and b) reductionism:  the fact of a person’s identity over time just consists in the holding of ‘more particular facts…that can be described in an impersonal way’ (Parfit 1984 p.210).

Yet once we embrace physicalism and reductionism, it seems that Saunders’s three options are very restricted. There appear to be more options than the three Saunders allows, thus undermining his argument by elimination. Limiting our choices to those three makes the most sense if we assume that personal identity is transitive. That is, if A is the same person as B, who is the same person as C, then A is the same person as C. Transitivity would commit us to saying that some later person stage either will be me or won’t be me. But Parfit (ibid.) has argued that what matters in survival is not transitive.
Fusion cases give a solid argument against transitivity. Suppose I get in a machine that combines my physical and psychological characteristics with those of a fly. It can do so in varying proportions. If the resulting mixture is 99% me and 1% fly we would probably say that I can expect to emerge from the machine, a little the worse for wear. As we increase the proportion of fly in the mixture, we are less inclined to say that I will emerge. But there is no point at which the mixture suddenly stops being me. Rather, the degree to which I consider the resulting mixture a continuation of myself gradually falls. Yet this kind of gradual shift doesn’t seem to be allowed in Saunders’s all-or-nothing way of thinking about personal identity. He seems to think I will either emerge from the machine or not. Surely we want to be able to say that at some stages there is no fact of the matter about whether I will emerge – I will have a successor that is related to me by ties of physical and psychological continuity, and there won’t be a yes / no answer to the question of whether it is me. I think these kind of cases shows we must reject transitivity about personal identity. If we agree transitivity fails for fusion cases, there seems little impediment to saying it will fail for fission cases as well.

If so, we can add to Saunders’ list of three. One of the things we could expect to happen when a measurement is made is the following:
 I will divide into two successors, each of whom is physically and psychologically connected to me. One of them will see one measurement and one will see the other. 
This is what I will expect to see, thus answering Saunders’ question. 


This is not the only position we could take in response to Saunders. We could also say that our concept of personal identity breaks down in such cases of fission. Perhaps when we ask what I should expect to happen, we are asking a question that has no answer. Perhaps the question makes a false-presupposition – that one and only one thing will happen to me. This gives us a second response to Saunders. Both of these responses are suggested by Greaves (2004). I think this second option gives up more than we need to, but I am not concerned to get into the details of personal identity here. Either of these options is a reasonable response to Saunders’ argument. 

Perhaps we still haven’t addressed the first personal force of the question. The question isn’t about what will happen, it is about what I, about to perform the experiment, should expect. It is this worry that seems to be driving the intuition behind Saunders’s argument. But if we are reductionists about personal identity, then this question has no added force over and above the question of what will happen physically, from a third person perspective.

If we found a way to keep transitivity about personal identity in fission cases, Saunders’ position would be reasonable. Such a view is defended by Lewis (1976). This argument is also important for Wallace, so I will discuss it at the end of the next section.
12.2 Wallace’s Argument for Uncertainty 
Wallace (2005) offers a different argument for subjective uncertainty. His argument is based on Davidson’s (1990) Principle of Charity, which says (approximately) that utterances should be interpreted in a way that makes them largely true. 


Suppose there is a race of creatures that have always lived in a branching universe, but didn’t know it (yes, it will turn out to be us). They regularly expressed uncertainty about what might happen in the future, particularly with regard to quantum measurements. But this race has just discovered that their universe is branching. Android, a member of the race, used to be uncertain about whether up or down would be observed in tomorrow’s experiment. When Android discovers the truth about his branching universe, is Android still ‘uncertain’? 

The philosophers of this race say that for any claims of uncertainty to be true, there must be some fact about the future the agent is ignorant of. That is, claims of uncertainty presuppose that the future course of the world will make the claim either true or false. But the future will make the claim both true and false, on different branches. Android knows this, so according to the philosophers, Android is not uncertain.

Wallace calls this the Elite view – the philosophers’ view that a statement of uncertainty is only true if there is some future fact of which the agent is ignorant. But instead of the Elite view, Wallace endorses what he calls the Charitable view. The Charitable view says we should look at the way language is used by this race and interpret it charitably so as to make most sentences true. Indeed, this process determines what the language means. Sentences like ‘It is uncertain whether spin up will be observed’ have generally been uttered when: in some, but not all, branches ahead of the utterance, spin up is observed. The Charitable view says that we should use this fact to interpret the utterances of the speakers. So ‘it is uncertain whether spin up will be observed’ means that in some, but not all, branches ahead of the utterance, spin up is observed. (And ‘spin up will be observed’ means that spin up will be observed in all future branches – this will be important later in criticizing this theory.)


According to the Charitable view, Android is still uncertain even after finding out that his universe is branching. If Android accepts the Charitable view, he will continue to use the ‘uncertainty’ locution. To say ‘in some, but not all, branches ahead of the utterance, spin up is observed’, he uses the phrase ‘it is uncertain whether spin up will be observed’. Android has come to understand better what the term ‘uncertainty’ means. It means that spin will be observed in some, but not all, future branches. The key point is that he remains uncertain about whether up will be observed.

This means that subjective uncertainty is true. Recall subjective uncertainty says that an agent before a measurement in an Everett universe should be uncertain about the result. On the Charitable view, the agent is ‘uncertain’ if the result occurs in some future branches and not others. And this is of course exactly the situation. So it looks like subjective uncertainty, and therefore conditionalization, is saved by the Charitable view
.

I think this maneuver is mistaken in two ways. First, it is not at all clear that the Charitable view is correct. Second, even if it is correct and subjective uncertainty is true, it is not true in a way that saves conditionalization. I will first cast some doubts on whether the Charitable view is correct.


Peter Lewis (forthcoming) has pointed out that ‘Elite’ and ‘Charitable’ are misnomers. The debate is not between an ivory towers view and the view of the masses. It is a debate about which is the more important component of meaning – the external connections between the concept and the world or the internal connections between the concept and other concepts. On the Charitable view, we look at how the world is, and make the semantics fit the world – it is the reference of the term that is most important. On the Elite view, we look at how the concept is related to other concepts. Part of the concept of uncertainty is that there must be some future event that may or may not happen; if there is no such event that either will or will not happen, there is no uncertainty.


This is a debate conducted countless times in different forms. It is the debate between denotation and connotation (Mill 1843), reference and sense (Frege 1892), extension and intension (Carnap 1947) wide content and narrow content (Fodor 1987), horizontal propositions and diagonal propositions (Stalnaker 1981), subject-matter content and reflexive content (Perry 2001), primary intension and secondary intension (Chalmers 1996) and even (at a stretch) between identity theory and functionalism (Lewis 1983).


Suffice it to say that the choice of the Charitable view over the Elite view will not be easy to make. Indeed it seems like it would be a mistake to settle for one of these views over the other. After a 150 year battle it may be wise to accept that both sides had a point.


But there is a second, more serious problem. Suppose we ignore these warnings and totally accept the Charitable view. We still would not have saved conditionalization. We will have saved subjective uncertainty, but only as a linguistic trick that doesn’t resolve the deeper issue. What we need, to save conditionalization, is a sentence that can be expressed at t0 and t1. In a sense, we have this:

‘I will see spin up’

which can be expressed timelessly as

‘I see spin up futurewards of t0’

This has a probability of, say, 0.5 at t0, because half the future branches have spin up and half don’t
. When we observe spin up at t1, the probability of this very sentence

‘I see spin up futurewards of t0’

rises to 1. Thus, on the subjective uncertainty view, the sentence that was uncertain becomes certain and we can conditionalize.

But the problem is that this sentence no longer means the same thing it did when uttered at t0. When uttered at t0, it says that spin up will be seen in all future branches (recall that this is what the Charitable view says it means). When uttered at t1, it says that spin up is seen in the branch in which it is uttered (as normal). And these are different beliefs. We are not really learning at t1 the truth of something we were wondering about at t0. We are learning something different. Let’s work through an example.

Suppose that if all branches produce spin up, then the equipment must be rigged. Consider the following likelihood:

P(The equipment is rigged | I see spin up futurewards of t0)

What is the value of this at t0? If, at t0, I see spin up futurewards of t0, then this means that all branches futurewards of t0 have spin up (according to the Charitable view we are assuming). So the equipment must be rigged to always produce spin up particles: 

Pt0(The equipment is rigged | I see spin up futurewards of t0) = 1

But what is the value of this likelihood at t1? At t1, I am in one of the branches. So the sentence has its normal meaning (that is, the Charitable view and Elite view agree). The sentence is indexed to the branch I’m in. When we see spin up, we learn the truth of the setnence
(B) I see spin up futurewards of t0. 
But this no longer means that spin is up in all branches. It means that spin up is seen in this branch. So the equipment need not be rigged. Therefore the likelihood no longer takes an extreme value.

Prt1(The equipment is rigged | I see spin up futurewards of t0) 
[image: image24.wmf]¹
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The likelihoods at t0 and t1 are different. We appear to have a contradiction. Only one of the likelihoods can be right. What’s happening is that ‘I see spin up futurewards of t0’ (B) changes meaning as time passes. At t1, it has its normal branch-relative meaning – that spin is up in this branch. But at t0 we apply the Charitable view and conclude that B is making a claim about all the future branches. This has the consequence that the likelihoods change by themselves over time. 


Perhaps we can bite the bullet. We don’t have a strict contradiction, because the utterances are made at different times. Maybe we should accept that the sentence has a different likelihood at different times. This may be odd, but perhaps we should put up with it if it saves conditionalization? 


No, this is worse than an oddity. To take this line is to already give up conditionalization, which says that the only method of rational belief change is conditionalization. But here we have a conditional belief (a type of belief after all) changing without any new evidence being conditionalized on. Conditionalization has already been violated.

This is a new kind of violation of the Relevance-Limiting Thesis. The mere passage of time (a change in only self-locating belief) changes the conditional probability P(The equipment is rigged | I see spin up futurewards of t0) from 1 at t0 to less than 1 at t1. Even if Wallace wanted to reject the Relevance-Limiting Thesis, doing so makes no sense at this point in the dialectic. Rejecting the Relevance-Limiting Thesis commits us to norms of belief change other than conditionalization. The doctrine of subjective uncertainty was designed to save conditionalization, not bury it. If we end up having to introduce a new norm of belief change, it defeats the purpose of introducing subjective uncertainty, which was supposed to save conditionalization by giving us something to update on.


The real problem with Wallace’s argument is deeper than a mere violation of the Relevance-Limiting Thesis however. The problem is that ‘I see spin up (futurewards of t0)’ has become a self-locating belief. The same words have a different meaning when the context changes, thus fitting the criteria for a self-locating belief given at the end of chapter 2
. The phrase expresses something different at t0 compared with t1. This case is similar to ‘it is raining’. One might be uncertain about the truth of ‘it is raining’ at t0. When ‘it is raining’ is learnt at t1, a different belief is learnt from the one considered at t0, so we cannot simply conditionalize on the t0 credence function. 


Wallace claims (personal communication 2006) that the t0 likelihood stays the same as the t1likelihood. He thinks the problem I point out arises because at t0 it is impossible to learn 

(B) I see spin up futurewards of t0

without also learning
(B*) I see spin up futurewards of t0 on all future branches.
Wallace suggests that Pt0(The equipment is rigged | B) is always, say, 0.5. It just so happens that at t0 you cannot learn B without also learning B*.  Nevertheless, the conditional probability of  ‘Pt0(The equipment is rigged | B)’ stays at 0.5.


But if B cannot be learnt at t0, then we seem to have the Inexpressibility Problem once more. If I cannot learn B without also learning B*, then presumably I cannot express B without expressing B*. But this was exactly the problem with which we began. I want to know what the t0 belief is that sees its probability rise to 1 at t1. Again, it doesn’t seem like we have any candidates. The reason for this is not a lack of imagination or linguistic power. The reason is that an extra self-locating possibility is open at t1 that doesn’t exist at t0 – the possibility that you are on one branch rather than another.


12.3 Lewisian Semantics

There is a way that both Saunders and Wallace could resist my arguments. This emerges when Wallace discusses the semantic details of SU. How are we to understand the semantics of statements like ‘I will see spin up’ when uttered before the branching? Wallace suggests three strategies, the third of which avoids the argument of the last section. Wallace calls it Lewisian semantics.

Lewisian semantics is inspired by Lewis’s (1976) work on personal identity. Unlike Parfit, Lewis thought that personal identity matters in survival. In fission cases, he claimed that rather than one person dividing, there were two people all along who overlapped for some of their existence. This position can best be explained by analogy to a road. Two roads may overlap for a time and then split. During the stretch when they overlap, both roads share the same region of space-time.

This can be applied to humans most plausibly if we adopt Lewis’s four-dimensional view of time, according to which the past, present and future are all equally real. We can think of the universe as a four-dimensional block. People are therefore four-dimensional worms stretched out through time. If fission (or fusion) occurs, it means that some portions of these worms overlap. 

Wallace applies this ‘Lewisian’ semantics to agents in branches. At t0, two agents overlap. When ‘I see spin up’ is uttered at t0, the utterance is made by two agents; one of them is right and one them is wrong. They cannot find out which is which, so they will be uncertain about the truth of the statement. Thus, we have subjective uncertainty. 


Saunders could be interpreted in a similar way. If he adopts a Lewisian account of personal identity, then his three options – oblivion, becoming neither successor, or becoming one successor – seem complete, and his argument for the third option is compelling.


But Lewisian semantics is problematic, and, as Wallace points out, even Lewis did not endorse it. In fact he explicitly rejected it. The problem is that when I say ‘I will see spin up’ there has to be uncertainty about which of the two people occupying my current spatio-temporal position I am referring to. And it doesn’t seem like there is any such fact to be uncertain about. Recall that we are assuming (with Saunders and Wallace) physicalism and reductionism. The only things I could be wondering about are physical facts, even if I am wondering about my identity. But there don’t seem to be any physical facts that are in doubt. There is a single person-stage who makes a single utterance. There is no further fact about whether the utterance was made by the agent on the up branch or the down branch. As Lewis puts it, in the case of two persons C1 and C2, who currently coincide at stage S but later diverge,
‘The shared stage S does the thinking for both of the continuants to which it belongs. Any thought it has must be shared. It cannot desire [or believe] one thing on behalf of C1 and another on behalf of C2’. (1983, p.74)
And later

‘The ‘me’ in their shared thought (unless it refers to the thinking stage) has the status of an improper description. It cannot refer to C1 in C​1’s thought and C2 in C2’s thought, for these thoughts are one and the same’ (1983, 75).
There are two persons with but a single thought. This sentiment is shared by Peter Lewis (ibid), discussing the expression of ‘I’ by agent who later splits into she( and she(.
…there is a single utterance here, made by a person-stage that is common to she( and she(, and directed at a person-stage that is common to she( and she(. There is no further fact concerning which of she( and she( makes the utterance, and which of them it is directed at; it is made by them both, and directed at them both, and hence there is no room for uncertainty. (p.11)


The key point is that for there to be uncertainty for a physicalist, there must be some physical fact which is uncertain. But there is no uncertain physical fact that could determine whether the utterance refers to she( and she(. There is simply an utterance that results in the propagation of sound waves in a region of the universe. There is no physical fact that could determine whether it refers to she( or she(.

I conclude that subjective uncertainty is untenable. Saunders argument seems to be based on an implicit assumption of transitivity of identity. Wallace’s argument fails to give us uncertainty at t0 about the same belief we come to believe at t1. It looked like the Lewisian view about personal identity, together with what Wallace calls Lewisian semantics, could save subjective uncertainty. But this requires that a pre-fission agent can refer to just one of his coincidents. And there does not seem to be any way of doing this.
13. Against Naïve Conditionalization

The Inexpressibility Problem is that the self-locating evidence that is learnt at t1 cannot be expressed at t0. One option is to ignore this self-locating evidence. Some claim that when it comes to updating non-self-locating beliefs, only non-self-locating beliefs matter. Therefore self-locating evidence can be ignored. Several authors (Price 2006, Titelbaum ms, Dorr ms) have defended a position similar to this. I will argue that the position is untenable. It entails that virtually any evidence confirms the many-worlds interpretation of quantum mechanics. Attempts to bolster the position with considerations from Sleeping Beauty are shown to be fallacious.  
13.1 Naïve Conditionalization

Earlier chapters saw that the beliefs that expressed the evidence at the later time, t1, couldn’t be expressed at t0. So let’s ask: what belief can be expressed at t0 (the time before a quantum-mechanical measurement is made)? Answer: the non-self-locating belief: 

E = ‘Up’ will be observed (by some observer at some time). 

Perhaps we should just stick with this belief. That is, perhaps this is what the agent at t1 learns, and the only thing that should be conditionalized on. Call this Naïve Conditionalization.

Naïve Conditionalization Suppose an agent has prior probabilities P0(Hi) at t0 for uncentred Hi. If the agent learns E and nothing else between t0 and t1, and E is an uncentred proposition, then her t1 probabilities for Hi should be P0(Hi|E), when P(E) > 0. Self-locating evidence should be ignored.

P1(Hi)= P0 (Hi|E)

where E is non-self-locating evidence and

P1(Hi) = P0(Hi)


for any self-locating evidence learnt.
(Terminological remark: The phrase ‘naïve conditionalization’ comes from Greaves 2007. She doesn’t explicitly define it, but applies it to the quantum-mechanics case. I have extended her usage so that naïve conditionalization is conditionalization that rules in all non-self-locating evidence and rules out all self-locating evidence).


Naïve Conditionalization doesn’t work. To see the problem, notice that in our example above, E is known with certainty at t0. The Everett interpretation says that all outcomes are certain to be observed, so E is certain to be true. This means that nothing new is really learnt when the observation is made at t1. We might be tempted to bite the bullet here nevertheless. After all, the many worlds interpretation does say that every outcome occurs. Perhaps it is correct to say that nothing new is learnt when the observation is made.


This temptation must be resisted. It has the consequence that every possible observation that is quantum-mechanically possible confirms the hypothesis that the many-worlds interpretation is correct. Let’s run through an example to see why.


We have until now been assuming that it is known that the many-worlds interpretation is correct. Let’s drop this assumption and imagine that it is a hypothesis we are trying to verify. Suppose we are comparing two mutually exclusive and exhaustive interpretations of quantum mechanics: the stochastic theory (ST) says that the world is chancy – there is a 50% chance of ‘up’, and a 50% chance of ‘down’; the many-worlds interpretation (MWI) says that the world is branchy – the world will split into ‘up’ and ‘down’ branches. How does the non-self-locating belief E compare on these theories? ST says that E has a 50% chance of being true
P(E | ST) = 1/2.

MWI says that E has a 100% chance of being true.
P(E | MWI) = 1.

As E is certain to happen given MWI, but not certain given ST, E confirms MWI. For any result that is quantum mechanically possible (but not certain), that result will confirm MWI over ST. This is not surprising. MWI says that all results occur with certainty. When we find one of  these results, it will confirm MWI at the expense of any theory that says the result might not have occurred.


This is a reductio of the idea that we should conditionalize only on the non-self-locating evidence that ‘up’ will be observed at some point – Naïve Conditionalization. We get the result that all possible observations confirm MWI. This is not just a problem for those who defend MWI. It is a problem for anyone who wants to assess whether MWI is, or could be, true. Even if you don’t believe MWI is true, you will still want to entertain it as a possibility and look for evidence for or against it. But Naïve Conditionalization says that all observations will favour MWI. This cannot be right. We can conclude that the relevant evidence on which the t1 agent needs to conditionalize cannot be expressed at t0 by an uncentred belief. The uncentred belief misses something out.

But perhaps this is too hasty. It may be odd for MWI to be confirmed by any observation, but maybe it is true. Huw Price (2006) defends this thought.

Perhaps it is too strong to describe [the confirmation of MWI by any observation] as a reductio of the Everett proposal. It may be more accurate to say that the upshot is only that the Everett view belongs to a class of theories that are inevitably ‘pathological’ with respect to standard Bayesian confirmation. (p.15)
He defends this with considerations from Sleeping Beauty. The strategy is to say that naïve conditionalization looks reasonable in Sleeping Beauty (where it gives us the thirder answer), so perhaps it is reasonable in MWI. We have already seen the close connections between Sleeping Beauty and the Everett interpretation. Interestingly, the thirder answer in Sleeping Beauty has been defended using exactly this device of Naïve Conditionalization. I will argue that Naïve Conditionalization is just as wrong for Sleeping Beauty.
13.2 Titelbaum’s Theory
Mike Titelbaum (ms) has proposed a rigorous theory of how we should update in Sleeping Beauty. (He implies the theory is general, so it would be natural to apply it to the Everett interpretation, although he doesn’t do so.) It is very informative to see exactly where the theory goes wrong. The observation selection procedures we saw in chapter 3 are the key once again.

Titelbaum has given the clearest previous exposition of the Inexpressibility Problem. He comes to it from a more linguistic angle. The problem is identified as being generated by shifting indexicals. These are  indexical terms that shift reference between one utterance and another. The result is that when we try to say again what we said earlier, we cannot use the same words. This is familiar from Kaplan (1989). But what if we have no non-indexical words to use? What if we are lying awake for a period of time, but there is no clock around? We might think ‘I’m now hungry’ at one time, and ‘I’m now hungry’ at the later time. But when we try to express the earlier thought at the later time, we cannot use the words ‘I am hungry’, for that refers to the later time. Similarly, when we try to express the later thought at the earlier time, we again cannot use the same words. 

We need different words that can replace the shifting indexical ‘now’. In most cases we can do this because we have memory. So the second time, ‘now’ can be replaced with ‘the second time I’ve thought about my hunger’, generating ‘the second time I’ve thought about my hunger, I’m hungry’. But if we have lost our memory, as well as lost track of time, we are in a pickle. These are the cases Titelbaum discusses. If we are in a branching situation, we have the same problem. Indeed, I have argued (in chapter 11) that these situations are structurally analogous. 

As Titelbaum locates the source of the problem as being unable to refer to the later time, his solution is to give the agent a way to refer to the later time. In his discussion of Sleeping Beauty he proposes that the solution is to give her a way of uniquely identifying the current day. (We can already uniquely identify the branches in the many-worlds interpretation – on one branch ‘up’ is observed, and on the other ‘down’ is observed.)  

Suppose that some strange scientist has a red and a blue piece of paper. On Monday, he will put one of these pieces of paper where Beauty will see it (on awakening). On Tuesday, he will put the other piece of paper where Beauty will see it (if woken). Now the days are different. One of them is the day with the red paper, and one of them is the day with the blue paper. So Beauty is not stuck with the ineffectual shifting indexical ‘today’. She has the uniquely identifying ‘the day with the red paper’. This succeeds in picking out the relevant day (either Monday or Tuesday) on Sunday; this contrasts with ‘today’, which would merely pick out Sunday. So now the t1 evidence is ‘I’m awake on the red paper day’. This can be expressed at t0 with a change of tense as ‘I will be awake on the red paper day’. Call this story Technicolour Beauty.

Figure 32:  Technicolour Beauty
Titelbaum suggests a general strategy for problems with shifting indexicals. The idea is that we should ‘model’ the problems with his framework. Take some story S – a problem that contains a shifting indexical (such as Sleeping Beauty). Then modify the story to get S’. S’ is a minimally modified story that replaces the shifting indexicals with uniquely referring expressions. Titelbaum provides a detailed and technical strategy for how this is to be done. Apply Conditionalization in S’, then finally put these results back into the original story, S
.


Let’s try it. Sleeping Beauty finds herself awake. Should she decrease her credence in Heads (as Elga and the thirders suggest)? Titelbaum replaces this with the following question: 
Technicolour Sleeping Beauty finds herself awake. She sees a red piece of paper. Should she decrease her credence in Heads? (The suggestion being that Sleeping Beauty should do whatever Technicolour Sleeping Beauty should do).

Remember that for each day, a piece of paper is placed where Beauty can see it. This allows Beauty to conditionalize on her evidence. Instead of learning ‘I’m awake today’ (with that nasty shifting indexical), she learns ‘I’m awake on the red paper day’. This is expressible on Sunday, so she can conditionalize. The relevant expression, where P2 is the post-learning credence function, and P0 is the pre-learning credence function, is
P2(Heads) = P0(Heads | I’m awake on the red paper day)

(P1 will shortly be used for an intermediate credence function.)

The value of the P2probability will depend on the value of the likelihoods
P0(I’m awake on the red paper day | Heads) and 

P0(I’m awake on the red paper day | Tails).

Titelbaum claims that 

P0(I’m awake on the red paper day | Heads) = 1/2
P0(I’m awake on the red paper day | Tails) = 1

These values for the likelihoods seem undeniable. The thirder solution follows, as the evidence is twice as likely given Tails. We have seen above that this Naïve Conditionalization commits us to the conclusion that any measurement observation in the quantum-mechanics case confirms the many-worlds interpretation. This result indicates that something has gone wrong. In fact, two things have gone wrong. Firstly, the procedure cannot be included in the evidence by a naïve conditionalizer, and, secondly, an implicit assumption about the procedure has been made that is false.    
13.3 Self-locating Procedures

Titelbaum overlooks the procedure by which the evidence was found. Technicolour Beauty’s total evidence, including the procedure, is 
‘I’m awake on the red paper day and I learn this by finding myself awake today’. 

The procedure by which the red paper was found must be taken into account, as we saw in general in chapter 3. Including the procedure puts the self-locating information back into the evidence – the fact that it was discovered today. We cannot express the procedure without expressing some self-locating fact (a self-locating-for-Beauty fact). If this is right, then the Inexpressibility Problem has not been solved, for the evidence cannot be expressed at t0. As ‘today’ refers to Sunday at t0, we get the following result: 

Pt0(I’m awake on the red paper day and I learn this by finding myself awake today | Heads) = 0
Pt0(I’m awake on the red paper day and I learn this by finding myself awake today’ | Tails) = 0
The probability of finding a red paper on Sunday (by any procedure) is 0, because it is stipulated that Beauty doesn’t find any paper until she wakes up on Monday or Tuesday. This is a fatal problem for Titelbaum’s theory. The theory doesn’t get off the ground because the total evidence must include the procedure; but the procedure cannot be expressed by a non-self-locating proposition, so Naïve Conditionalization excludes it as irrelevant.

(The same applies in the quantum mechanics case:

P0(I see up and I learn this by seeing up in this branch | Stochastic theory) =
P0 (I see up and I learn this by seeing up in this branch | Many-worlds interpretation) = 0 because the observation isn’t made until the t0 branch splits in two.)

The problem gets worse however, because there is a second mistake. We might hope for a less ambitious conclusion. Although Technicolour Beauty doesn’t solve the Inexpressibility Problem, we might hope that it tells Beauty how to update from the time when she is awake and ignorant of the day, to the time when she learns what day it is. That is, we might be able to solve the problem of part 2, where we were learning self-locating evidence from a position of uncertainty. (This contrasts with the problem of part 3, the Inexpressibility Problem, where the evidence cannot even be expressed at the earlier time.) But even the more modest problem of part 2 is not correctly solved by Technicolour Beauty. The reason is that Titelbaum makes an implicit false assumption about the selection procedure. He assumes it is persistent, as Bayesians naturally do (see chapter 3). But in fact the procedure is random. It is this false assumption that generates the thirder conclusion.

Recall that Titelbaum claims that
P0 (I’m awake on the red paper day | Heads) = 1/2
P0(I’m awake on the red paper day | Tails) = 1

Rather than trying to express the Sunday credences, let’s use these values to express the credences on being awoken but before seeing the paper. Call this intermediate time t1.

P1 (I’m awake on the red paper day | Heads) = 1/2
P1 (I’m awake on the red paper day | Tails) = 1

We now have the more limited ambition of asking how Beauty’s credence should change between waking up and seeing the red paper. These likelihoods tell us that if Beauty sees red paper, her credence in Tails should go up. But that is incorrect.
The procedure by which the red paper is observed is random, or so I will argue. That is, there is no bias between being awake and seeing a red paper. So the fact that Beauty finds herself awake and seeing a red paper does not confirm Tails. The correct likelihoods are: 

P1 (I’m awake on the red paper day and I learn this by finding myself awake today | Heads)  = 1/2

 P1(I’m awake on the red paper day and I learn this by finding myself awake today’ | Tails) = 1/2
To demonstrate the correctness of these likelihoods, we can use a version of the example from chapter 3.
Suppose Alice is dealt either one card or two (depending on the result of a fair coin toss). If one card is dealt, another coin is tossed to determine whether it will be red or blue. If two cards are dealt, one will be red and one blue. 


    Card 1



Card 2
Heads 
  
  Red or Blue


   
    -

Tails

      Red 



 Blue
E = Alice says ‘I have a red card’

Does this confirm Tails?


We cannot say yet. It all depends on the procedure by which she told you about the red card. Consider two possibilities:

a) Randomness. Alice selects a card at random and tells you what it is.

b) Persistence. Alice tells you she has a red card if she has one. Otherwise she picks a card at random and tells you what it is.

If the procedure is persistent, then a red card will definitely be observed if Tails lands, and only has a 50% chance of being observed if Heads lands. So if the procedure is persistent, E does confirm Tails; if the procedure is random, E doesn’t confirm Tails. Which procedure best models Technicolour Beauty’s epistemic position? 

She finds herself awake on a given day and observes the piece of paper in front of her. There is no correlation between the colour of the paper and making an observation of it. This means the procedure is random. She is just as likely to observe a red paper as a blue one. However the coin lands, there is a 50% chance of seeing a red paper on any given awakening. So seeing the red paper doesn’t confirm Heads, contra thirders Titelbaum and Price. Naïve conditionalization ignores the procedure by which the observation has been made and leads us to false conclusions. 

The relevant box is 1, where the procedure is random, and a property is found (being a red paper day) that is not certain to be instantiated. If Tails, the frequency of red paper days is 1/2. If Heads, there is only one outcome, and the probability of it being a red paper day is 1/2. The likelihoods are the same, so there is no confirmation.

	
	p is not certain to be instantiated
	p is certain to be instantiated

	Random procedure
	(1) Undetermined
	(2) FO confirmed if n = 1,2

	Persistent procedure
	(3) MO confirmed
	(4) No shift


Table 12: Observation Selection Effects
p is the property of being a red paper day

For comparison, In the fine-tuning argument (chapter 10), the procedure was persistent (box 3). We are more likely to observe a universe with the right constants for life than observe a universe without the right constants for life. That’s why the Many Universe hypothesis gets confirmed. In Sleeping Beauty, she is not more likely to observe a red paper than a blue one. The procedure is random, so the Many Awakenings hypothesis – Tails – is not confirmed.


Titelbaum might respond as follows:

There is a correlation between Tails and seeing the red paper. If Tails lands Beauty is bound to see the red paper (at some point). If Heads lands there is only a 50% chance of Beauty seeing the red paper. 
But this puts the correlation in the wrong place. We can grant that there is a correlation between Tails and seeing a red paper at some point. But due to the memory loss, Beauty only has access to one awakening at a time. The only thing that’s relevant is what Beauty learns on this awakening. Epistemically speaking, Beauty-on-Monday and Beauty-on-Tuesday are on their own. All Beauty learns on being woken is that she sees the red paper on this awakening. And she is as likely to see a red paper on this awakening as a blue paper. To get support for Tails, there needs to be a correlation between seeing a red paper on this awakening and Tails. But all we have is a correlation between seeing a red paper at some point and Tails. 

We end up with the likelihoods I promised earlier:

Pt1(I’m awake on the red paper day and I learn this by finding myself awake today | Heads)  = 1/2

Pt1(I’m awake on the red paper day and I learn this by finding myself awake today’ | Tails) = 1/2
By similar reasoning we get

Pt1(I see up and I learn this by seeing up in this branch | Stochastic theory) = 1/2 

Pt1(I see up and I learn this by seeing up in this branch | Many-worlds interpretation)  =1/2
Observing ‘up’ doesn’t confirm MWI because the selection effect is random. There is no correlation between observing a branch and it being an ‘up’ branch.
Naïve conditionalization was introduced as a possible solution to the Inexpressibility Problem. But it has the unhappy consequence that almost any observation confirms branchy theories where everything happens over chancy theories where not everything happens. Price suggests, and Titelbaum explicitly argues, that Naïve Conditionalization solves the Inexpressibility Problem. But the procedure by which the evidence is discovered in Sleeping Beauty and MWI is self-locating. So Naïve Conditionalization ignores the procedure by which the evidence was discovered. This creates two problems. First, the Inexpressibility Problem is back, as the self-locating procedure cannot be expressed at the earlier time. Secondly, the likelihoods Titelbaum gives us are incorrect because he implicitly assumes the procedure is persistent when in fact it is random.
14. Vaidman Probabilities and Quasi-Credences

The Inexpressibility Problem cannot be solved. The later beliefs cannot be expressed at the earlier time. We need a new rule of belief update. This will tell us how non-self-locating beliefs should be updated when self-locating evidence is learnt. Two rules have been suggested in the many-worlds literature. I think both are correct. I will defend both views and argue that they complement each other, rather than compete.

14.1 Vaidman Probabilities

A straight-forward belief update strategy is proposed by Vaidman (1998, 2002). Vaidman’s insight is to add an intermediate time after the measurement has been made but before the outcome has been observed. At this time, the agent is ignorant of the outcome.

We have three times:
t0 = Before the experiment.   

t1 = After the experiment, but before the observation is made.

t2 = After the observation is made.


t0

t1

t2

Figure 33: Intermediate times in Everett interpretation
Vaidman wants the uncertainty we need for conditionalization to come from the uncertainty at the intermediate times. Call the t1 conditional probabilities Vaidman probabilities. Vaidman’s proposal is that the agent should behave at t0 as if his credences were the Vaidman probabilities.  For this to work, the t0, t1 and t2 credences need to interact in the right way. First, t0 credences should equal t1 credences. Second, conditionalization should apply between t1 and t2. Vaidman simply assumes these two points are correct. I have given a defence of these points in previous sections, as I will now explain.
P1(H) = P0(H)


The first point follows from the Relevance-Limiting Thesis defended in part 1. All the agent has learnt is that time has passed. The spin-measuring machine has whirred and clicked, as she knew it would. The result has not yet been observed. The agent knows that the universe has split, and she is in either the up-branch or the down-branch. But she has received no evidence about which one she might be in. Therefore her probabilities should be exactly as they were before.
P2(H) = P1(H | E) 

The agent at the intermediate time, t1, can wonder ‘is spin up in this branch?’ The use of ‘this branch’ successfully picks out just one of the branches, so there is genuine uncertainty. When she later sees ‘up’, she can conditionalize on ‘spin is up in this branch’. This belief can be expressed at t1 because she is already in the branch. The only complication might come from the fact that E is self-locating. I argued in part 2 that we should conditionalize on self-locating evidence in the normal way. 
14.2 Intermediate Times in Sleeping Beauty


Vaidman’s suggestion was made in the context of quantum mechanics. But it can be applied to solve the Inexpressibility Problem in Sleeping Beauty and Duplication. Let’s go through Sleeping Beauty. The problem was that Beauty could not conditionalize on ‘Today is Monday’ because that belief couldn’t be expressed on Sunday. So we need to add an intermediate time when Beauty has been woken up but not told what day it is. (In fact this barely counts as a modification to Sleeping Beauty, as it is often described with this intermediate time. But I’m stressing that this intermediate time is vital for the possibility of conditionalization.) This allows Beauty to conditionalize on ‘Today is Monday’.

t0
t1

t2

Figure 34: Intermediate Times in Sleeping Beauty
So do we get the halfer or thirder result when we apply Vaidman’s strategy?


First, P(Tails) on Sunday (t0) is ½. Everyone agrees on this.

P0(Tails) = ½

We now add the intermediate time when Beauty has been woken but not been told the day. By the Relevance-Limiting Thesis of part 2, this doesn’t shift the credence of any non-self-locating belief. 
P1(Tails) = P0 (Tails) = ½

Then we learn and conditionalize on E = ‘Today is Monday’. This is a self-locating piece of evidence which should be conditionalized on in the normal way.
P2(Tails) = P1 (Tails | E)


      = P1 (Tails & E) / P1 (E)


      = P1 (1/4) / P1 (3/4)


      = 1/3

The result is that when Beauty wakes up, her t1 credence in Tails should be 1/2. And when she learns it’s Monday, her t2 credence in Tails should be 1/3. This is exactly the halfer position defended by Lewis.

A similar analysis applies to Duplication. Thus we have an update strategy for fission vases and a solution to the Inepxressibility Problem for any self-locating variable – time (Sleeping Beauty), agent (Duplication) and space (MWI).

14.3 Objections to Vaidman
Three worries have been raised for Vaidman’s theory. I will argue that none of these are serious problems. First, Wallace (2006) points out that there may be no such intermediate time. Or the intermediate time may be so small that no useful thinking can be done. Perhaps such a case is left unanswered by Vaidman? I don’t think so. What we have here is the problem of old evidence (Glymour 1980). The problem is that we have observed the measurement too early. If we’d had a moment to reflect before observing the measurement, we could conditionalize on the new evidence. But if we don’t, it is old evidence, so we cannot conditionalize on it. 


But once we see that this is just a version of the old evidence problem, its force evaporates. Old evidence is a big problem for Bayesians, but, as I pointed out in chapter 8 on the Doomsday Argument, nobody thinks that this means old evidence cannot confirm hypotheses. It is not incumbent on the Everettian to solve this problem. Assuming some answer can be found to the problem of old evidence, that solution can be applied to this case. The observation of ‘spin up’ may be old, but that doesn’t mean it cannot confirm anything.

 
The second objection is raised by Peter Lewis (2006). Lewis attacks the idea that Vaidman probabilities should be used as guides to decision before the measurement. My concern in this dissertation is primarily with how we should update our credences when evidence comes in – confirmation theory rather than decision theory. But as we shall see, decision theory interacts with confirmation theory, so let’s assume Vaidman probabilities should guide our decisions
. This means that if we are offered a bet, we should apply the (Vaidman) probabilities in the normal way. That is, we take the bet iff it has a positive expected utility (defined as the weighted average of the utility of the consequence of the action in each possible state of the world – a fuller account of decision theory will be given in a moment). 

Using Vaidman probabilities as a guide to action can be spelled out in a reflection principle. Not an epistemic reflection principle about what to believe, but a decision-theoretic reflection principle about what to do. Lewis objects that reflection principles based on Vaidman probabilities endorse irrational actions. But he mis-formulates the reflection principle. He uses something like the following:
Erroneous Decision-Theoretic Reflection Principle If at time t0 I decide rationally to perform an action, and I learn no new relevant information between t0 and t1, then it is rational to perform the action at t1.

This can’t be right, because the action might be to clean up the lab. This is a sensible thing to do at t1, after the measurement has been made, but it is not a sensible thing to do at t0, before the measurement has been made. Equally, we might decide at t0 that we will take a bet at t1 that the measurement has been made. But that doesn’t mean we should take that bet at t0.


Yet this is the mistake Lewis falls into. He doesn’t give a real case, but uses the analogy of a road that forks. One fork goes to Upton and the other to Downham. Suppose that after the fork, the Vaidman probabilities lead us to refuse a bet that we are on the road to Downham. Should we refuse that bet before the fork? Lewis says
Surely not; I know that this is the road to Downham, just as I know that it is the road to Upton. If I am offered a bet that returns $1 for a $10 stake if this is the road to Downham, then before the fork I should take it, and after the fork I should not. (ibid. p. 19)
But this is a bet on whether some self-locating belief is true – are you, at this time, on the road to Downham? As the truth value of the self-locating belief changes over time, the Decision-Theoretic Principle above should not be used. Just because I now bet that I am on the road to Downham does not mean I should later bet that I’m on the road to Downham. 


The same will apply in the measurement case. If we are asked to bet on whether the measurement has taken place yet, we should accept it at t1 and reject it at t0. But this is no violation of any defensible reflection-principle. To fix it, we need to index the action to a time, as Wallace (2002) does:
Decision-Theoretic Reflection Principle If, at time t0, I decide rationally to pursue a certain strategy at t1, and if I gain no new information relevant to that strategy between times t0 and t1, then it is rational…not to change my choice of strategy at t1. (Italics added, notation modified, p.58)

This principle avoids Lewis’s objection. Vaidman probabilities can rationally guide our actions as long as we formulate the reflection principle carefully. Now we come to the third and final objection to Vaidman’s theory. 


Greaves (2004) complains that using a principle of reflection ‘obscures the real logic of the argument’ (p.443). To assess this complaint, we need to understand Greaves’ alternative proposal, and what she thinks is the real logic of the argument. I will argue that Greaves and Vaidman’s theories are in fact complementary.
14.4 Quasi-Credences: Practical Problem
Greaves’ (2004) theory is more revisionary than Vaidman’s, so it will take a little more explaining. We can start by distinguishing two problems:


a) What should I do?


b) What belief update rule should I adopt?

The first question Greaves calls the practical problem, and it is in the realm of decision theory. The second question she calls the epistemic problem
, and it is in the realm of confirmation theory. Up until now we have been mainly concerned with the epistemic problem. Greaves shows how closely connected these questions are.


We start with the practical problem. The question of what to do is answered by decision theory (Savage 1972). The possible states of the world are represented by a set of states, S, each of which has a probability, p, of being actual. Each act is a function from a state to a consequence. Each consequence has an associated utility, U. Then the expected utility of an act, a, is the weighted average of the utility of a in each state.
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The rational act to perform is that which maximizes expected utility. In the traditional case, the possible states of the world, s, are uncentred possible worlds. But in branching worlds, there is an extra kind of state – the branch the agent is on. It is natural to simply extend decision theory to allow a branch to count as a possible state. If we can do this, perhaps decision theory will look pretty much the same in a branching world, and the practical problem will be solved.

 Except that it won’t be. Sometimes we have to make decisions even before the world has branched. Suppose I know that if I perform action a, in one branch my successor will be fed ice-cream and in the other it’ll be fed olives. But I hate olives. What should I do? Standard decision theory is no help because I am not yet on a branch where I receive my reward. The utility maximizing equation above requires both probabilities and utilities on the state, s. If s represents just one of the later branches, then my probability that I am on it is 0. If s represents the earlier, combined branch, the utility of the action is 0 because I don’t get my reward until the branch splits and I am no longer in state s. That is, my utility at s of choosing ice-cream is 0 because I don’t get my ice-cream at s, but only later. This is the practical problem for the many worlds interpretation.  

Greaves’ solution is to introduce a caring measure. The idea is that the decisions you make should depend on the degree to which you care about your successors. For example, suppose first that there is only one branch (this is the trivial case where there is no branching). Then you should care about your one and only successor to degree 1. This is standard decision theory. Now suppose there are two branches, and that you care about each of your successors to degree 0.5. (I will discuss the complication of branch weights in a moment, but for now assume they’re always equal.) If the pleasure of eating ice-cream is greater than the displeasure of eating olives, then you will perform action a. If not, then you won’t (ignoring ties). Your actions are based, not on a credence function over what might happen, but a quasi-credence function over what will happen in the different branches. The equations and decisions look exactly the same with quasi-credences as they did with credences. 


Why should we adopt such a caring measure? We have surely had one all along. Parfit (1984) argued that we care about our later self because it bears the right kind of relations to us. It is physically and psychologically connected to us. Fission cases make things more complicated, but we should still care about our successors to the extent that they bear the right relations to us (whatever specific relations our theory of personal identity says matters). And the branching of universes is just another case of fission. We end up with two or more successors, and we should care about them for the same reason that we ever cared about our later self – because they are related in the right way to us-now. If both successors have the same degree of connection to us, we should care about them equally. 
14.5 Unequal Weights and Caring

Things get trickier for the Everettian when we unbracket the problem of branch weights. In classical interpretations of quantum mechanics, not all the outcomes have the same probability. Spin Up might have a probability of 90%, while Spin Down has a probability of 10%. These probabilities generated by quantum mechanics (specifically, the Born rule) correspond very well with observation. For example, if the Born rule tells us that the probability of Up is 90%, and a million trials are performed, very close to 90% will be Up. This creates a problem for MWI. MWI says that for each trial, I will have a successor who sees spin up and a successor who sees spin down. How could it be then, that I mostly observe the Up results? How can MWI give the same predictions as classical interpretations regarding what we will observe?

The many-worlds theorist replies that the branches have different weights. These weights correspond to the classical probabilities; they are based on the Born rule. Rather than Up having a probability of 90%, the many worlds theory says that the up-branch has a weight of 90%. Making sense of these weightings is one of the big unsolved problems for MWI. For Greaves’ version of MWI, she needs the caring measure to track the branch weights. That is, if the Born rule says the weight of a branch is 90%, she needs the degree to which a rational agent cares about that branch (or their successor on that branch) to be 90%. There are two ways she could get this result. 

She could endorse the arguments given by Deutsch (1999) and Wallace (2003) that try to justify using the Born rule as the basis of decision-guiding probabilities. (She might add to this that there are no plausible alternative rules.) Or she could claim it is a primitive fact that our decision-guiding probabilities should match the branch weights (see Papineau 1996 for a defence of this position). In fact she hedges her bets and makes a tentative endorsement of both these positions. I won’t rehearse these arguments. I will assume that Greaves is right that our caring measure should match the branch weights. This is because, as my primary interest is confirmation theory, it is to some extent irrelevant what values our decision-guiding probabilities take. Let me explain. 

We want to find an update rule relating our t0 credences with our t2 credences. We will see that Greaves’ strategy is to link confirmation theory to decision theory, and decision theory to a caring measure. (The way this works will be explained in the next section.) It doesn’t matter for confirmation theory what the value of the caring measure is. 
Caring measure
     Decision theory 

Confirmation theory

Decision theory screens off the caring measure from confirmation theory. It would be nice for Everettians if the caring measure matched the Born rule. But if it doesn’t, that would be a problem for decision theory and the many-worlds interpretation of quantum mechanics, and not a problem for confirmation theory. Confirmation theory is parasitic on decision theory (as we will see in the next section). So we can assume, qua confirmation theorists, that we have settled the issue of what the caring measure says. Nevertheless, it is interesting to think about what caring measures we would have in Sleeping Beauty and Duplication.


Sleeping Beauty will presumably care about her Monday successor to the same degree that she cares about her Tuesday successor. Would it be irrational to care more about her Monday self? In the thin, Humean sense of instrumental rationality assumed in decision theory, it would not be. But Parfit argues that it would be. He discusses the case of someone who is future-Tuesday-indifferent. This person is perfectly normal except for the fact that they have no concern about what happens to them on Tuesdays in the future. Someone who is future-Tuesday-indifferent
…would choose a painful operation on the following Tuesday rather than a much less painful operation on the following Wednesday (ibid. p.124). 
Parfit thinks this is irrational. He doesn’t give any arguments, but seems to take it as a brute fact about rationality. ‘Preferring the worse of the pains, for no reason, is irrational.’ (Italics original, p.124). It is difficult to say that Parfit is wrong about this, but I’m not sure there are any persuasive arguments one way or another.

What about Duplication? Recall that while Al is sleeping, a perfect Duplicate of him will be made, such that when he wakes up, he will not know if he is Al. Should Al, before duplication, perform an action that will result in ice-cream for Al later and olives for his duplicate? Here the answer depends on your theory of personal identity. If you think that what matters is psychological continuity, you will care equally about Al and Dup. If you think that what matters if physical continuity, you will care entirely about Al (in a self-interested way; you might still care about Dup in a benevolent way). If you count both physical and psychological continuity as being important, you will care about Dup to the extent that you care about psychological continuity.

14.6 Quasi-Credences: Epistemic Problem

Let’s leave the practical problem and move onto the epistemic problem – what update rule should an agent in a fission case adopt? The neat thing is that once the practical problem has been solved, the solution to the epistemic problem follows. I’ll first state the new update rule, then justify it. Instead of conditionalizing on your credence function, use your quasi-credence function, which is defined as follows:
QP0(ST & E) = P0(ST) * P0(E | ST)
QP0(MWI & E) = P0(MWI) * Car0, MWI (E)

where Car0, MWI (E) expresses the degree to which the agent cares, at t0, in MWI, about her successors in the branches in which E occurs.

It follows that
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(where P(E) = Car0, MWI (E)*P(MWI) + P(E | ST)*(PST))
All that’s happened is the likelihood of E given MWI has been replaced by the caring measure attached to E in MWI
. This avoids the problem that plagued Naïve Conditionalization, which was that all observations were certain to happen given MWI, so they all confirmed MWI. Now, we don’t use P(E | MWI), we use the degree to which we care about branches where E occurs given MWI: Car0, MWI (E). We can now state our update rule, Extended Conditionalization:
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We have a rule for updating our beliefs that avoids the Inexpressibility Problem. We now have to justify it. 

Why should we update our beliefs according to Extended Conditionalization? First ask why we should update according to conditionalization in the first place. The most influential argument is the Lewis-Teller (1973) argument, showing a Dutch book can be made against anyone who doesn’t update by conditionalization. It turns out that a Dutch book can also be made against anyone who doesn’t update by Extended Conditionalization.

	
	Up and MWI
	Down and MWI
	ST (either Up or Down)

	Bet 1 at t0 (on MWI)
	1
	1
	-1

	Bet 2 at t0 (on Up given MWI)
	+10
	-10
	0

	Bet 3 at t2 (on Down after learning MWI)
	-12
	+8
	0

	Net
	-1
	-1
	-1


Table 13: Dutch Book for Extended Conditionalization 

Your t0 caring measure determines which bets you will accept at t0 (just as your initial probability function determined which bets you would accept in the Dutch book for conditionalization).
 Assume P(ST) = P(MWI) = 1/2, P(Up | ST) = P(Down | ST) =1/2 and  Car0, MWI (Up) = Car0, MWI (Down). You will accept bets 1 and 2 as fair. In particular, you take the loss of 10 in the Up branch (given MWI) to be compensated by the gain of 10 in the Down branch (given MWI) because you care equally about your two successors. But suppose you didn’t update according to Extended Conditionalization. Suppose you used a rule that took MWI to increase the probability of Down. Then a Dutch book can be made against you by offering a less favourable bet on Down once MWI is learnt. You lose in every possible world (ST or MWI) and every branch (Up or Down) within each possible world. Once we have a rule for what we should do (decision theory says the rule is to maximize expected utility), plus the premise that we should avoid Dutch books, a rule for how we should update follows. That rule is Extended Conditionalization. 

The cognitive utility argument for conditionalization of Greaves and Wallace (2006) can be extended in the same way to Extended Conditionalization (though the Principle of Minimum Information argument of Williams 1980 cannot be; see Greaves 2007 for the details).  

Greaves’ theory of Extended Conditionalization, like Vaidman’s, can be applied to Sleeping Beauty (and Duplication). The decisions Beauty makes on Sunday are guided by the degree to which she cares about her later successors. Assume, as seems reasonable, that she cares about her Monday and Tuesday successors to the same degree. Then she will behave as if there was a 50% chance of being woken on Monday and a 50% chance of being woken on Tuesday. This is because Car0 (Monday) = 1/2 instead of P(Monday) = 1/2. The effect on action is the same. For example, she would take a bet that paid £11 on Monday for a cost of £10 on Tuesday – not because she ends up with an extra £1 on Wednesday, but because the loss of £10 for one of her successors is more than compensated for by the gain of £11 for the other. 


So after the abortive attempts of Subjective Uncertainty and Naïve Conditionalization, we have two theories about how we should update our beliefs when the evidence cannot be expressed at t0. The question is: do they agree? Do they both tell us to update in the same way? The answer to this depends on whether the values of Vaidman’s ignorance probabilities at t1 are the same as Greaves’ caring measure at t0. Does the degree to which you care about a successor track the degree to which you believe that you are that successor after branching? Certainly Greaves and Vaidman want the probabilities to cohere, as they both want the probabilities to match the Born probabilities. That they do match the Born probabilities is taken as primitive by Vaidman, while Greaves makes a tentative endorsement of the arguments of Deutsch and Wallace. But putting aside what values they take, is there any rationality constraint that the values  cohere? Should the degree to which you care about a successor track the degree of belief you will later have that you are that successor? Yes. The reason emerges when we discuss the connection between the two theories.
14.7 Greaves, Vaidman and Intertemporal Consistency
Let’s review the update rules on the table. Vaidman says we should not change our credence in any non-self-locating belief between t0 and t1, and we should then conditionalize as normal when we learn E at t1. Greaves says we should extended-conditionalize on our t0 quasi-credence, which tracks our measure of care over our successors. Is there anything to choose between these theories? I mentioned earlier that Greaves complains that Vaidman’s theory obscures the true logic of the situation
. It will turn out that the mirror-image of her objection to Vaidman is an issue for her theory. The theories complement each other. We should not choose one, but both.

 Greaves’ complaint is that Vaidman’s theory tells us how to act at t0 on the grounds that we will be uncertain at t1 (recall the Vaidman probabilities are based on the t1 degrees of belief). That is, the t1 uncertainty guides the t0 actions. So we start with the t1 uncertainty and work backwards to find out what we should do at t0. But this is odd. Why should my future uncertainty guide my current actions? Greaves thinks the true logic of the situation is the other way round. She starts with the t0 caring measure, and works forward to find out what we should believe at t1. But she faces the same problem in reverse. Why should my degrees of belief at t1 depend on how much my t0 self cared about its t1 successors? Why should my past actions guide my current uncertainty?

To press this point, consider at t1 wondering how likely it is that you are in the up branch. For Greaves, an argument that you are in an up branch must go something like this: 
At t0, I cared about my up-branch successors to degree 0.8. Intertemporal consistency (of the kind that avoids Dutch books) requires that my current degree of belief match my past caring measure. So I should now assign probability 0.8 to being in an up branch.
But how much someone at a previous time cared about someone in a particular branch cannot affect what I, now, should believe (even if that someone is me). The point is even more obvious when we think about measurements that were made before we were born. In those cases, we did not care about any of the post-measurement branches to any degree because we did not exist pre-measurement. But we can still have a degree of belief about what the outcome was, and which branch we are in.

Greaves (2007) discusses this objection, which she attributes to Tim Maudlin, and gives two responses. The first is that the post-measurement credence function can, if desired, be obtained without appeal to predecessors. The post-measurement agent is genuinely uncertain about which branch he is on – this give us a credence function. As for updating, he can conditionalize as normal when he learns a piece of evidence. There is no Inexpressibility Problem because ‘This is the Up branch’ can be expressed at t1.

This is surely correct, but notice that it amounts to an endorsement of Vaidman’s theory. Vaidman solves the Inexpressibility Problem by using the uncertainty of the post-measurement agent. Greaves is effectively saying that if we are focussing exclusively on the time after the measurement, we should use Vaidman’s theory. Confirmation theory is concerned with what the agent should believe after the measurement is made and evidence is learnt. If we can use Vaidman probabilities for such a case, what advantage is Greaves’ caring measure for confirmation theory? It may be useful in decision theory, but why do we need it qua confirmation theorists?

The answer to this question is Greaves’ second response – confirmation theory and decision theory are not independent, and Extended Conditionalization serves as a consistency check. Confirmation theory and decision theory must cohere. As Greaves puts it:
If, having independently advocated a particular strategy for rational action and a particular epistemic strategy, we were to find that the combination of the two led to failures of intertemporal consistency — if, for example, it

turned out that the pre-measurement agent should desire to constrain her

post-measurement selves to adopt credence functions that do not count as

reasonable from the post-measurement perspective — then our argument as a whole would have landed us in paradox (Greaves 2007, p.41).
An example will help demonstrate the point. Consider a pre-fission (t0) agent who doesn’t care much about his successors in the up branch. But after fission (t1), his successors think it equally likely that they are on the up branch as the down branch. At t0 he will accept a bet that wins £1 in the down branch and loses £9 in the up branch. Then at t1, his successors will take a bet that wins £5 in the up branch and loses £5 in the down branch. 
	
	Up
	Down

	t0 bet on Down
	-9
	+1

	t1 bet on Up
	+5
	-5

	Net
	-4
	-4


Table14: Dutch book for Intertemporal Inconsistency

We can see that adopting pre-fission caring measures and post-fission ignorance measures that don’t cohere result in a Dutch book. The t0 agent will want to constrain the credences of the t1 agent in a way that is irrational by the lights of the t1 agent. We have intertemporal inconsistency, so something has gone wrong. This is why we need to add Greaves’ decision theory based argument to Vaidman’s confirmation theory based argument, even if our sole concern is confirmation theory – each serves as a consistency check on the other.


This brings us to two conclusions. First, should Vaidman’s t1 ignorance probabilities cohere with Greaves’ t0 caring measure? Yes. If they don’t cohere, the agent can be Dutch booked. Inter-temporal consistency requires that the pre-measurement caring measure and the post-measurement ignorance measure cohere. Second, should we use Vaidman’s ignorance measure or Greaves’ caring measure to guide our actions and belief update strategy? We should use both. As the measures (should) cohere, there is no difference in practice between them. Vaidman’s theory justifies our behaviour from a post-measurement perspective, while Greaves theory justifies our behaviour from a pre-measurement perspective.


I have argued in this chapter that the Inexpressibility Problem is solved by the theories of Vaidman and Greaves. These theories are complementary; each is strengthened by the other. Together, they give us a strategy of belief update that succeeds in extending conditionalization to the most difficult cases that self-location can generate. 
Conclusion

Updating beliefs when self-locating beliefs are involved quickly becomes a confusing issue. Though my arguments have sometimes been complicated, the principles I defend are simple. First, we must draw a distinction between content and role, which separates belief mutation from conditionalization. This helps motivate the Relevance-Limiting Thesis, which says that learning or losing a purely self-locating belief without any uncertainty can’t shift one’s credence in a non-self-locating belief. This is a premise of the argument for the Restricted Principle of Indifference. Weatherson’s attacks on the Restricted Principle of Indifference do not succeed, so they don’t cast doubt on the Relevance-Limiting Thesis either. Arntzenius’s argument based on The Prisoner thought-experiment is shown to be mistaken, as are the arguments for being a thirder in Sleeping Beauty. The thesis is left standing after many attempts to refute it, which gives us reason to believe it is true.

However, if we learn a self-locating belief from a position of uncertainty, we should conditionalize as normal, and this can result in a shift in credence in a non-self-locating belief. I argued that conditionalization was just as well-supported when self-locating evidence is learnt as when non-self-locating evidence is learnt. This commits us to uncomfortable-looking consequences; namely, the halfer position in Sleeping Beauty, and the validity of the Fine-tuning Argument and the Doomsday Argument. I argue that all these positions are correct. They appear counter-intuitive, but I show that our intuitions are easily misled in such cases. One of the sources of confusion is the presence of selection effects. 


The only revision of conditionalization occurs when the case has a branching structure, and the Inexpressibility Problem arises. This problem cannot be solved by Subjective Uncertainty or Naïve Conditionalization. Instead, we must adopt Extended Conditionalization based on a caring measure over our successors. This caring measure must cohere with our later degrees of uncertainty, to ensure intertemporal consistency. 
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� Applied to beliefs, these say 1) All beliefs have a probability of at least 0. 2) Tautologous beliefs  have a probability of 1. 3) If beliefs A and B are disjoint, the probability of A and B being true is P(A) + P(B).


� ‘Iff’ is an abbreviation of ‘if and only if’.


� For a defence and development of Bayesianism, see Ramsey 1926, De Finetti 1937, Good 1983, Earman 1992, Howson and Urbach 1993, Fitelson 1999.


� I learnt the phrase from Mike Titlebaum.


� I do not mean that there is no time the agent is ever uncertain about the belief. I mean that the agent is not uncertain at the time she gains the self-locating evidence. 


� Role can be thought of as character (Kaplan 1989). The differences between character and role will not be relevant.


� Lewis: ‘Whenever I say someone self-ascribes a property X, let Perry say that the first object of his belief is the pair of himself and the property X. Let Perry say also that the second object is the function that assigns to any subject Y the pair of X and Y’ p.151


� Meacham tells me he would.


� It might look like the content is different, as the second sentence makes reference to waking up. But the contribution of ‘last time I woke up’ to content is merely to pick out a time.


� This is not true, as several people have pointed out to me. I ask those with a knowledge of biology to suspend disbelief for the sake of a nice analogy.


� This talk of ‘identity beliefs’ is somewhat puzzling. Presumably they are beliefs of the form ‘A is identical to B’ where in this case A and B are atomic beliefs. But the atomic belief theorist doesn’t think there is an identity between A and B. In fact he is committed to denying the identity of A and B, which is the source of the disagreement with the dynamic belief theorist. I think Evans should have used some justifying relation that falls short of identity. The argument would still have gone through. I thank Elliott Sober for raising this point.


� This is somewhat over-simplified. There are elements of content in Frege’s sense, but I think it is most similar to cognitive significance.


� I should point out that this is a revisionary interpretation of Frege, where ‘mode of presentation’ is a much more flexible concept than it is generally taken to be.


� For those looking ahead, the unwarranted assumption has just been made, and will be made in the next sentence too.


� There’s the assumption again. We’ve slipped from the probability of the Ace being dealt, to the probability of it being announced.


� I would like to say that a piece of evidence is a proposition, but ‘proposition’ has the connotation of ‘uncentred proposition’, so I cannot. 


� For this general claim, and those that follow, I assume the r measure of confirmation, which says that the likelihoods are all that affect degree of confirmation. See chapter � REF _Ref158492098 \r \h ��8� for a little more discussion.


� See van Fraassen (1999) for an example where this assumption is taken for granted with disastrous consequences (Weisberg (forthcoming)).


� An ad hominem attack on Elga is appropriate here. We will see that he rejects the Relevance Limiting Thesis in the Sleeping Beauty case (Elga (2000)) but he assumes it is true here (2003).


� Arntzenius’ paper has five attempted counter-examples to the Relevance-Limiting Thesis. One involves memory loss. I agree the Relevance-Limiting Thesis is violated if there is memory loss; so is conditionalization. I am concerned with normative constraints for ideal agents. There is also a variant Arntzenius calls ‘John Collins’ Prisoner’ which succumbs to the analysis in this chapter. Then there is Sleeping Beauty, discussed in the next chapter. Arntzenius’ last example is much more complicated, but seems to be a variant of Sleeping Beauty.


� It doesn’t matter whether Heads or Tails leads to execution.


� Schervish, Seidenfeld & Kadane 2004, Weisberg forthcoming


� Elga assumes that we should conditionalize as normal when evidence is self-locating. I adopt this assumption for now, and will defend it in part 2. 


� As Lewis thinks the past is not chancy, he may not have put things this way. But my argument could be reformulated to take this into account. However, it is not clear to me that the past is not chancy, and it is especially unclear whether a frequentist, four-dimensionalist like Lewis could hold that the past is not chancy. 


� This is intentionally vague. I leave open what positive epistemic consequences are, how positive they must be, and the issues concerning the belief / acceptance debate.


� The Brier score is the most plausible score for measuring belief (see Joyce ibid.) But does my argument apply to other scoring rules? I think it will apply to most, such as the linear rule defended by Maher (2002). But it may not apply to rules that build in the constraint that they can only be applied once per belief. Such a constraint would automatically block Monton and Kierland’s argument for 1/3 however, as this requires that the same belief is scored on Monday and on Tuesday.


� This assumption is reasonable though it is not strictly necessary. See Arntzenius (2002) for an interesting discussion connecting Sleeping Beauty with decision theory.


� Compare with the betting case: You will be paid twice if Tails lands. Then you should bet more heavily on Tails. In both cases, we have an incentive to misrepresent our true opinion, to favour Tails. 


� Assume that withholding belief leads to the same demon-induced false beliefs.


� More precisely, we have a particular objection to the fine-tuning argument.


� I won’t discuss variants, such as Gott’s (1993) Doomsday Argument, or the Shooting-room Doomsday Argument (Leslie (1996) p.235-6); see Richmond (2006) for a comprehensive review.


� I am interested in which hypothesis is confirmed, so the prior probability is not too important, though it will come up later.


� The Restricted Principle of Indifference (Elga 2004) gives us this value. This assumption will soon be weakened.


� As long as the birth rank is instantiated; see softener 2 on the a priori shift.


� Bostrom’s own objection is based on the same premise as his position on Sleeping Beauty. I discuss this in chapter � REF _Ref157519083 \r \h ��9�. 


� See Bostrom’s (ibid p.154-5) Quantum Joe thought-experiment for a related discussion.


� In Bradley (2005) I discuss an argument from Monton (2003) which, despite appearances, turns out to be very similar to the MGDA.


� The structure of this case is the same as the Monty Hall problem (see Bradley and 


Fitelson 2003).


� This also has the old evidence problem in spades, but as explained earlier , we will bracket this issue.


� The outcomes are not days, but days when Beauty is awake. The property is not the property of being a day when Beauty is awake, but the property of being a day that is Monday. We assume the evidence that she is awake is already known. The effect of this evidence is discussed in chapter � REF _Ref158037118 \r \h ��5�, where I argue that the effect on non-self-locating beliefs is zero.


� ‘It is Tuesday’ may also be discovered. But that would absolutely confirm Tails whatever the procedure, so I will omit a trivial analysis.


� Perhaps there is a difference in the prior probabilities of learning it’s Monday or Tuesday despite the procedure being random. This suggestion is criticized in chapter � REF _Ref158453678 \r \h ��4�.


� Greaves (2007) shows that even an agent with calcified credences is susceptible to a Dutch book. This is further evidence that Dutch books cannot be taken as an argument for calcification.


� Wouldn’t winning bet 1or 2 inform Beauty that it was Monday? Perhaps, in which case no bets could be made, and there is no hope of constructing a Dutch book. The verifiability of bets is discussed by Weatherson (1999).


� What if the husband has a false belief that he might not find out if his wife cheats, when the truth is that he would find out? Then he might be Dutch booked, but only because he wins money in an epistemic possibility that won’t be realised. This is ignorance,  not irrationality.


� Interestingly, these higher order distinctions seem much more familiar to epistemologists than formal epistemologists (see Alston 1980). 


� What Meacham calls a de se belief.


� In fairness to Meacham, he does note that this is a counter-intuitive consequence of his view. He thinks the alternative positions have even worse consequences.


� A similar looking conclusion is also defended by White (2006) as the principle of Disconfirmability.


� There is perhaps an interesting semantic debate here. If a term has been used in one way for a while, and then gets applied to a new area, has the term changed meanings or did it apply to the new area all along?


� Terminological point: My PMonday (Heads) is written by Bostrom as P+(Heads|Monday). I have adopted normal usage by writing the learnt evidence as a subscript. I’ve also changed the expression from being conditional on Monday to being unconditional. Conditionalizing on known evidence cannot change the probability of a hypothesis, as students of the old evidence problem know. 


� I have found that some philosophers are hostile to this claim for reasons I find puzzling; physicists seem to take the claim as data. I am not especially concerned with the truth of the claim however, but with the inferences that would be valid if it were true.


� These proponents include Parfit (1998), Leslie (1985), Swinburne (1991), Manson (1989), Craig (1988) and van Inwagen (1993).


� A thirder might be tempted to reply that though the non-self-locating evidence that an awakening occurs gives extra confirmation to Tails, this is perfectly cancelled out by the self-locating evidence ‘I’m awake today’, resulting in P(Tails) = 1/3. But this commits them to the claim that ‘I’m awake today’ disconfirms Tails to some extent. This claim is unmotivated and implausible.


� I’m not sure whether this kind of subjective uncertainty could be applied to Sleeping Beauty and Duplication. Wallace has indicated (personal communication 2006) that it could be applied whenever a belief is-not-knowably-true-or-false, which suggests he might want to apply it to these other cases.


� There seems to be an extra problem even if we accept the Principle of Charity. Many uses of ‘uncertain’ are about the present or past. In such cases, our utterances are not made true by future branches. They are made true by the mental state of the agent. So it seems that claims of uncertainty about the future have different kinds of truth conditions to claims of uncertainty about the present or past. I’m not sure how problematic this consequence is, but it can’t be good.


� I ignore the possibility of unequal weightings.


� The interesting thing about combining the Charitable view with my definition of a self-locating belief is that ‘I see spin up futurewards of t0’ counts as a self-locating belief when uttered at t0, even though it appears to be a non-self-locating belief saying that up will occur in all branches futurewards of t0.


� It is possible to hold that our conclusions in Technicolour Beauty should not be applied to the original Sleeping Beauty case. Meacham (forthcoming) is committed to this position, see p.� PAGEREF _Ref157519209 \h ��130�. 


� As I will explain shortly, my position is that our decisions should cohere with Vaidman probabilities, but should not be based on them.


� This isn’t quite right. Greaves’ epistemic problem is more precisely the problem of whether the many-worlds interpretation of quantum mechanics says that we should believe it. I have broadened the problem.


� This theory can be generalized to cases where the hypothesis isn’t about whether the world is chancy or branchy. Suppose the hypothesis is ‘Up’ and the evidence is some other observation that might be relevant. Then QP0(Up|E) = Car0 (Up)*P(E|Up) / Car0 (E), where Car0 (E) = P(E |Up)*Car0 (Up) + P(E |Down)*Car0 (Down).





� This is the decision theory part of confirmation theory. The argument for a rule of belief update (conditionalization) requires a rule of decision (maximizing expected utility) be followed.


� She made this complaint in the 2004 paper. She does not make it in the 2007 paper, and with good reason. 
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