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1 INTRODUCTION

Imperatives are linguistic devices used by an authoritgdkpr) to express wishes, re-
quests, commands, orders, instructions, and suggestomstbject (addressek)This
essay'’s goal is to tentatively address some of the followjingstions about the imperative.

e Imperative Metasemantics.What is the menu of options for understanding fun-
damental semantic notions like satisfaction, truth-cbonds, validity, and entail-
ment in the context of imperatives? Are there good impegatigumentsand,
if so, how are they to be characterized? What are the optmmsfderstanding
the property that an account of good imperative argumerstspposed to track?
What constraints on a semantic analysis of the imperativéiffierent positions
on the metasemantic issues impose?

e Imperative Semantics. How might we implement metasemantic postures in a
rigorous formal system? How much can we do using familialsttmm deontic
modal logic? How much leverage over semantic questions egain by intro-
ducing tools from natural language semantics—orderingcesy dyadic modal

1. This is a crude conception of the function of the imperativenatural language, but it will do for our
rather limited purposes. A more sophisticated treatmentimesound inHamblin (1987).
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operators, salient alternatives, and the like—into a féreeaantics for an im-
perative object language? How much leverage can we gaintindincing tools
from rather less-utilized areas of modal logic—devicesrépresenting actions
and planning in time, modal operators constructed fromoaetierms, and the
like—into the analysis?

e Imperative Dynamics. How do imperatives succeed in performing the speech-
acts they are used to perform? How do imperatives updateulises? How
can we leverage an account of imperative discourse updafieimg a dynamic
semantics for the imperative? Is there anything about tiperative thattemands
a dynamic semantic treatment?

Before jumping in, a very quick overview of the structure lo¢ tessay and general
approach we will take to answering the above question§2,me address metasemantic
guestions about the imperative, outlining in some detagdldifferent tacks one might
take in response to them. Very roughtylfillment-orientedogics regard the fundamental
semantic relation—the imperative analogue of satisfaetias fulfillment of the require-
ment expressed by an imperativeontent-orientedbgics treat the fundamental semantic
relation as requirement in view of an authority’s desiresidflanning-orientedogics
treat the fundamental semantic relation as requiremeniein of “prior” constraints on
an agent’s practical reasoning and intention formatiorchBack is naturally adopted to
an idiosyncratic conception of validity in imperative angent. Depending on implemen-
tation, taking one tack over another naturally manifestifferent predictions about the
validity of certain argument patterns.

The rest of the essay is devoted to brass tacks—implemedifiiegent positions on
the metasemantic questions in a formal semantics (botic stadl dynamic) for a formal
imperative language. 163, we develop a logic of content in terms of a slightly embel-
lished, but otherwise fairly standard, deontic modal logiwle show that this setup is
well-suited to handling an array of phenomena about the iatjpe—conditional, quali-
fied, or otherwise hedged imperatives and the Ross Paradparticular—and we devote
a significant amount of effort to exploring the intricaciesreunding each of these is-
sues. The analysis of conditional imperatives is arguecteefit from the introduction of
dyadic modal operators (and corresponding dyadic imperatperators) with restriction
arguments and a novel version of an ordering-source secsardther than a simple acces-
sibility relation semantics. The Ross Paradox is arguecttefit from the use of alterna-
tive semantics (although a Montague-Scott approach iscaissidered and rejected). We
show that the setup can, with a rather minimal conceptuigiglef hand, avoid the trap of
construing imperative operators in the imperative languegjterally deontic modal oper-
ators, and thereby sidestep the problem of assigning fasmfl the imperative language
literal truth-conditions. Although the analysis is at loott a treatment of an imperative
logic of content in terms of the model theory for deontic mddagic, it is neither elimina-
tivist nor reductionist.

In §4, we shift our attention to modeling how imperatives coristthe planning be-
havior of their subjectst a given point in time Some of what we want to model in this
area can be handled with a rather simple change to the appayBi3: replacing the
authority-oriented ordering-source with a subject-aeerrdering-source—Eo-Do List
for an agent, roughly in the sensefdrtner(2004 2008—although the shift introduces
several complexities that are without direct parallel ia ibgic of content. Other theoreti-
cal goals demand a genuine elaboration of the apparatusiflimg our focus to planning,
it is natural—and, as we see, extremely useful—to have admposal a dynamic lan-
guage that is capable of talking explicitly about actiond tive hypothetical impact of the
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performance of certain actions on the constraints impipgimthe agent’s future planning.
We adopt such a language—an embellishment of the Propualifizynamic Language of-
ten used in providing a logic of programs—and proceed toitewilne semantics from the
ground up. The setup is shown to be extendable to a resolafianbitrarily complex
versions of the Ross Paradox, somewhat along the lines pfithen in the prior section,
as well as a perspicuous analysis of temporal imperativetoaetions and temporal con-
straints on planning that present difficulties when the irapiee object language is non-
dynamic. We close by suggesting a perspective—the pergpett'constraint semantics”
in the sense ddwansor{(2006 2008§—from which the logic of planning presented in this
section could just as well be construed as a logic of content.

In §5, we turn to genuine dynamics, in particular modeling impeeaeffects on
discourse. We do several things in this section. First, viduce a new discourse
parameter—a Rights List—to keep track of permissionstlentents, and freedoms accu-
mulated by an agent over the course of a discourse, and waiexpé sort of work it can
be used to do. Second, we define a set of update potentialsticins mapping from dis-
courses into updated discourses—for the enriched, dynanpierative object language.
The update potentials are designed to make good on a partmuhception of imperative
force in discourse, on which imperatives both introducest@ints and grant rights with
respect to the agent’s future planning behavior. The r@swh account of imperative
effects on discourse that (i) handlesnachwider array of imperative constructions than
tackled in recent literature on the subject and (ii) offerather more subtle treatment of
imperative force than what is offered in contemporary act®uWe use these definitions
of update potentials to define irreducibly dynamic analegfémperative satisfaction and
entailment. We close with a defense of static semanticseofrtiperative in terms of the
model theory for deontic modal logic against attempts t@stynamic hegemony. The
thesis we advance here can be read as the implicit and oliergriheme of this paper:
much of what we want to model about the imperative can be neddeding just the well-
understood model theory for modal languages.

2 FOUNDATIONS
2.1 Motivating Imperative Logic

There is something undeniably compelling about the foll@mnargument patterns.

Q) Brush your teeth and go to bed!
.. Brush your teeth!
(2 Pet every kitty!
.. Pet Fluffy!
3) If you go to Harlem, take the A-train!
Go to Harlem!
.. Take the A-train!

4) Use an axe or a saw!
Don’t use an axe!
. Use a saw!

What preciselymakesthese argument patterns compelling—indeed, what it eveanme
to describe the inference of an imperative conclusion frosetaof imperative premises
as compelling—is for now a bit of a mystery—one which will apy our attention for
much of the first part of this essay. But no matter. The pullohlthese arguments exert
on us constitutes prima facie reason for thinking that thee such a thing agood im-
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perative arguments-and, therefore, a difference between good imperativeraegis and
bad imperative arguments.

It is the task of the imperative logician to characterize tifference, both semanti-
cally and syntactically. Semantically by attempting to defan imperative analogue of
semantic validity or truth-preservation (and perhap$icalgh not necessarily, an imper-
ative analogue of the model theories used to interpret mpefative formal languages).
Syntactically by attempting to develop a proof theory foobgital imperative object lan-
guage. In this essay, we focus our attention on the semantendion of the project, and
leave the proof theory for another occasion.

My own interest in imperatives stems from an interest in ntiodehe role of natural
language imperatives in communication and individualigrpractical reasoning. But,
though we devote a large amount of time to developing a madteifdating discourses
and cognitive states in accordance with imperative utt@snour focus in this essay will
not be on natural language—not directly anyway. Rather, ake the advice oBar-
Hillel (1966 and confine our attention to defining, interpreting, andettgping a rough
semantics and pragmatics for a formal imperative objequage (with the customary
expectation that insights from our intuitive understaigdifi the behavior and function of
natural language imperatives will inform the formalismdahat a carefully designed and
implemented formalism will enrich our understanding of engtive discourse).

For most of our purposes in this essay, an expressively pgaeiative language built
on top of the Boolean propositional language suffices.dgdbe the Boolean propositional
language. Then the Basic Propositional Imperative Langdagis defined as the smallest
set such that:

(5) If ¢ € Lp, theno € Lp)
If ¢ € Lp,thenlp € Lp

The imperative “operator”! ™ may be read as “see to it that.” Note that in limiting our-
selves to a propositional language, we prevent ourseleas $aying anything about the
argument in form inZ). Nevertheless, there are, as we will see, plenty of intiergém-
perative arguments we can representi and, once we have a semantics on the table,
evaluate for validity. The following are naturép, logical forms for the arguments i),

(3), and @):

(6) oAy) 11
() o —o)to 11y
(8) oV Y),1=g | 1

A note onLp: it is natural (and customary) not to allow an imperative raper to take
scope over another imperative operator, and we follow thsatoen here. More generally,
we prohibit any embeddings of expressions containing thgenattive operator. In view
of the following sorts of constructions, this might be thbtign intolerable expressive
limitation on our language.

9) If he doesn't stop, shoot!
(20) Stop, or I'll shoot!

A natural first pass atonditional imperativedike (9)—and, for that matter, the first
“premise” imperative of §)—and imperative threats likelQ) would involve represent-
ing them with the logical forms.¢ — !4 and ¥V ¢ respectively. Such logical forms do
not count as well-formed formulae dfp;. We will take up this issue again in our dis-
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cussion of conditional imperatives, but a small piece ofiwadibn for this decision might
be in order. Sanctioning such logical forms seems to me&ereiterpreting imperative
formulae as bearers of truth-values or devising non-tfutitctional interpretations of their
main Boolean connectives. Both options seem less than idésdvoid making the choice
by provisionally supposing that these constructions atetbandled in some other way.
With a basic imperative language in place, we now considéerént possibilities for

characterizing the property that distinguishes good i@ipex arguments from bad—viz.,
different proposals for understanding the imperative @ma¢ of the entailment relation
F. Note that the menu of possible options is more diverse thpresented here. Those
presented here have been selected in view of their conndctithe main themes of this
essay (and interests of the author).

2.2 Logics of Fulfillment

The earliest proposal for conditions on imperative entailbwas formulated idgrgensen
(1937-8, which proposed a reduction of imperative to “ordinary(j non-imperative)
logic, along the following lines. (Note: we resertefor the imperative analogue of the
entailment relatiorr.)

(11) 101, on IF 1 Iff @1, 00 E O

This analysis predicts the argument patternslin (3), and @) valid, on their suggested
Lp) renderings. References that, with qualifications (to beutised shortly), defend this
basic picture includéiare (1949 1952 1967, and, more generally, any analysis of the
imperative operator as a species of deontic necessity nfadd) potentially—depending
on how the details of his idea are develope@each(1958). Customarily, the proposal is
motivated by appeal tlulfillment-conditionswhich are the imperative analogue of truth-
or satisfaction-conditions. Along these lines, the basimantic relation in imperative
logic—the imperative analogue of satisfaction—is conedias fulfilment. We under-
stand an imperative senteneeds being fulfilled (in a model) iff its complement indicative
¢ is true (in that model). If, and only if, a sequence of fornaula, ..., ¢,, entailsy is it
the case that the fulfillment of},...,!¢,, guarantees the fulfillment of/. The final step
in motivating the logic is the proposal that imperative dntant should be understood in
terms of a guarantee of fulfillment: a “premise” sequencengferatives entails a “conclu-
sion” imperative iff the fulfillment of each premise impévatguarantees the fulfillment
of the conclusion imperative. The parallels to the ordinargterstanding of the entailment
relation (in terms of a guarantee of truth) are obvious aribnet be belabored.

The account is incomplete, along several dimensions. Mogbasly, a statement of
conditions on an imperative entailment relatiomist a fully worked out semantics. In
particular, we are missing an explicit account of the sefnamntribution (if any) of the
imperative operator to the meanings of imperative formuldee proposal is, as it stands,
compatible with treating the imperative operator as a gsauf deontic necessity modal or
semantically null speech-act operator (among sundry qtbssibilities). We bracket the
issue for now, but take it up again later.

Additionally, we lack any account of the proper interactmatween imperatives and
indicatives in argument; we have only stated necessary @fidisnt conditions on when

2. We spend a good deal of time on imperative tru§B.8) and how to interpret Boolean connectives in
an imperative logic§3.4.3. To preview: truth-conditional analyses of the impemtare not totally out of the
question. But the semantic apparatuses that accompanyasiatyses are rich enough to handle conditional
imperatives in other ways, and there are reasons for pideiiiem. (Imperative threats are trickier, and we will
have nothing to say about them in this paper.)
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animperativeconclusion follows from a sequenceinfperativepremises. So, for instance,
we have nothing to say about whether the following sortsgfiarents ought to be counted
as valid or invalid.

(12) Use an axe or a saw!(fp v ¢)]
You will not use an axe.{¢]
Then use a saw! {}]

(13) See to it that: if you go to Harlem, you take the A-trai{{— )]
You are going to Harlem.d]
Then take the A-train! ]

Although | argue shortly for a form of skepticism about sucuanents, they have some
prima facie appeal. Noticing this, we might try to fill partthie gap in our proposal by
strengthening it.

(15) {101,.., o Y U{th1, ..., } IFViff {1, ..., 00} U{)1, ..csth FE T

There are definite difficulties doing so. For one, endorsheg gtrengthened proposal
means giving up any hope for an analysis of the imperativeatpeas a species of de-
ontic necessity modal. On none of the standard semanteathtients of deontic logic do
we have, for example, that eith@(¢\V ¢), —¢ E Ov or O(¢ — 1), ¢ F O1p. But, while the
prospect of effecting a full-scale reduction of imperativgic to deontic logic might have
looked appealing, this might be thought a small concessiher things equal, it would
be preferable, for example, to avoid an analysis on whicteiatves are given modalized
truth-conditions.

Agreed, but it would nevertheless be surprising for thedvaligument forms of im-
perative and deontic logic to diverge so radically. And,ded, we find that the sorts of
considerations that tell against the corresponding de@rument forms can be lever-
aged against their imperative kin. The deontic prohibibardetaching)« from premises
O(¢ — ) and¢ is made palatable by noting that an obligation to make a nahten-
plication ¢ — v true might have beehestdischarged by falsifying the antecedent (and
similarly for the inference 001 from O(¢ Vv 1) and—¢) (cf. Broome 1999. Similarly,
in issuing an order of the form{¢ \ ¢), an authority might reasonably prefer that her ad-
dressee fulfill her command by seeing to it thaand demur from endorsing the command
l4 in the event thatp.* The fact thatp, combined with the fact that she has issued the

3. This isn’t quite right. We want to rule out the validity of argament from a sequence of non-imperative
formulae to an imperative conclusion—e.g., frgnand¢ — 1 to 4. (15) does not. This brings up the thorny
question of whether/when imperatives and indicatives migiply each other. In this veinHare (1952 28)
defends a proposal along these lines:

(14) a. {lo1, ..., 1ontU{r, ..., o} IEiff {i1,...,¥om} ET
(I implies an indicative iff the indicatives ih do.)
b. {!¢1,...,'pn}U{t1, ..., b} IF 1w only if {11,..., 00} # 0

(" implies an imperative only i contains at least one imperative.)

The statement of conditions di in (15), then, presupposes the correctnessldh). Geach(1958 rejects
both claims. Concernindlég, he notes a case whergp!— ), |-, and¢ seem inconsistent, so thdt! —
), 1= IIF =¢ (If you are loyal, rise up! But do not rise; stay on your kneestnige: you are disloyal This
case is puzzling, but Geach is wrong about it: an agent can egich of these commands without thinking her
addressee disloyal; indeed, she might be enjoining heeadde to be disloyal. What is more mysterious is that
the commande disloyal' does not seem to follow from the other two commands, althdbgtproposal we are
considering predicts that it should. Geach’s argumentrag&i4h), on the other hand, looks airtight. There are
ways to finesse this issue (see, eGastaneda 195&ut they are not our concern here.

4. This isnotto say that such an authority will view as impermissible. Only that she might reserve positive
endorsement (of the sort expressed by an imperatiyedr those ways of fulfilling the original command that
are, by her lights, both permissikdadbest. We say much more about the issues raised here in theautixn.
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command (¢ V), in no way commits her to endorsing the commandSimilar remarks
could be made about the conditional case.

The question of how precisely to constrain the interactibimperatives and indica-
tives in argument is vexed, and we will bracket it for nowIfaligh, as we will see, en-
dorsing a definite semantic proposal about the imperativallysnvolves taking a definite
position on the issue). For now, we note that there is a praw&ftension between the
intuitive, deontic logic-inspired argument against threisgjithened statement of conditions
onllF and conceptualizing imperative entailment as an inclustation among fulfillment
conditions. On the assumption thap, a disjunctive imperative(¥ Vv ) is fulfilled if and
only if ¢. To put it differently: the satisfaction of¢ and fulfillment of (¢ V ) (say,
with respect to a valuation) guarantees the fulfillmentaf Similarly for the conditional
case. More generally, when (and only when)..., ¢,,, 41, ...,¢,, F =, the fulfillment of
l¢1,...,'¢, and the satisfaction af,...,1,, will guarantee the fulfillment of#. So, a
natural extension of the motivation for the original stagenof conditions onit in (11)
appears to positiveliecommendhe strengthened statement rb).

There are two ways to react to this fact (as well as other thetisthe logic of imper-
ative fulfillment finds difficult to explain, which we preseantthe following section). One
is to conclude that theorrectimperative logic—or, at least, the correct way of concep-
tualizing imperative logic—is not to be found in the logiciofperative fulfillment. The
other is to take this fact to motivate the development of I(§raative conceptualizations
of what imperative entailment might amount to, so that wehnigave some rationale for
resisting the strengthened statement of condition#-an (15), and/or (ii) alternative im-
perative logics. | will take the latter tack. | take it thaetlogic of imperative fulfillment is
a reasonable logic of something or other, and different najpee logics can be conceptu-
alized, designed, and used to model different phenomena #mimperative. The logic
of fulfillment simply does not appear up to the job of accongfior the sense in which the
argument forms inX2) and (L3) are invalid.

2.3 Logics of Content

A different approach to the logic of imperatives is what llvi&rm the “logic of content.”
There is undoubtedly a sense in which a logic of imperatilfdifoent is a logic of content:
logics of fulfillment pay attention tavhat is requiredor commandedy an imperative
sentence, and construe an imperative conclusion as folpfkdom a sef” of formulas just
in case the content of the conclusion (what the conclusiguires) follows from what the
imperatives inl" require (together with the facts that the non-imperativel describe).
But | wish to identify the content of an imperative sentendthvgomething other than
what the sentence requires. What precisely imperativeeob@mounts to will depend on
the specific sort of semantic theory one endorses. But wheatd ln mind generally is the
denotation assigned by a semantic theory to an arbitrargiiatipe formula of Lp.
Logics of content may (and do) differ significantly from oneother. Some (e.qg.,
those that identify the denotation ap with that of O¢, whereO is a species of de-
ontic necessity operator), will endorse the statement oflitions onllF given in (1).
Others will not. What distinguishes logics of content asasslis a particular concep-
tualization of imperative logic: as normative for commargli{or, more precisely, the
endorsement of commands). Ordinary propositional logioften held to be norma-
tive, in some nebulous sense, for assertion and beliefi if.., ¢,, E v, then asserting
(or believing) thaty;, ..., ¢,, commits an agent to endorsing an assertion (or belief) that
1. Similarly, logics of content conceptualize imperativgitbas normative for endorse-
ment of commands: if!¢1,..., ¢, U {t1, ..., 1 } IF 17, then endorsing each member of
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{161,...., ¢ } U {2f1,...,%, } commits an agent to endorsing.? Logics of content gen-
erally implement this conceptualization of imperativeitolgy developing novel theories
of the semantic content of imperative formulae (hence thaine). This is, of course, a
rather crude sketch. Although we could say a good deal moxeayyof filling it in (and
illustrating with example accounts), we will save those dgonow. Logics of content will
be a focus of our attention in this paper. Instead, we turmppieations.

Endorsing a logic of content gives one a foothold in resistime arguments inlQ)
and (3) that troubled the logic of fulfillment. Indeed, it is easydee that the deontic
logic-inspired argument against their validdgsumeshe conceptualization of imperative
logic characteristic of logics of contefit is, of course, only a foothold. Genuine leverage
over these arguments comes only with the development of a fida semantics. More
interestingly, logics of content are well-positioned totke the famous “paradox” about
imperative logic ofRoss(1947). (Indeed, doing so seems to inspire most examples of
logics of content in the literature on imperatives.)

(16) o - (¢ V1)) (Post the letterl)- Post or burn the lette)!

It is well-known that the way logics of fulfillment conceptiza imperative entailment is
incompatible with the felt invalidity of the Ross inferereéndeed, this point goes back
to Ross himself. Since any valuation fulfilling lalso fulfills /(¢ Vv 1)), any reasonable
implementation of a logic of fulfilment will have it thai!ll- (¢ v +). By contrast,
conceptualizing imperative logic as a logic of content diggma rationale for formulating
a logic (and theory of imperative content) in which the Roderience is predicted invalid:
intuitively, endorsing é (e.g., issuing a command to post a letter) does not per se @omm
an agent to endorsingg \ ¢).

It is worth refining this point further. We can do so by compgrihe Ross inference
to the following argument.

a7) See to it that if you read the book, you come see nié.f )]
Read the book! p]
.. Come see me! {#]

Castaned§1958—applying apparently the same sort of conception of imipexantail-
ment we take to characterize logics of content—argues tigadatgument form illustrated
in (17) is invalid:

[A] teacher who [issues the premise commandsdlin](has not thereby
ordered or told his student to come to see higgardless of the student’s
reading of the bookCastaneda 1958 3-44).

Similar reasoning might be thought to explain why logics ofient should not endorse
the inference of (¢ vV ¢) from l¢: if teacher commands student to post the letter, teacher
has not thereby committed herself to endorsing the comntapdst or burn it, regardless
of the student’s posting it.

There are two things to note here. First, if Castaneda’sraegi against the argument
formin (17) succeeds, it appears to rule out an entire class of prapabalit the semantic
content of imperatives—namely, any analysis of the impezaiperator as a species of

5. Endorsement is conceived as a generic pro-attitude. Eechanst of non-imperative formulas is some-
thing like belief in them. We leave the notion of imperatigerhula endorsement vague for now, but take up the
issue again below.

6. This isn't to say that logics of contentustinvalidate (2) and (3), only that they supply a rationale for
doing so. See the end §8.2for some discussion.
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deontic necessity modal—as possible implementationseo€timceptualization of imper-
ative entailment that is characteristic of logics of cont&€onsider the deontic version of
theK axiom.

(18)  O(¢ =) — (09 — O)

K is valid in the class of all frames for Standard Deontic Logdibe following is an easily
proved metatheorem of SDL.

(19) Fru{otEviff Tregp—1

Together withK, this implies thatO(¢ — ¢),0¢ E Ov. If Castaneda is right about the
invalidity of (17), and we aim to analyze the imperative operator as the depatiessity
operatorO of SDL, we are saddled with an obvious contradiction. (NotichatO¢ —
O(¢ V) is valid in the class of all frames for deontic modal logicCiistaneda-esque
reasoning about the Ross Paradox is correct, we have an ererdirect argument to the
same conclusion.)

Second, and more interestingly, Castaneda’s argumenvawa tacit commitment to
a definite view about the content of imperatives. Dinéer ¢ regardless ofy) locution is
most naturally interpreted as expressing that kothy and¢ A —) are permitted (when
possible), and at least one required. The reason that thausion imperative of 17)
is held not to follow from the premise imperatives is that tomtentof the imperative,
according to Castaneda, is given, roughly, by a commandrtecsee teacher regardless
of the student’s reading of the book. In other words, Castarsmems to think that the
conclusion imperative expresses a requirement to comeeaebdr and a permission to
do so with or without having read the book. Since a speaker evitmrses the premise
imperatives of 17) in no way commits herself to permitting her addressee no¢ad the
book (indeed, quite the opposite), a logic of content ougldittate that the argument
is invalid. (The adaptation of Castaneda’s argument to tbesRnference holds that a
disjunctive imperative(® V ) expresses a requirement to make it the casegthvat and
a permission to do so without making it the case thgassuming this to be possible).
Since a speaker who issues the commahieh Ino way commits herself to endorsing such
a permission, a logic of content should dictate that the Rdssence is invalid.)

The notion that imperatives bear permissions as part of tt@itent has a signifi-
cant degree of historical (see, e.Williams 1963 Hare 1967 and contemporary (see,
e.g.,Aloni 2007) appeal, and there is undoubtedly something right about is impos-
sible to consistently endorse a command without being disgpoo endorse some sort of
permission—minimally, a permission that the command be fulfilledVhat sort of per-
missions should be written into the content of imperativa@méistent with the concep-
tualization of imperative logic characteristic of logickamntent) is, however, a different
matter. | want to suggest that there are ways of integratiagnbtion of permission into a
theory of imperative content that sanction the validityfeé inference in17) and which
are consistent with the shared motivations of logics of eont(There are also, as we will
see shortly, ways of integrating the notion of permissioncWisanction the validity of
the Ross inference, but they involve commitments to queabte assumptions about the
permissive content of choice-offering disjunctive impes.)

From the vantage of a logic of content, it is clear that irifeyian order to see teacher,
regardless of your reading, from the premisesld (s fallacious. Here we are in agree-
ment with Castaneda. But glossing the conclusionld@j (vith the locutioncome see me
regardless of your reading of the boatvolves badly misrepresenting its content: what-

7. This requirement is the imperative logic analogue ofEhaxiom of SDL:O¢ — —O—¢.

10
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ever its permissive content, it is obvious that the conolug silent about whether failing
to read the book is permitted. On the minimal assumptionahatnperative formulad
expresses a permission that it be fulfilled, Castaneda apfepredict that the conclusion
of imperative of (7) expresses a permission that is, loosely speaking, instemsiwith
the requirement of the premise imperatiRead the book!This is problematic ground for
a logic of content to occupy. Consider the following impamargument, which any logic
of content ought to rule valid.

(20) Read the book! {#]
Come see me! {#]
.. Read the book and come see méeb[h )]

If the commandCome see meéxpresses a permission to do so without having read the
book, then no logic of content could sanction (in view of iBceptualization of imper-
ative entailment) the validity of this argument: agents@eer committed to endorsing
a command which requires thatwhile permitting that-¢. And yet it is clear that any
agent who endorses the premise commands in this argumemhisitted to endorsing the
conclusion.

There is a better way of presenting a worry abduf{—one which is actually con-
sonant with the motivation for logics of content. An agentordndorses the premise
imperatives of {7) might reasonably refrain from endorsing its conclusion.for exam-
ple, a situation where her addressee fails to read the bao&gent who endorses both
premise commands might reasonably demur alssuingthe further comman@ome see
mel This is a reasonable thing to say, but note that it is tiedgaréicular understanding
of endorsement—one concerned with an agent's communécdispositions: roughly, an
agent endorses an imperativedt timet if she would have no complaint, in view of her
desires and beliefs atabout issuinge att.8

Although this is a natural way of understanding endorser(eemd presumably will
characterize a reasonable subclass of imperative logicsrdént—e.g., that endorsed by
Castaneda), | want to employ a rather different sense ofreadent. The reason is simple:
the logics of content we consider in this paper appear to pb#ing this different sense
of endorsement, in that they all predict the inferencelifj ¢alid. The relevant sense of
endorsement is this: an agent endorses an imperatia¢ timet if the content of & is
a suitable expression of her desires.atDistinguish the state of affairs required by an
imperative ¥ (its command content i.e., the state of affairs expressed dyfrom the
states of affairs permitted byp!(its permissive conten}. Then, very roughly, ¢ is a
suitable expression of an agent’s desiresifitthe agent desires its command content at
and its permissive content is compatible with what she desitt.

This is, as it stands, so abstract as to be almost useless.lavify with examples.
Suppose it is important to an agent that you read the bookshadlesires that you do
so. Such an agent will not endorse a command whose contefdsseg asCome see
me, regardless of your reading of the bo@uch a command expresses a permission that
conflicts with her desire that you read the book, and, so, deésount as a suitable
expression of her desires. An agent who utters the premisenemds in 17), on the
other hand, desires (or at least is committed to desiringfuré in which her addressee
comes to see her (indeed, if she is rational, strictly psadee such future—the one where
her addressee reads the book—to any future in which the ssllreloes not come to see

8. The complaint would have to concern the contentdgfds opposed to, say, the logistics of performing the
utterance. This is a good time to note that much of what'sgoimin this section is quite rough, but generally, |
hope, precise enough to enable us to draw the relevantdlistis. We're not doing conceptual analysis here—
only trying to roughly taxonomize imperative logic.

11
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her). So the content of the conclusion imperativeld) Counts as a suitable expression of
her desires, althougbkening that content in an utteranogght not? Supposing an agent
endorses the premise imperativesli)( then, it follows that she is committed to endorsing
the conclusion imperative. Which is to say: pairing thisagption of endorsement with a
logic of content means endorsing the validity of the arguinferm illustrated in (7).

What about the Ross inference? Here we have options, demgendi how we un-
derstand the permissive content of disjunctive imperatiViewe hold that the imperative
Post or burn the letterlsemanticallyexpressea permission to burn the letter (and more
generally that an imperative of the forify!v ¢)) expresses a permission to bring it about
that¢ and to bring it about thap), the class of logics of content we are considering will
rule the Ross inference invalid. This is because the comteah imperative ¢ being a
suitable expression of an agent’s desires fails to imply tie content of an imperative
(¢ V) is as well. The latter will express a permission (to bringoibat thaty’) that may
fail to be compatible with the desires of the agent. So endgrg does not commit an
agent to endorsingd \V ¢).

Alternatively, we may hold that(¥ \¢) somehow conveys, without semantically ex-
pressing, a permission to bring it about thiednd that). If that is the case, then both the
permissive and command contents @f V ¢) are exhausted by V ¢, and the content of
(¢ V) will count as a suitable expression of the desires of an agentndwsesd. An
agent who desires thatdesires, inter alia, that\ ¢, in which case the permissive content
of I(¢V 1) is compatible with her desires. It follows that the conteit(@ \V/ ¢») will count
as a suitable expression of her desires wheneveioes. Endorsingd will commit an
agent to endorsingd Vv ).

It seems to me overwhelmingly plausible that a permissiduta the letter is part of
the permissive content dfost or burn the letter! So, an adequate theory of the semantic
content of disjunctive imperatives should predict the@efichoice readings by appeal to
non-pragmatic mechanisms. | will not spend a great deahwd irguing for this position
in this essay, although it would be possiblet®ol will only try to provide some basic
motivation for the semantic tack.

In response to the claim dVilliams (1963 that the felt permissions of disjunctive
imperatives are part of their semantic content (Williamggasts treating them as presup-
positions),Hare (1967 argues they are in fact conversational implicatures—eapyby
(although he is not explicit about the point) something eatlike quantity implicatures.
The reasoning by which the implicatures are derived is pnedaly something like this:

i. If an agent desires somesuch thatr E ¢ V¢ but¢ V¢ ¥ 7 (and it is reasonable
to expect thatr may be fulfilled by her addressee), then, if she is cooperativ
she will not endorse the imperativgi'Vv ¢). (Practical analogue of the Maxim of
Quantity Grice 1989: be neither more nor less action-restrictive than reglijre

ii. Suppose the agent endorsés Y ¢)). Then, assuming cooperativity (and that
oV ¢ande Vi ¥ ), she desires v« and it is not the case that: she desires
¢ or desires).

iii. Ifthe agent desires:¢, then her desires are inconsistent unless she desifst

9. Green(1997) draws a similar distinction, although to a different puspo
10. There exist a number of sophisticated accounts whose sob@geiis to explain free choice effects (in
particuar, free choice permissions) using exclusively-semantic (pragmatic) mechanisms. See, &mtzer &
Shimoyamg20032); Schulz(2003 2005 for sophisticated recent examples. The predominant vietivé seman-
tics literature is that free choice permissions are entili (see, e.gAloni 2007, Geurts 2005Zimmermann
2000, and presumably that view will extend to cover free chomterpretations of imperatives with disjunctive
complements.

12
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she does not desirg, so she does not desires. Similarly, she does not desire
—). S0, bothp andy are compatible with what she desires.

iv. So the agent desiresV 1), but does not desire any particular way of fulfilling
(¢ V). So both bringing it about that and bringing it about thap are accept-
able ways of fulfilling (¢ V ¢).

The reasoning isn't either precise or airtight, but it segiasisible enough—even,
dare | say, Gricean in spirit. But there are reasons for viograbout conversational
implicature accounts of free choice readings of disjurctimperatives. Note, e.g., the
badness of413 (and the “dual’ command(Lby)).

(21) a. ?Post or burn the letter. But you may not burn it!
b. ?Post or burn the letter. But do not burn it!

These sorts of constructions are nearly always marked.ig bigprising if the permission
to burn the letter is merely a conversational implicaturéhefimperative. For, as Grice
notes, conversational implicatures may, in general, bet@lisly cancelled. Proponents of
conversational implicature accounts of free choice pesimis in disjunctive imperatives
owe us an explanation of why permission implicatures ofudisfive imperatives are not
generally felicitously cancelablé.

As we see below, accommodating the sort of permissive coweeare defending here
need not requirexplicitly building permissions inttihe imperative logic and semantics (al-
though itis far preferable, | will argue, to do so). Permissiontent can, in principle, serve
as a rationale for a logic that invalidates the Ross infezgbigt that does so without giving
any sort of account of or making any explicit commitmentshte permissive dimension
of imperatives. (Se&3.5for further discussion in connection with a Montague-Secbyte
resolution of the Ross Paradox.)

2.4 Logics of Planning

Hare(1967) attempts to characterize the motivations of those whatéje statement of
conditions onl- given in (L1), for reasons having to do with the Ross Paradox. Although
Hare’s project is to reveal the rejection as without basis clear enough that he is pre-
supposing the conceptualization of imperative entailntieatis characteristic of a logic of
fulfillment, and noting that the motivations of his envisaahtarget diverge from it. What
is interesting about Hare’s argument is that the motivatios attributes to his opponents
might be used to characterize an alternative conceptiompérative logic—a conception
common to what | will term “logics of planning.”

Hare takes it that dissatisfaction with the Ross inferertems from the (he thinks
mistaken) assumption that in saying that an imperativelosian k) follows from a series
of imperative premisesph, ...,!¢,,, we say that fulfilling 1 is a necessarily satisfactory
way of fulfilling the obligations issued by the premise imgares. (According to Hare
and other proponents of logics of fulfilment, of coursestiéts things exactly backward.)

11 Hare(1967 315) appears to gives a dialogue in which permissions éioitdeisly canceled, but the case
is artificial—designed to bring out the no choice interpietaof the imperative, on which the permissive content
of the imperative is exhausted lgyv . | am not claiming that no choice interpretations do nottexather, |
claim, with Aloni (20079, that (i) there is @emantidifference between no choice and free choice interpretstio
(i) disjunctive imperatives are sometiems ambiguous betwfree choice and no choice interpretations; (iii)
no choice interpretations of \ 1)) are entailed by &, while free choice interpretations are not. No choice
readings are generally dispreferred, probably for Grigeasons, and they will not occupy a central place in our
discussion. Dealing with the ambiguity will, however, r@gicomplicating the semantics and/or object language.
See§3.5

13



14 | NATE CHARLOW

On this conception of imperative entailment, it makes s¢émseject the Ross inference as
invalid: since fulfilling (¢ Vv +) is not necessarily a satisfactory way of fulfilling,!we
should endorse a logic in whick - I(¢ Vv ¢). More generally, conditions on imperative
entailment should receive the following statement:

(22)  lé1,....\pn IF W iff 4 E 1 and ... and) E ¢,

The primary proponent of this sort of view in the literatuseAinthony Kenny (see,
e.g.,Kenny 1966.12 The properties of the logic associated with the statementsrudi-
tions onll- in (22) are not particularly interesting (as is the case with thedéoons given
in (12) and (L5)).13 The logic will, of course, b&@on-monotonie-in thatT II- !¢ will not
generally implyl" U {14} lI- l¢—but not so in any interesting way. Non-monotonicity is
just the natural consequence of reversing the directioheéntailment relation, which is
essentially all that has been done here.

More interesting, for our purposes, are the intuitions thaght be used to animate
this approach. Kenny’s general perspective on imperatigie:—one common to logics of
planning as a class—is essentially agent-oriented, inithegards imperatives as primar-
ily encoding information that agents use to structure tpeactical reasoning (planning).
Compare logics of content, which are essentially issuemted: they treat imperatives as
primarily encoding information about the desires of agevtie issue them. There are a
variety of ways to implement this general perspective. Ketwes so as follows.

The logic of satisfactoriness consists of the rules whicsues thatin
practical reasoningve never pass from a fiat [i.e., plan] which is satis-
factory for a particular purpose to a fiat which is unsatigfacfor that
purpose Kenny 1966 72).

According to Kenny, a proper logic of imperatives allowswiireg an imperative conclu-
sion l¢ from a sefl” of imperative premises just in case the plan associated wigfoughly,
the plan to bring it about that) is a satisfactorymplementatiorof the plans associated
with I". Intuitively, what we have here is a logic designed to motelimplementation
of general, higher-order plans by way of specific, loweresrplans in a rational agent.
It is clear enough why we would want such a logic to be non-nb@mo: some plarfl
may be a satisfactory implementation of a plah although strengthening (i.e., adding
requirements toljl’ might easily destroy this.

There is, however, a class of natural agent- and planniregved logics that (i) do
not focus their attention on the implementation of plans @p@reserve the monotonicity
of . What | have in mind are conceptions of imperative logic ttlaracterize it as
in the business of expressing or generatiigher-order constraints (and freedoms) on
planning activities—or on the mathematical structures we use to model suchitéetiv-
of rational agent$? On such conceptions, the fundamental semantic relatiamigthing
like requirement (or being in force) in view of constraimisorce on an agent’s planning.
An imperative conclusiong may be drawn from a sdt of imperative premises just in
case, roughlyl” contains at least as mugnactical planning contenas . Just in case,
that is to say, whenever the constraints on planning expddsg the premise imperatives
are required or in force, the constraints on planning exyaeédy b are required or in
force.

12. Geach(1966 also voices his support.

13. The matter of integrating non-imperatives into the logimains, but we will not pursue it here.

14. In particular, I have in mind the dynamic approacheMaktop(2005; Charlow(2008g; Veltman(2008.
| will present such an account §b of this essay.
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This is a vague sketch and all of the key notions remain uneléfiBut, since we
develop an account along these lines in the second half gigther, we will save precision
for later. Three brief notes, however. First, how such amanthandles the Ross Paradox
will obviously depend on how the notion of practical contgats cashed out. An account
which builds free choice permissions into practical cotteth make different predictions
about the (in)validity of the Ross inference than one whichsdnot. Second, | think it is
clear enough that the entailment relation characterizezliblt a logic will be monotonic.

Third, and most interestingly, although it is clear thatiésgpf planning and logics of
content (as | have characterized them) have divergent atitis, it is not clear that a con-
crete example of a logic of planning would have to be disfiimcainy deep sense, from a
concrete example of a logic of content. Differences in naiton need not manifest as dif-
ferences in the semantic analysis of imperative formulaé the class of argument forms
predicted valid by a logic of content might coincide perfgutith the class predicted valid
by a logic of planning. Differences will tend to depend on fiactors: how the logical for-
malisms of the respective classes ultimately (i) cash auntitions of content that figure
in their motivations (command/permissive content for &sgdf content; practical content
for logics of planning) and (ii) characterize the behavibnon-imperative formulas in
imperative inference.

Concerning (i): the logics of planning we develop in this @awill be dynamic, in
one of two senses: they focus on planning behavior in timeéahe changes that updating
a cognitive state with a series of formulas (imperative atigiavise) induces. Insofar as
these incarnations of logics of planning direct their foatithe planning behavior of the
imperative “addressee” (either the constraints that “icéd commands impose on plan-
ning behavior or the changes that imperatives have the ttggadnduce in an agent’s
cognitive state), they may appear todssentiallyplanning-oriented. Nevertheless, | shall
argue £4.13 that there are ways of effecting a rapprochement betweendhception of
imperative logic as a logic of content and the conceptiomuderative logic as a logic
of planning (although things get a bit trickier when we sloifr attention to update se-
mantics, on account of the peculiarities of imperativeriafee in an update logic). Com-
mand/permissive content and practical planning contemtbeaseen as two sides of the
same coin. Because the formalism we develop in the courSegstalogic of planning is
rather more sophisticated than the formalism we develolparcburse of stating a logic of
content (capable of representing ordered commands, atiegdar the contrast between
stable/ephemeral commands, giving a semi-realisticrtreat of action and planning in
time), rapprochement will appear to recommend using thesmophisticated formalism
in stating a logic of content.

Concerning (ii): it is natural in certain logics of plannirghose concerned with mod-
eling cognitive update in accordance with commands—ta thesargument forms oflQ),
(13), and (L7) as valid. Considerl2): updating a cognitive state with a command to bring
it about thatp — v and the information thap constrains the plans of the agent. To obey
the command, in view of what she knows, the agent will haveritoglit about that). But
this isnotan inference a logic of content is necessarily comfortalifle:vas argued above,
endorsing (¢ — 1) and¢ does not necessarily commit an agepiaissuer of imperatives,
to endorsing®. While subjects are constrained to obey, authorities areomstrained to
prefer obedience. Or considelr): updating a cognitive state witli¢ — ) and ¥ also
constrains the agent’s plans. If she fails to see to itthathe violates at least one of her
obligations. While there are conceivable logics of contbat validate all of these argu-
ment patterns (see the end{¥.2), the primary examples of such do not. Nevertheless,
this is not, | shall suggest, a difference to be accountedyoappeal to the distinction
between logics of content and logics of planning. Certagiide of planning—those which

15



16 / NATE CHARLOW

are dynamic in the sense of focusing on planning behaviamie,trather than on mod-
eling cognitive update—fail to validate precisely thesguanent patterns. The difference
is more naturally accounted for by the special propertiespafate-semantic treatments
of the imperative. What the difference means, if anythisghat it may not be possible
to construe the logic that arises from the update-semamtitrment of the imperative as
anything but a logic of planning.

2.5 Conclusion

We have spent a large amount of time taxonomizing imper#igies according to their
understandings of the subject matter of imperative logittae nature of imperative entail-
ment. We did so informally (and at times with a good deal ofriegision). Nevertheless,
we were able to draw out some interesting logical propestiesed by certain classes of
imperative logics. There is a fairly clear menu of optionstfte imperative logician to
choose from. The remainder of this paper is devoted to examitoncrete logics that
implement the motivations we have been detailing (with theeption of those that char-
acterize logics of fulfillment). We begin by considering agp of logics of content, the
primary examples of which give a semantics for the impeeatiperator in terms of a
semantics for a deontic modal operator.

3 IMPERATIVELOGIC AS DEONTIC LOGIC

Deontic modal analyses of the imperative—by which | meamétuide both analyses that
treat the imperative operator as literally a deontic mogalrator, and those which regard
the operators as merely having similar inferential prdpsert-have a good deal to recom-
mend them. As we shall see, when suitable technical contigitaare introduced, they
can furnish analyses of conditional imperativE€elfwager 2006and the Ross Paradox
(Aloni 2007) which (i) handle the semantics in terms of a relatively fieaniand well-
understood model theory and (ii) appear to be consonantthgtimotivations of logics of
content. In short, developing a deontic modal analysis efitimperative is an attractive
and perspicuous way of implementing the logician of cordeztnception of imperative
logic.

3.1 Technical Preliminaries

We begin with some familiar technical apparatus, develpfiand adding more along the
way as needed. This development is rigorous (in a way thatiegiaccounts of impera-
tives as modals often are not) and pieces are added gradualwith care. The gain in
precisionis, | hope, worth the technical expense. Muchegitparatus is self-explanatory,
and, in the interests of brevity, expository remarks are t@p minimum.

3.1.1 Kripke Semantics

The Basic Deontic Propositional Languagdg, is defined in the usual way. (We take
the deontic necessity operatoras primitive, so that the deontic permissibility operator
P :=-0-.) Models forLp_ are defined standardly, as follows.

(23) M=(W,R)V)
W is the universe (world-space)
R C W x W is an accessibility relation o
V' is an assignment of subsetsldf to the atoms ofZp|
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The accounts we consider in this section interprétouletically, so thaD¢ reads roughly
asit must, in view of what is desired, to be thatintuitively, (w,v) € Riff v is compatible
with what is desired ai. The set{v € W | wRv} gives the set of ideal (in view of what
is desired atv) worlds. We adopt for now the standard axiomatizati€®  of SDL. The
semantics for Boolean formulas is classical, the semafdicsiodal formulas standard.
Let M = (W,R,V). Then:

(24) a. M,wkpy piff weV(p)

b. M,wkgy —¢iff MwkFe, ¢

C. Mwkg, oV iff M,w Fro @ Or Miwbke, o
d

. MiwkEgy O¢iff Yoe W iwRv= M,vEcy ¢

3.1.2 Satisfaction at Contexts

For the logician of content’s purposes, it is handy to vietis&zction as relative to con-

texts, in addition to models and worlds. The logician of emtas | have described her, is
interested in formalizing authority (speaker) commitnsentview of authority (speaker)

desires. Contexts are natural bearers of information ahetlitientity and desires of their
speakers. Implementing this vision requires a concomitvigion in the semantics. Mod-
els are reconceived as follows:

(25) M=(D,W,R,C,V)
D = {iy,...,i, } is a set of individuals
R={R; CW xW |i; € D} is a set of accessibility relations foyc D
C C D x D xRis aset of contexts
(26) A contextc € C = (s¢,a., Rs,)
s is the speaker of
a. is the addressee of
R, is the accessibility relation for,

A logician of content, interested as she is in speaker comerits, will naturally endorse
the following revision of the satisfaction conditions.

(27) a. M,c,wkpy piff weV(p)

b. M,c,wkEgy —¢iff M,c,wFey ¢

C. M,c,wkpy ¢VUiff M,c,wEgy ¢ or M, c,wFEry
d

. McwEpy Opift Ve WiwRs v = M, c,ukpy ¢

The key clause is the clause for modal formul@s: is satisfied in a mode\ at a context-
world pair (¢, w) justin cases is required by what the speakerodflesires atv. (Note the
following convention: ifM = (D,W,R,C, V'), then whenever we writd A, c,w E ¢, itis
understood that € C andw € W)

3.1.3 Ordering-Source Semantics

The accessibility semantics, as stated above, is a bit tassedor our purposes. Most
obviously, the semantics presupposes that for any comtertt pair (¢, w), there is in the

set of “admissible” worlds (i.e.l¥) at least onev-accessible world, i.e., at least one
world that is ideal in view of the desiresatof the speaker of. (Indeed, this is precisely
what theKD axiomatization of the logic guarantees.) This idealizati® harmless in

giving a semantics for the basic deontic language. It is eiapease of the so-called “Limit
Assumption” Lewis 1973, but | will be happy to work within the Limit Assumption in
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the confines of this paper (se€lff). Nevertheless, complicating our languages (and the
semantics for those languages) to handle conditional iatives will motivate abandoning
it. See§3.4.4for further discussiod®

It goes without saying that the ordering-source semantioadilated here is in all of
its essentials drawn from the classic semantics for modaleldped inKratzer (1981).
We reconceive models by eliminating accessibility relasiand complicating the context
parameter:

(28) M=(D,W,C,V)
CC Dx D x Bx Bis aset of contexts
B={b|b: W 22W} is a set of conversational backgrounds

(29) A contextc € C = (s¢,ac, fe, ge)
fe € Bis the modal base in
gc € B is the ordering-source i

Modal bases and ordering sources are typed as functionsvilnids to sets of proposi-
tions. Together they define the domain over which the deomtidalO quantifies. Taking
the intersection of the set of propositions in the modal heilecharacterize a set of ad-
missible worlds (admissible in view of the information nedat at a context). Ordering
sources, on the other hand, are used to rank admissible svorldew of the desires of
the speaker at a contexj. (w) yields the set of propositions that the speaker désires
to be true atv. The modal’s domain of quantification is the seteft(rather than ideal)
admissible worlds, relative to the ordering source.
Formally, we use the ordering-source to define a preordé¥’on

(30) v <y (w) uliff {p€ge(w)|uep}t C{peg.(w)|vep}

The domain of the operatad at a context-world paitc,w), min(f.(w),<,.()).*° is
defined as the set of admissible wortdsuch that no admissible worldis strictly better

(in view of what the speaker efdesires atv) thanv.

(31) min(fc(w)aggc(w)) =
{U € ﬂfC(w) | Vu € ﬂfc(w) “U Sgc(w) v=0 Sgc(w) u}

Two noteworthy consequences of this definition.

(32) a. Realism.
min(fc(w)vggc(w)) - ﬂf((w)
b. Monotonicity.
For anyP, P’ C 2V suchthan\P C NP":
if v € NP andv € min(P’, ggc(u,)), thenv € min(P, <ge(w))

Realism means the selection of best worlds (according tortthering source) never takes
us beyond admissible worlds. Monotonicity means that if aldvis best (according to an
ordering source) in a set of admissible worlds, it remairss lmea smaller set (according to
the same ordering). Reducing competition cannot worserrlaiwgosition in the ranking.
This follows from the monotonicity of the partial identityriction f : P’ — (P with
respect to<,_(,,)-

Satisfaction conditions for Boolean formulas are given efote. The satisfaction

15. We could give an ordering-source semantics with acceggibdlations, but it's cleaner if we do not.
16. This handy notation is cribbed froillies (2007).
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conditions for modal formulas receive the following staeit’
(35) M, c,w ey Ogiff Vo € min(fe(w), <y (w)) i M, c,vFry ¢

On the ordering-source semanti¢y is satisfied in a modeM at a context-world pair
(c,w) justin casep is satisfied at all the best (in view of what the speaker désires at
w) admissible worlds.

Before moving on, a final piece of handy notation: the intidghin of an interpretation
function [-]* yielding the set of worlds satisfying a formula of languagé a model at
a context: ifM = (D, W,C,V), then[[gb]]f{,t,c ={weW | M,c,wkE, ¢}. The language
superscript will generally be omitted.

3.2 Semantics fofp

Giving the semantics for the Basic Propositional Impegatianguage in terms of the
semantics for the Basic Deontic Propositional Languag®isghe most part, trivial: we
give satisfaction conditions for formulae @l in terms of satisfaction conditions for
formulae of LpL. (We bracket conditional imperatives for now.) We intetpfe; using
an ordering-source semantics and identify the class of ladde£Lp, with the class of
models forLp,. Satisfaction conditions are formulated as follows.

(36) Forallp € Lpy:
a. If¢isBoolean M, c,w -z, ¢ iff M, c,wE,zy .
b. If¢="1y (fory € Lp), M,c,w -z, ¢ iff M, c,wEpy Oy

Imperative validity is defined in terms of satisfactiongeevation in all models and at all
context-world pairs. Leps, ..., ¢, be arbitrary formulae ofp;. Then:

B7) b1y gy W0 iff VM ew :
M, cwll gy GIA . Adn = M,cw ik o 1)

It is obvious that the logic will endorse the statement ofditans onll- given in @11),
although not the statement dff), which is what we would expect (so far, anyway) from
a logic of content.

For certain purposes, however, we migtentto formulate a logic of content sat-
isfying (15). One way of conceiving of imperative necessity consisteittt a logic of
content is necessity in view of what the speaker desiresknows to be truéas opposed
to what she merely desires). Such a logic could be rathdyesesieloped bydynamicizing
the entailment relation, so that non-imperative formuladhe left ofll- are “added” to
the modal base against which the satisfaction of imper#birraulae is checked. Taking
this tack involves representing non-imperative formulagte left ofll- hypothetically as
epistemic necessities—as holding at all worlds compatilifle the relevant information.

(38) Definition. FixM = (D,W,C, V'), and letc = (s.,ac, fc,9.). Then:
c+T =g (se,ac, fl,gc), wherefl(w) = fo(w)U{[¢]m.c }, forallw e W, ¢ eT.

17. Thisis a simplified presentation. The official statemeniiaftzer(198]) is this:

(33) I< ) (fe(w),v) =¢t {z € N fe(w) : 2 <g(w) v}
(34) M, c,wEO¢iff Vu € N fe(w): v e I< (fe(w),w)):Vte I< (fe(w),v)): M,c,tE¢d

w) w)

The official view avoids the Limit Assumption—thatin( f.(w), <, ) 7# 0. SeeSwanson(2008H for dis-
cussion. For simplicity, we assume tHaf is finite, so the Limit Assumption does no harm. S&dodny &
MacFarlang2008 18) for a defense of the Limit Assumption in the deontic eant
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(39) Letl = {!¢1,...,!$, } be a set of imperative formulae 6/,
M = {41, ..., } be a set of non-imperative formulae 6,
m be an arbitrary formula ofp,.
Thenl U™ kg, m iff VMcw:
Me+T*wlkg, THUT* = Moe+T*wllkgy ™

The entailment relation can be glossed as folloWsandl™* entail ¢ iff ¢ is required
by the speaker’s desires everywhere thvats satisfied (cf. the notion of “quasi-validity”
defined inKolodny & MacFarlang€2008 25)). We won'tinvestigate the properties of such
alogic, although it is easy to check that it entall$)( It is a virtue of the modal semantics
we have given that it is flexible enough to handle these demtrgvays of developing a
logic of content'®

3.3 Interlude: The Incredulous Stare

Deontic modal analyses of the imperative appear to give iatjyes literal truth-conditions—
an imperative formulag can be eithetrue or false depending on whethef is in fact
obligatory, in view of some obligation-determining objeSpecifically, the family of anal-
yses we are considering apparently has it that an imperfativeula '¢ of Lp serves to
state a claim about the desires of its speakers: roughlytimatst, in view of the speaker’s
desires, to be the case.

Writers too numerous to cite regard any truth-conditiorgahantics for imperative
formulae as a non-starter. Arguments for this stance aras@ommon as one would
hope. It is often treated as a basic, Moorean fact that intigertormulae just could not
have truth-conditions. No matter how much a truth-condittogic for imperatives did for
us, there would be a strong presumption against it. This sgadtic way of presenting
what is a prima facie legitimate suspicion, and we can dehett

For example: suppose imperative formulae (and their an@®@ natural language)
have the same sort of semantic content as run-of-the-rdit@tives. The fact that indica-
tives express propositions allows us to do a lot of neat stiiff them. For example:

e Embed them freely under the scope of truth-functional dpesa

e Embed them freely under the scope of intensional operators.

Assert the propositions they express.

Target the propositions they express with linguistic asaad denial.

If imperatives are also in the business of expressing pitipos, the argument goes, we
might expect to be able to do these same things with themrlgl#zough, we cannot.

(40) *It's not the case that: please come see me right away.
(42) *He knows that please come see me right away.
(42) *| affirm that please come see me right away.

(43) a. Please come see me right away!
b. ?That's true. | really must do that, given what you want.
c. ?That's false. | really mustn’t do that, given what you tvan

18 While we will not bother dynamicizing the entailment retetithat is associated with later revisions
of the semantics for imperative formulas, the basic idealeyed here—having the domain of the modal be
progressively restricted by non-imperative formulae ® I#ft of the turnstile—can be easily extended to those
cases.
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What these examples seem to show is that imperatives arenteopiietable (by human
language processors) as expressing propositidiifie opponent of the truth-conditional
analysis will continue that if they did express proposisipthen they would be so inter-
pretable. Conclusion: imperatives do not express propasit

Grant that imperatives (or, more precisely, utterancestifgare not interpretable as
expressing propositions. (For short, we will say that inatiges have essentiallyerfor-
mativeinterpretations. What precisely we mean by this will beiiksat below, but roughly
this means that imperatives are capable of receiving orllgation-imposing, rather than
obligation-describing, interpretations.) There is yetrrofor resistance.

To illustrate: Schwage(2006), which endorses a speaker-relative bouletic modal se-
mantics for the imperative operator, contends tixgtal presuppositionsf the imperative
operator explain why natural language imperatives haviisixely performative interpre-
tations. The crucial presupposition, by her lights, is thatspeaker of an imperative at
affirms g, as a good source of rules for actiffyThis unfortuantely raises more questions
than it answers. What, for example, does this sort of affiimnanvolve? It cannot, of
course, be the sort of affirmation (i.e., of the truth of a sipon) involved in assertion.
Presumably Schwager intends affirmation as its own type eédp-act—a speech-act of
the sort that is incompatible with an assertoric intergieteof an utterance used to per-
form it. Perhaps there is something to this. But ultimathly proposal fails to explain the
explanandum: imperatives are claimed to have exclusivetjopmative interpretations
becauseghey can only be tokened in a performative sort of speecliaffatmation).

While Schwager’s proposal is unpersuasive, it is suggestWhatever the right ac-
count of the performative force of imperatives—in termsaital presupposition or some
other pragmatic mechanism (e.g., the To-Do Listésafics & Pott$2003); Potts(2003);
Portner(2004 2008, which we tackle at length below)—it seems likely that itlviie,
at a minimum,compatiblewith the semantics of imperatives we have on offer. Perfor-
mative force is a pragmatic notion and it is not unreasongbtlink that it will have a
purely pragmatic explanation—one orthogonal to a semactiount of imperative valid-
ity. Whatever the right account of performative force, wa eapect to be able to graft it
onto a reasonable semantics for imperatives without irnstergy, thereby combining our
semantic cake-having and pragmatic cake-eating.

In this vein, it seems clear thRortner(2008 is misguided in his objections to analy-
ses which treat the imperative operator as a modal.

A modal which only had a performative use might as well notéléed

a modal at all. The performative aspect of its meaning, nmextlak the
addition of its prejacent to the To-Do List or in some otheywaould

explain everything that needs to be explained about its mgatPort-
ner 2008 363).

Portner illustrates the point by appeal to the caseBlioin (2005 chronicling perfor-
mative uses of root modals with exclusivity presupposgigmust have tq ...). In such

19. This is actually complicated. It may be that the asteriskastructions subcategorize for complement
IPs with non-null specifiers (i.e., overt subjects). If thadre right, the badness of these constructions could be
explained non-semantically. | do not know enough aboutyhésstic issues to pursue them with any seriousness
here.

20. Schwager(2006 makes hay over another putative presupposition bornedjntperative operator: that
the speaker is an epistemic authority abgutand g. (in a very technical sense not relevant for our purposes
here). This presupposition is designed to induce the fughesupposition that the speaker “cannot be mistaken”
about whether or not the modal sentence giving the contesut @hperative utterance is true—equivalently, that
the speaker is an authority on what her desires require ¢egpect to the modal base). Schwager does not say
what this has to do with performative force. There are marjesti matters about which | cannot be mistaken
and yet still felicitously state facts. S&b.2for further discussion of Schwager’s proposal.
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cases, it seems clear that the truth-conditional semauititee modals does not factor in
the correct account of the performative force of the utteeaf! So the truth-conditional
semantics of modals is, in the relevant sense, pragmaticalit. Since, according to Port-
ner, there is nothing to explain about the meaning of impersibeyondheir performative
aspect (in contrast with root modals), the truth-condaicsemantics does no theoretical
work and ought to be abandoned. More generally, Portnerjectibg to any account of
imperative meaning—truth-conditional (or not), modalifot)—that is not a theory of (or
built on top of a theory of) imperative aspect.

This strikes me as shortsighted. Quite clearly, there iscalgieal to explain about im-
perative meaning beyond performative aspect. In particwkaneed aemanti@account of
the imperative—a characterization of the fundamental sgimeelation for an imperative
language and an account of imperative validity. If consigumperative operators in terms
of deontic modality helps us with these tasks, from the \gaf one of the conceptions
of imperative entailment we have described, then there @&l gié defeasible, theoretical
reason for viewing imperatives as having modalized trutheitions.

It is true that on some conceptions of imperative entailmentparticular, the sort
characteristic of logics of planning—it seems possible $e one and the same formal
apparatus to account for performative aspect and to cteizeta satisfactory imperative
entailment relation, without giving imperatives modatizeuth-conditions. (We develop
such an account at length §.) In which case, there might be no compelling reason for
endorsing a modal account: all the semantic heavy-liftnddne by the pragmatic appa-
ratus. Things are not so simple as that, however. For orsy'itdbvious that a sufficiently
flexible logic of contentould be given in terms of this apparatus. To preview, the state
of the art in accounting for imperatives’ performative agp®as it that imperatives add
to their addressees’ plans or commitments (the above-oredi To-Do List approach).
Performative force is held to consist in constraining thenplof an addressee, and the
accompanying logic seems to Bboutmodeling higher-order constraints on planning be-
haviors of the addressee, rather than speaker commitneeetsdorse, in view of their
desires. Even if we can give a logic-of-content rationalénelogic—and | will argue that
we can §4.13—it may turn out that treating imperative logic in terms obdal deontic
logic is the best way of implementing a logic of content. Wguarthe point irg5.5.

There is a way to mitigate the discomfort of a modal accoletonceive the meaning
of the imperative “satisfaction” relatioit-., for imperative formulae, in terms of some
less truthy notion. In this veirLemmon(1965 suggests the notion of an imperativbis-
ing in force while Segerberd1990 suggestsequirement? Supposing we take this tack,
the semantics given ir86) and validity definition given in37) will remain the same, but
carry a slightly altered meaning. Where £p, a modelM and context-world paifc, w)
will require !¢ (!¢ is in force in M at (c,w)) just in case they satisfy the corresponding
statement of obligatio®@¢. In brief: the imperative’s requirement conditions are identified
with its corresponding obligation-statement’s truth-ditions To sayl™ UT* lI- ¢ (where
I is a set of imperative formulae afid a set of non-imperative formulae 6f,) is to say
that whenever a modeWt and context-world paitc,w) require each member &f and
satisfy each member 67, M and{c,w) requireg¢ (if ¢ is imperative) and satisfy (if ¢
is non-imperative). This strategy preserves close stratparallels between the impera-
tive logic and its deontic cousin. In particular, for any@amgent form (in)validated by the
former, its deontic cousin—the result of uniformly suhsiitg deonticO for imperative !
in the argument—uwiill be (in)validated by the latter. It alsems to tactfully sidestep the

21. This is actually much too quick. S&d.13for discussion.

22. Lemmon’s suggestion is superior if we elect to accommodetmissions (which we have been ignoring).
It makes good sense to say that a permission is in force, denadily less sense to say that a permission is
required.
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issue about imperative truth. What we have, then, is a secsdotr imperatives in terms
of the model theory for deontic modal logic, but which regeirdperatives as expressing
requirements that are either in force or not, deontic foasals expressing descriptions of
requirements that are true or not, depending on whethee tteagliirements are in force or
not.

What it doesnot sidestep is a certain sort of hazy methodological worry, whiegh
someone like Portner would probably endorse: given thenéiaflg performative nature
of imperatives, we have, other things being equal, reaspretier a unified account of the
semantics and pragmatics of imperatives, and to disprefaastic accounts which bear
no obvious connection to the performative aspect of imparst | share the worry (even
in its hazy state), and try to address it tentatively beloterdlude over. Now back to brass
tacks.

3.4 Conditional Imperatives

Conditional (qualified) imperative constructions liki&g), which we represent schemati-
cally as in @4b), are ubiquitous in natural language.

(44) a. If your boss comes, offer her a seat!

b. (if ¢)(stitv)

We should like to have some way of representing conditiangEratives in an imperative
logic. The menu of options for doing so is as follows.

3.4.1 Wide-Scoping

A wide-scope treatment of the conditional imperatifep)(stit «) is any that represents it
with the Lp logical form (¢ — v). Wide-scope treatments will fail to validate argument
forms like the following.

(45) If your boss comes, offer her a sefif ¢)(stit v)]
Your boss is coming[¢]
So, offer her a seafbtit ]

It is, for now, an open question whether a logic content ghealidate such argument
forms (although we try to close it below). More generallysiain open question whether
modus ponens for conditional imperatives should be vadlah a logic of content—
whether a logic of content should have it thsit ) follows from ¢ and (if ¢)(stit ¥).
Formally, a modus ponens rule for conditional imperativemants to the following se-
mantic constraint: if (the logical forms ofy and(if ¢)(stit ¢)) are required at, then (the
logical form of)stit ¢ is also required ab.

But no matter whether we endorse modus ponens for conditionperatives, the
wide-scoper is in trouble. Suppose we endorse it. Therenarevays for the wide-scoper
to accommodate this, consistent with the imperative logcane considering. First, she
might axiomatize the logic or constrain the model theorytsi © (¢ — 1), ¢ Frp O,
But we have this only on the assumption that, for avty= (D, W,C,V), w € W, c € C:

v € min(f.(w), <, () = v =w. Adopting this assumption would be disastrous—for
startersg — O¢ would be valid in the class of all models for the logic. Ob\sbthis is
a non-starter.

Second, she might utilize the dynamicized entailmentimiat'quasi-validity”) de-
tailed at the end 0§3.2 This is also a non-starter. Adopting the dynamicized émtit
relation would mearalwayscharacterizing the inference of from (¢ — ) and¢ as
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valid. But this would be too extremeQua logicians of content, and assuming the valid-
ity of modus ponens for conditional imperatives, we woulke lto haveavailablea logic
which represents inferences of the fofih ¢)(stit 1), ¢/stit ¢ as valid, without having

it that 1ty shouldalwaysfollow from !(¢ — ¢) and¢. Recall casesl@) and (3). If we
wide-scope, it seems there is no such logic to be had.

3.4.2 Interlude: Modus Ponens

The wide-scoper can object: #aillies (2008; Kolodny & MacFarlane(2008 show,
modus ponens is not in general valid for natural languagelitonals. So we should
not expect its imperative analogue to be valid, in which ¢hsewide-scoper might think
she is off the hook. Consider the following case.

Ten miners are trapped either in shaft A or in shaft B, but wa'tdo
know which. Flood waters threaten to flood the shafts. We kaoeigh
sandbags to block one shaft, but not both. If we block onetshHf
the water will go into the other shaft, killing any minersighsit. If we
block neither shaft, both shafts will fill halfway with wat@nd just one
miner, the lowest in the shaft, will be killedK¢lodny & MacFarlane
2008 1).

In such a case, it is reasonable for an authority to endong@fatne imperatives in46)
(indeed, all of them simultaneously), while failing to emsi® any of the imperatives in

(47).23

(46) a. Block neither shaftsfit(—bl_AA —bl_B)]

If they're in A, block A. [(if in_A)(stit bl_A)]
If they're in B, block B. [if in_B)(stit bl_B)]
Block A. Etit bl_A]

Block B. [stit bl_B]

Block one of the shaftssfit(bl_AVv bl_B)]

(47)

Pop o0

The lesson of the case is that a logic of content’s analysisiodiitional imperatives should
not have it that any of the following semantic relationshiptd.

e Wheng, andg, partition the set of worlds compatible with the modal basangt
world of evaluation(if ¢1)(stit ¢1) and(if ¢2)(stit ) entail stit 1)1 or stit v
or stit(11 V ¢7)

o (if ¢1)(stiteyr), (if ¢2)(stite)2), 1V ¢ entail eitherstit b1 or stit s, or stit(zpy v
¥2)

Violating the first of these relationships is in direct temswith intuitions about the miners
case. Violating the second would mean that adding the pesimié\ Vv in_B to premises

(if in_A)(stit bl_A) and(if in_B)(stit bl_B) would allow inferring one of the imperatives
in (47). In which case, on a logic of content, endorsingAV in_B, (if in_A)(stit bl_A),
and (if in_B)(stit bl_B) would commit an agent to endorsing one of the imperatives in
(47). And this also violates intuitions about the miners case.

23. Interpreting the data in this case is actually a complicetedkavor. | assume one plausible interpretation
here. Kolodny and Macfarlane do a good job disposing of tasi® to similar intuitions about sentences identical
save for the uniform replacement of the imperastéwith the deonticought | won't recapitulate here, but it's
clear that their arguments can be applied mutatis mutandisfense of the intuitions | am insisting on here.
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Alas, modus ponens for conditional imperatives predicts gsbcond of these rela-
tionships to hold. Suppog@ ¢1)(stit ¢1) and (if ¢2)(stit ¢2) are required and; V ¢
satisfied atv. Thenw satisfies eithep, or ¢,. In either case modus ponens for conditional
imperatives has it that one sfit i1 or stit ¢ is required atw. So it cannot be right.

A fair point—one we return to below—>but it does not help thelevscoper. Suppose
¢1 and ¢, partition the set of worlds compatible with the modal basarat world of
evaluation (we may suppose this is what is going on in Koloaim¢ MacFarlane’s case)
andO(¢1 — 1) andO(¢2 — 1) are satisfied. It follows thab(y1 V ;) is satisfied.
Why? When all the best worlds satisfy — 1, ¢2 — 102, ande1 V ¢2, all the best worlds
satisfyiy1 Vo, In which case) (v Vb,) is satisfied and, by the imperative clause38)(
I(v1 Vh2) is required. A logic of content’s analysis of conditionalieratives should not
have it that, wherp, and¢, partition the set of worlds compatible with the modal base at
any world of evaluation(if ¢1)(stity), (if ¢2)(stitey), andey Vv é2 en'[ai|S'[it(’L/)1\/’L/12).24

Here is the state of play. It seems likely that modus ponenstioditional imperatives
is not generally valid—that we cannatwayshave it that(if ¢)(stit ¢), ¢ entail stit .
(Whether or not this is right, the wide-scoper is out of Ijck. may yet be possible to
characterize the inference i45) as valid, in some sense or other, without presupposing
the general validity of modus ponens for conditional impiges. We return to the issue in
63.4.4

3.4.3 Narrow-Scoping

A narrow-scope treatment of the conditional imperative) (stit ¢) is any that represents
it with the logical form¢ — !v. Recall that such formulae are not well-formed formulae
of the Basic Propositional Imperative Language. So adgginarrow-scope analysis of
the conditional imperative will require redefining the atijtanguage. There are several
options for doing so.

Implicitly, we have been taking- to be defined in terms ef andv: ¢ — ¢ := ¢ V).

If, in redefining the imperative language, we elect to keépgithis way, the logical form
of the conditional imperativéif ¢)(stit ¢)) will abbreviate the formula~¢ \/ 1. Earlier,
we provisionally objected to this sort of design, on the guasithat it would be committed
to the ambiguous interpretation of Boolean connectivest tBig point needs to be re-
fined, since understanding the imperative analogue offaetiisn in terms of requirement
involvesassuming the ambiguity into the metalanguéiggparticular, into the meaning of
lIF). The semantic interpretation of is constant and unambiguous: for all ¢ € Lp,
M, c,wllF oV iff M,c,wllF¢ or M, c,w lIF . What this metalinguistic condition ac-
tually amounts to will depend on the syntactic types (impegaor non-imperative) of
andv, but it is not clear why that would be worrisome.

But there is a related worry. The semantics may interpratiformly, butinterpreters
do not. Wheny and+) are non-imperative, it is natural to interpkgt/ > in terms of its
metalinguistic (English) satisfaction conditions: wkat 1) expresses is thatand/or that
1. In contrast, suppose that= 7. We cannotinterpret\/ ¢ in terms of its metalinguistic
requirement conditions. There is no accessible readirg/dfr on which it expresses that
¢ and/or kr; indeed, there is no accessible reading of this disjunettaail 2°

24. Can an account of the permissive content(afi!V 1)) save the wide-scoper? No. The problem stems
from the command, not the permissive, content of the imperalt commands something that an authority may
often reasonably demur from commanding.

25. Due to the fact that performatives are not embeddable uh@esdope of sentential connectives in any
natural language (with the possible exception of negatidariguages like Dutch; s&&ltman(2008). Portner
(2008 379-80) cites examples of embeddings of imperatives uneltas which take a sentential complement in
Korean. While interesting, this is not germane to the issre h
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| assume it as condition of adequacy on the imperative oltgegiuage that it not
contain formulas which human language processors are eialterpret according to
their intended interpretations (and especially that addprguage representations of nat-
ural language imperative constructions not be uninteaptetin this way). Other authors
(e.g.,Segerberg 199@o not make this assumption, allow imperative formulaented
relatively freely, and are happy with treating hypothdtiogeratives in terms of Boolean
—. Their primary interest, however, is not in designing a laexge and model theory
for the eventual purpose of doing serious, formal analykisatural language. Insofar as
ours is, it is reasonable to restrict the embeddability gienative formulae in the object
language in this way.

For a narrow-scoper, this means designing an imperativgikge and semantics with
the following properties: (1) is not defined in terms of other Boolean connectives, nor
other connectives in terms of it; (2) imperative formulaarat occur in antecedent posi-
tion?%; (3) ¢ — !4 is assigned a non-Boolean interpretation, since there mcnessible
reading of¢ — !4 on which it expresses thaty and/or &r. This is a daunting project,
and will apparently involve either failing to treat univocally (or else failing to treat it as
a Boolean connective altogether). There are dynamic atsdiat implement something
like the narrow-scoper’s approacAgher & Lascarides 2003/astop 2005Potts 2003,
according to which— receives a uniform update potential—one which constraifar-
mation states so that worlds satisfying the antecedentamgatible with is known meet
a certain condition—satisfying or requiring the conseduasnthe case may be. But | have
no idea whether the project could be carried out in a reasemnedny in the sort of static,
speaker-focused, model-theoretic framework we are ctiyrenrking within 2’

3.4.4 Two-Place Imperative Operators

Wide-scoping and narrow-scoping have empirical and caneggdrawbacks, respectively.
A different approach—one which analyzes imperatives imteof the standard account
of modals in natural language as two-place generalizedtiigas—can do better. Our
concern s, as we have said, primarily with formal languagéisis paper. Taking this cue
from the semantics of natural language turns out, howevéiate tangible benefits.

Lewis (1975 andKratzer(1991) present data suggesting that the general function of
if-clauses in natural language conditionals is to restrietdtbmain of a two-place gener-
alized quantifier occuring (sometimes overtly, sometinmeedly) in thenclauses. The
surface syntax of natural language conditionals is mishead

The history of the conditional is the history of a syntactistake. There

is no two-placef ... thenconnective in the logical forms for natural
languageslf-clauses are devices for restricting the domains of various
operators. Whenever there is no explicit operator, we haymsit one
Kratzer(1991 656).

In order to make the deontic logic we're working with reflduistinsight, we need to re-
construeD as two-place—its first argument restricts the set of acbkessiorlds, while its
second gives the condition that must be satisfied throughewtomain.

26. Possible complicating data: apparantly if imperatives, likeShoot only if ordered There is a real
question about whether such constructions are really iatiper informants tend to he&hoot only if ordereds
you mayshoot only if you are orderednsofar as the sentence is interpretable as an imperétivegh, we can
handle the sentence without sanctioning imperative adests: we apparently lose nothing by treatiBigoot
only if orderedin the same way we tredtnot ordered, do not shoot

27. For a general critique of these sorts of approaches in thardimcontext, se€harlow(2008h.
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This change is most naturally effected syntactically, v a change in the language.
We replacethe modal clause in the recursive definition&y with the following clause.
The resulting language is terme&g k.

(48) If ¢, ¥ € Lok, thenO(¢) () € Loik

A two-place permission operatét may be defined in terms @, as follows: P(-)(-) :=
—0()(=)-

The ideais that a deontic natural language conditionalsutface forn{if ¢)(musty)
will generally be associated with théy k logical form O(¢)(1). When no restrictor is
explicit—when we have a bare natural language modal of seflarmmust¢—the sen-
tence is associated with théy k logical form in which the domain o is vacuously
restricted: O(T)(¢), whereT is a classical propositional tautolog¥. The satisfaction
conditions for modal formulas are restated as follows.

(49) M, c,wkEry o O() () iff
Vv e min(fc(w) U [[(bﬂ/\/l,m Sgc(w)) M, e,v 'CLDLK ¢

O(¢)(v) is satisfied in a modeM at a context-world paitc, w) just in casep is satisfied
at all the best (in view of what the speakercadesires atv) admissiblep-worlds.

Two quick notes about the new analysis. First, the accdisgilglation semantics
sketched above would have difficulty with the restrictorlgsia of conditional antecedents.
Suppose the source of the ordering-source (the speakémslés vote for Obama in the
Democratic primary: she strictly prefers him to any of thikestcandidates. But she also
strictly prefers Clinton to any of the other candidatesges@bama. The following condi-
tional seems false of her.

(50) If I don’t vote Obama, | ought to vote Gravek [O(—vote-Q(vote-K)]

There are no worlds compatible with the speaker’s desiresevshe does not vote Obama,
so the accessibility semantics predi€té-vote-Q(vote-K) vacuously trué® Because an
ordering-source semantics selects best worlds (worldsfysgag enough desires) rather
than ideal worlds (worlds satisfying every desire) for tloengin of the modal, it avoids
this prediction.

Second, axiomatizing (constraining the class of modelstf@ logic is easy enough:
we replaceK andD with the following axioms, respectively, and stipulatetthizey are
valid in the class of all models fafp k.

(51)  O(m)(¢ =) — (O(m)(¢) = O(m)(¥))
(52)  0(9)(¥) = ~O(¢)(—)

Making use of this logic requires revising the Basic Propasal Imperative Lan-
guage. We replace the imperative clause in the definitiogfwith (53) and term the
new languag&pix .

(53)  If¢, v € Lp, then (¢)(¢) € Lpik

28. Obviously, then, a one-place deontic necessity operatBpig-definable, in term©(-)(-).
29. In point of fact, D forbids vacuous truth of deontic necessities. But it is fedichow to avoid it in the
accessibility relation semantics we have stated.
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Finally, following roughly the direction sketched in thegdysis of conditional imperatives
of Schwage(20086), we replace the non-Boolean clause of the semantic3ay*f

(54) If ¢ =1(x)(7) (for v, m € Lp):
M, c,wllkgp @ iff M, c,wkEry, OW)(m)

Arestricted imperative(lp)(v) is required/in force ifM at (c,w) just in case) is satisfied
at all the best admissiblg-worlds. A conditional imperativéif ¢)(stit «/) will be gen-
erally analyzed as a restrictélp ik imperative—{¢)(¢))—while a bare imperativstit ¢
will be analyzed as a vacuously restricted imperative¢).

Comparison with narrow-scoping. Animmediate advantage of this approach over narrow-
scoping is obvious: the posited logical forms for conditibimperatives are directly in-
terpretable (i.e., by us) in terms of their requirement ¢ooas. We may read(b)(v)) as
expressing the restricted commandall the bestp possibilities, stit).

There are also, however, illusory advantages, e.g., tHasaed bySchwage(2006.
Schwager claims that this sort of modal semantics is unjgwell-situated to handling
conditional imperatives with overt quantificational m&ém consequent position. Con-
sider, for example 559, the salient reading of which is indicated B5):

(55) a. Ifl need aid, always give it to me!
b. stit(Vw € {w | | need aid atv} : you give me aid atv)

Modeling such constructions is not difficult, given a suigadaxtension ofp\x . We would
introduce into the language a two-place (i.e., domairrigtable) necessity modal(-)(-)
corresponding to the denotation of the quantificationakalial always(cf. Lewis 1975
and represenb6g with the following logical form.

(56) (T (a(d)(¥))

Schwager takes this to be a problem for narrow-scope arsslyaed, more generally,
any so-called “hypothetical speech-act” analysis whigats a conditional imperative
(if ¢)(stit ¥) as generating an unconditional imperatsté ¢» when the antecedent in-
formation¢ is, in some sense, available. Any such analysis will, Sclewvaggues, get
(559 wrong. To illustrate, narrow-scope analyses are suppypsedhmitted to represent-
ing (559 with the following logical form.

(57)  ¢—'a(T)(¥)

This formula will be required inM at (c,w) just in caseyp is satisfied inM at (¢, w)
or la(T)(¢) is required inM at (c,w). Supposing thap is satisfied inM at (c,w), it
follows that kv (T)(v) is required there. But this is surely wrong: supposing | naield
the content of my command i®%g does not require that yalways give me aid

But this is not convincing. Schwager is implicitly suppagithat the narrow-scoper
must treat the imperative irb%g as having the surface form ib8g. In fact, she could

30. While fairly close to the analysis iBchwagef2006), our approach differs materially in two respects. One,
Schwager thinks of natural language imperative operatlitegally deontic necessity modals (with exclusively
performative interpretations); we do not. Two, Schwagentties the modal base with a Stalnakerian Common
Ground Stalnaker 1978002. Although we regard the modal base as informational, wagnestic about how
best to characterize it.
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(indeed should) treat it as having the surface fornbiBly.

(58) a. (if ¢)(stit alwaysy)
b. stit((if ¢)(alwaysy)) [~ la(¢) ()]

Nothing blocks the narrow-scoper from (i) distinguishirgetiuine” conditional impera-
tives (those treated with surface forB8g) from “pseudo” conditional imperatives (those
treated with surface fornbgb)); and (ii) holding that only genuine conditional impevais
are covered by her analysis. We will have to content oursehith a merely conceptual
advantage over narrow-scoping.

Comparison with wide-scoping. Whether or not we endorsed the imperative analogue
of modus ponens, we saw that wide-scope analyses failech Bigte-scoper might reason-
ably think that a restrictable imperative operator doesetteb on this score. Choose any
M= (D,W,C,V), and suppose, as before, tidatand¢, partition the set of worlds com-
patible with the modal basg. at arbitraryw € W. Suppose additionally th&(¢;) (1)

[~ (if ¢1)(stit ¥1)] and O(¢2)(v2) [== (if ¢2)(stit ¢)] are satisfied inM at (c,w). It
follows that M, c,w E O (11 V 7).

Proof. Choose € N f.(w). In view of Monotonicity 82h):

o IfveN(fe(w U[[qblﬂM()andvemm(fc( )s ge(w)), then
v e min(fe(w)U[d1]am.e, <go(w))

o If v e N(fe(w)U[p2]rm,c) andv € min(fe(w), <, (), then
v € min(fe(w)U [[¢2]]M,cv =gc(w ))

Since¢1 and ¢, partition( f.(w), eitherv € N(fe(w) U [p1]am,c) OF
v € N(fe(w) U [¢2] m.c)- It follows that:
) C

o min(fe(w), <g.(w)) €
mm(fc(w) U [[¢l]]/\/l o> gc( )) U mm(fc(w) U [[¢2HM,C7 Sgc(w))
SinceO(¢1)(11) andO(¢2)(y2) are satisfied inV at (¢, w), we have:
(w

o min(fe(w)U [d1]am.e; <go(w)) € [Y1]m.c
o min(fe(w) U [p2] m.er <g.(w)) € [V2]m.c

These facts together yieldnin(f.(w), <, (.)) € [¥1]m.c Uv2]mie-
Then, by the semantics faX(-)(-) of (49), O(w1 V 1)2) is satisfied inM
at{c,w).

Then (1 Vv 1)2) is requiredM at (c,w). This is precisely what we took to doom the wide-
scope analysis. No account of these sorts of conditionate@market—e.g., the shifty
conditionals ofGillies (2008); Kolodny & MacFarlan€2008—happens to fare any better,
so long as the semantics assumes Monotonicity.

3.4.5 Against Monotonicity

We are not wedded to Monotonocity. Indeed, insofar as treeerational obligation on
agents to be expected utility maximizers, it seems pla@ghmt weshould notbe. The
motivating intuition here is that, in ranking possibilgiean agent should, other things
equal, privilege those desires which she can reliably edtpdue able to fulfill over those
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desires which she cannot. The more information availabkntagent, thenore desires

she can reliably expect to fulfiland thestricter the criteria for remaining at the top of
the ranking. While it is true that a world’s competition irethanking shrinks with the

addition of information, information acquisition also negkit harder for a world to meet
the demands of the privileged desires. The tension with Ntwricity is obvious.

As noted above, Monotonicity (in our sense) follows dirgétbm the monotonicity
(order-preservingness) with respectdq_,,) of a partial identity function mapping from
a set of worlds into one of its subsets. While we will want tegarve this lowercase
monotonicity—monotonicity of a partial identity functiavth respect to the preorder we
use to rank worlds—we can still avoid uppercase Monotonigit letting the ordering-
source vary according to the information contained in a bafdelevant information. We
will attempt a sketch of a semantics that implements thia fuere.

Suppose we have a modal metalanguage built on top of the &o@epositional
languageLp in which §¢ is a term of the language (whene Lp), roughly to be read as
the (action of) seeing to it that, andQd¢ is a formula of the language, roughly to be read
asthe (action of) seeing to it that occurs We will save rigorous development of a modal
language of action and its semantics for our discussion @péxitional Dynamic Logic.
We only use it now to gesture at a way of jettisoning Monotiiypitom an ordering-source
semantics.

The intuitive idea is to select the best worlds relative tthtsn ordering sourcand
relevant informationLet P C 2" be a set of propositions.

(59) ch(g.(w), P) is the set of propositionssuch that, for some andd:
[¢]=p
NP C [Qéy — ]
NP N[QoY] #0

To unpack:ch(g.(w),P) gives the set of propositions in.(w) that are known (by the
lights of the information irP) to be fulfillable by a possible (by the lights &) action3!

In the terminology oKolodny & MacFarlan€2008), ch(g.(w),P) gives the set ofhoices
relative to an ordering source and body of informafiériWe next define a preorder ac-
cording to the choices relative to an ordering source ang bbahformation.

(60) v <cnge(w)p) uiff
{pr € ch(ge(w),P) | u € p} C {p € chge.(w),P) | v Ep}

Correspondingly, we redefine the set of best worlds reldtive body of informatior?
and ordering-source.(w)—selP, g.(w))—as follows. Note that worlds are ordered ac-
cording to the choices relative {@(w) andP—i.e., the desires (members @f(w)) that
are known (by the lights oP) to be satisfiable by a definite course of action.

(61)  se(P,g.(w)) =
{U eNP | YueNP:u Sch(gc(w),P) V=V Sch(gc(w),P) u}

We have at this point shaken the Monotonicity property. klearly not the case that a
world that counts as best relative to a set of desjré®) and body of informatiorP will
count as best relative to the same set of desires and a maréispedy of information

31 It would be interesting to implement this sort of idea prabistically, so that desires could be ranked
(rather than simply admitted or eliminated) by an agentsasment of the likelihood that they will be fulfilled.
Although Yalcin (2007 provides some relevant background, the use of probabitistthods in formal semantics
is fairly uncharted territory. | leave this to a future prije

32. ltis their terminology, but they do not implement the ideagrms of a formal ordering-source semantics
for deontic modals, as we do here.
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P’. A desire that does not count as a choice relative to a cortipelgaunspecific body
of information will often count as a choice relative to a cargtively specific body of
information, and it is choices, rather than mere desireg,dte used to rank worlds.

To finish the implementation, we rewrite the satisfacticauske for the two-place de-
ontic operato(-)(-) as follows.

(62) M,C,U} ':AC'DLK O((b) (1/}) iff
Vv e SEKfC(’LU) U [[¢HM,(:7gc(w)) ‘M, ev ':LDLK o)

On this semanticsQ(¢)(v) is satisfied inM at (c,w) iff v is satisfied at the best—
according to the choices relative fo(w) U [¢] m.. andg.(w)—aep-worlds compatible with
f-(w). The requirement conditions for two-place imperativedeftaunchanged.

This is enough to block the proof given at the beginning of #gction. Since the
apparatus here is very abstract, we will try to make it intaiby applying it informally
to the problem case dfolodny & MacFarlang2008. Suppose the speaker desires that
all ten miners are saved. This desire does not cast choiceelative to the information
available in the basic context, since that information, iggpsition, does not settle which
shaft the miners in, and, so, does not settle any definite Waghoeving this desire. And
so this desire cannot be used to privilege worlds in whicleallminers are saved. So we
will not generally expect eithed(T)(bl_A) v O(T)(bl_B) [~ ought bl AV ought bl B)]
or O(T)(bl_AVbI_B) [~ ough{bl_AV bl_B)] to come out true with respect to the basic
context. The desire does, however, count as a choice rlaiithe modal base aug-
mented with the proposition that the miners are in shaft A, smwe will generally expect
O(in_A)(bI_A) [~ (if in_A)(ought bl A)] to come out true.

This semantics saves the two-place analysis of the imperaperator from imme-
diate empirical difficulty by avoiding Monotonicity. Thiseans, inter alia, that it cannot
help the wide-scoper. As the reader may easily verify, athefwide-scoper’s problems
stem from foundational facts about the semantics of detodic, and none bear any con-
nection whatever to Monotonicity.

This will for the most part conclude our explicit discussifrconditional imperatives
in this paper, and we will simply take the two-place analygismperative and deontic
operators for granted throughout the rest of it. Althoughditional imperatives will no
longer be a major topic of interest, the reader should be atieat by placing our focus
on two-place operators, we have essentially placed ouisfoouconditional imperatives,
and are treating unconditional imperatives as a special d&fe turn our attention now to
possible treatments of the Ross Paradox in terms of deowiiahfogic.

3.5 The Ross Paradox

The Ross Paradox may be thought to imperil any analysis oéiatjve logic in terms of
deontic modal logic, for two reasons. First, the followiranditional is valid in the class
of all models for deontic modal logic.

(63)  0¢—O0(pVy)

Second, it might be thought that this is thight result: if it ought to be that you post
the letter, then it ought to be that you post or burn it, ilequght to be that you post
the letterdoes indeed entalt ought to be that you post or burn the letteWhile it is

certainlypossibleto hearlt ought to be that you post or burn the let&s expressing a free
choice permission to burn the letter, the free choice repirdemonstrably less salient
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than in the case of the disjunctive imperatR@st or burn the lette?® If that is right, then
the semantics for imperatives we have been developing wéino be modified; it will
predictthat & lI- (¢ V ).

There is no really systematic way to evaluate intuitionalsach cases. But whether
or not the intuitions are correct, we will show that there isargument here, as such,
against treating imperative logic in terms of deontic login this section, | sketch two
possible lines of response. The first—inspired by the sleddllontague-Scott or Neigh-
borhood Semantics treatment of the problem of logical ooiee—involves rejecting
the intuitions, maintaining the analysis of ! in terms(@f and revising the semantics for
deontic modal logic from the ground up, so thazd — O(¢ V ¢»)—or, more accurately,
O(m)(¢) — O(m)(¢ Vp)—is notvalid in the class of all models for the deontic modal
logic. The second involves accepting the intuitions, bupdithg to them by formulating
a new analysis on which the imperative operator ! is not éeatrictly in terms of the
deontic necessity operatox, but also in terms of the deontic permission oper@tor

3.5.1 Neighborhood Semantics

Overview. Neighborhood semantics (a.k.a. Montague-Scott seméafjtisa non-relational
generalization of the relational (Kripke) semantics fordablanguages. Neighborhood
models are standardly defined as follows.

(64) M=(W,N,V)
N W 22

N is a function from worlds to sets of propositions, whéféw) roughly yields the set of

propositions that are necessary (in whatever sense ofsigce® are interested in using
the logic to model) atv. Neighborhood semantics alters the relational semantica f

generic modal formulal¢ as follows. LetM = (W, N, V') be a neighborhood model.

(65) M,wEDOPIff [p]m € N(w)

As a function from worlds to sets of propositiony, is a good deal like the conversa-
tional backgrounds (modal bases and ordering-sourceshafivwe have been making
use throughout the paper. But its role in the semantics te @lifferent: rather than being
treated as a universal over accessible (best) worlds, tteseity modal simply checks to
see if the proposition expressed by its prejacent is a mewibre set of propositions
necessary at a world. Because closure condition¥ @me entirely flexible, neighborhood
semantics has an easier time modeling phenomena like thelosure of knowledge or
belief under logical consequence than the relational séosan

Application. We have at the ready a natural candidate to play the role afi¢fghbor-
hood function in our semantics—the erstwhile orderingrseu Let M = (D, W,C, V).
The obvious way of extending neighborhood semantics to dlsecliieontic language is as

33. Interestingly, changing the modal tiwayseems to reverse some people’s intuitions (and theoregjmat
ions). Aloni (2007), for example, gives a semantic account of free choice Esions in cases wheneayscopes
over a disjunction, but a pragmatic account in cases whrgscopes over a disjunction. The asymmetry is
unappealing, but | won't try to directly resist it.

34. SeeChellas(1980 for relevant references and background. The idea for uséighborhood semantics
to handle the Ross Paradox originates v@#lgerberd1990, and the analysis presented here is heavily indebted
to that paper.
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follows:
(66) M, c,wE O@iff [¢p]am.c € ge(w)

How might we extend this basic idea to the more complicatezhtie languageCp « ?
The following semantics naturally suggests itself.

(67) M, c,wEry  O(@) () iff
Vv € sel fe(w) U[o]m,er ge(w))  [¥]m,c € ge(v)

Informally, O(¢)(v) is satisfied inM at(c, w) iff ¢ is desired at the best—according to the
choices relative t¢f.(w) U [¢] m,. andg.(w)—aep-worlds compatible withf.(w). On this
semantics, the ordering-source plays a dual role: whilélitfgnctions as an ordering-
source role on worlds, in addition, directly tells us what sorts of things are required
with respect to every world. The ordering-source playshimterminology ofSegerberg
(1990, the role of a “command system”—a semantic device desidtekieep track of
the commands issued [or, in our setup, issuable] by the atyth&egerberg199Q 204).
Some notation will make our life easier, while also bringmg the parallels with
neighborhood semantics as traditionally conceived. Wendefi“genuine” neighborhood

. W, AW
functionG . : W+ 227%2" as follows:

68)  Gume = wA([Blme; [¥]me) | Moc,w Fep e O(9) ()}
It follows from this definition that:
(69) M e,wFrp ¢ O(o)(v) iff <[[¢]]Mca [W]]MC> € GM,C(U’)

The semantic clause for imperative formulae will remainef®te. Most of the work
will go into axiomatizing the deontic side of the logic in tappropriate way. To that end,
we put forward the following minimal list of deontic axiomsrfLp k:

(70)  O(9)(¥) = ~O(¢)(—¢) [D]
(71)  (O(m)(@) AO(m)(¥)) = O(m) (o A9) [A]

D is a minimal consistency requirement on commands. Theikgif content will regard
the Aggregation axionh as a reasonable “stand-in” fo¥(7)(¢ — ¥) — (O(7)(¢) —
O(m)(¢)) [K].%°> As Segerberg writes about a similar axiom, “This conditiefiects the
fact that when an authority issues commands, then he or sthenaans for them all to
be obeyed” egerberg 1990220). She will, on the other hand, regard neitkenor
NEC—i.e.:F ¢ = F O(rw)(¢)—as desirable additions to the axiomatization.

The case again$t: suppose it is required that: you either don’t post the tdtte),
or you either FedEx or burn itV x)—i.e., it is required that-¢ V (1) V x). Suppose it is
also required that you do post the letter (and that burninglerfailure to post§® Should

35. Strengthenin@ to a biconditionalA+ is out of the question, for two reasons:
o Sinced A (~¢ V1) = pAY, O(m) (¢ A1) = O(n)($ A~V 1)). Then byA+, we haveO (r)(¢ A
¥) EO(m)(—¢ V1), and therefore(ir) (¢ Av) IIF () (—¢ V 4p). This is as problematic as the Ross
inference.

e A+ entailsK. Proof: supposé+ and that bothO()(¢ — ) andO(7)(¢) are satisfied inM at
(c,w). By A+, O(7)((¢ — ) A ) is satisfied inM at (c, w), in which case—sincép — ) Ap =
o ANY—O(7)(p A1) is satisfied inM at (¢, w). By A+, O(m)(¢) is satisfied inM at (¢, w).

36. There is, | admit, something odd about this constellatiomegiiirements. The first requirementd v

(¥ V x)) seems to grant permissions (to fail to post, and to burrt)tiiesecond takes away. But it is not an
oddness that the view on offer is able to leverage in a defefise The view on offer can only explain failure of
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it follow that that you should either FedEx or burn it? Nothbsild think, for the logician
of content pursuing the neighborhood semantics resolofitine Ross Paradox: endorsing
stit(—¢V (v V x)) (Either don’t post it, or FedEx or burn iflandstit ¢ (Post it!) intuitively
does not commit an agent to endorsstig(y \V x) (FedEx or burn it). EndorsingK is
evidently not consonant with this intuition. The case agelWEC is straightforward: we
will not want to predict commands likeorture your little brother, or don’as everywhere
required.

Particular axiomatizations of the logic will enforce cémtaonditions onG o, (and
thereby restrict the class of neighborhood models for tlgicjo The axioms we have
chosen D andA) require the following conditions 06y .(w), respectively. LetM =
(D,W,C,V) and choosev € W, ceC.

(72) a. If<[[¢ﬂ/\/l,cv [MM,J € GM,C(“’)1 then<[[¢ﬂ/\/l,cv [[ﬁl/’]]/\/l,c» ¢ GM,C(“’)-
b. If ([7]a,e, [Pl m,e) € Gae(w) @and([m] an e, [Y]Mm,e) € Gan,e(w),
then([7]r,c, [P A Y] Mm,e) € Ga,e(w).

It is evident that we do not, in the axiomatization we havesi&tl, have anything like
general closure under logical consequence:

(73) If (p,q) € Garc(w) and(p,r) € Gaqc(w), then(p,s) € Gy c(w), fors D gNr.

We have only very circumscribed closure under logical cqneece, of the sort required
by the Aggregation axiom. This is, of course, sufficient todklthe Ross Paradox.

There are, however, drawbacks, the most significant of wisiehfailure to say any-
thing about the permissive content of imperatives. $berceof the Ross Paradox is the
felt free choice permissions of a disjunctive imperativeeigtiborhood semantics for im-
peratives is motivated by this intuition, but tries to dauisfice by circumscribing closure
conditions on the neighborhood function. It is not clear tidxplanans has to do with ex-
planandum. Or, to put it differently, if circumscription oliosure conditions is warranted,
then it is warranted in virtue of the permissive content sjutictive imperatives. A logic
in which that dimension of imperative content is explicitgpresented would provide a
more satisfying account of the intuitions behind the Rogadax than one in which it is
not.

The failure to explicitly represent permissive content ifests in predictive gaps.
Recall the pair21g and @1b), repeated here, which we took tenatively to motivate a
semantic resolution of the Ross Paradox:

(74) a. ?Post or burn the letter. But you may not burn it!
b. ?Post or burn the letter. But do not burn it!

If this data motivates a semantic resolution of the Rossd@aiathen such a resolution
ought to have something to say by way of explaining the date.neighborhood semantics
resolution of the Ross Paradox explains only the failurg(of (k) to imply !(7)(¢ Vv ¥),
and does so by appeal to lack of closuréjajf . under logical consequence (€f3). The
absence of a closure property cannot be leveraged to expimddness of “synchronic”
cancellation constructions. Nor can it be leveraged toarphe oddness of “diachronic”
cancellation constructions, of the sort we used to argumagaxiomatizing the neighbor-
hood semantics witK .

Worse, losingk means automatically committing ourselves to a logic of et we

entailments, by appeal to lack of certain conditions on thigliborhood function. Because permissive content
is not built into the semantics, the view has nothing to sayualnconsistencies in permissive and command
content.
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saw Castaneda arguing for §2.3 (recall argument patterh7). This means not gener-
ally being able to draw an imperative conclusion which is keggin terms of what it
requires) from imperative premises which are togethengea®” While this is certainly a
reasonable logic, there is also, we argued, a reasonalitedbgontent which counts the
argument in 17) valid. We are thus faced with a dilemma: either endd¢sén which
case, in the context of a neighborhood semantics, we pradilise relative of the Ross
inference valid), or rejedt (in which case, we are unable to characterize a logic in which
the argument inX7) is valid). Both horns are rather unappealing.

We now move on to consider a treatment of the Ross Paradosticanservative
with respect to the semantics for deontic logic we have beseldping, on which the
relevant work is done by positing explicit permissive caniteather than by fiddling with
the semantics for th@ operator.

3.5.2 Permission Analyses

Understanding imperatives as having content along two éio@s—a requiring dimen-
sion (its command content) and a permitting dimension @tsrssion content)—is a use-
ful way of thinking about imperative content, particulaity connection with the Ross
Paradox. So-called permission analyses of the disjunitiperative (¢ V 1)) are distin-
guished by (i) endorsing such a two-dimensional analysisnperative content and (ii)
holding that the permissive content di!Vv ¢)), on one reading, expresses permissions
both to see to it thap and to see to it thap.

The mostrigorous development of a permission analysisiisddn an excellent recent
paper by Maria Aloni Aloni 2007). Aloni’s idea is to understand the imperative operator
in terms of a single, complex modal operator that expresspsnement ofy v ¢ and free-
choice permission to fulfill this requirement by securing thuth of either disjunct, which
we represent schematically ey, (¢ VvV ¢). The idea that imperatives express free-choice
permissions, by itself, only gets us a little way to a solatioowever, since the paradox of
free-choice permission—very roughly, the problem of hovexplain whymay (¢ V v),
on a salient interpretation, implies battay ¢ andmay+—is, as already noted, a vexing
puzzle in its own right.

Alternative Semantics. The key to Aloni's analysis is an idea borrowed from recent
work on the semantics and pragmatics of questions (see iabpesloni & van Rooy
2002. We understand disjunctions as being associated witll{Ging”) alternatives. Al-
ternatives in turn serve as the objects of higher-ordensitamal or dynamic operators. In
the case of questions, we have a dynamic question operatch atids alternatives to a list
of topics under consideration (“at issue”) in a dialogueigialy, if ¢ is on the list of top-
ics, then whether or nat is an issue of interest in the dialogue. A polar (yes/no) tioles
(¢ Vv 1))*38 fails to induce genuine alternatives (which we model as glstan alternative
set{¢ V¢ }, the contents of which the question operator adds to theersational topic
list). A choice-presenting questiori¢? v ¢/*) presents botk andv as issues of interest;
its alternative set is given asp,v'}. An illustration: (75) is ambiguous betweer76g

37. Inthis respect, the resulting logic will bear some simijato that ofKenny (1966 (see§2.4). This is not
to say the logic will be, like Kenny’s, nonmonotonic. Thegt@iorhood logic requires that an imperative conclu-
sion be at least as strong as some non-empty subset of priempiseatives, and this will make the corresponding
entailment relation monotonic. Kenny’s logic requiresttha imperative conclusion be at least as strong as the
entire premise set; this is what is responsible for its nonmonattyni

38. Superscripts indicate placement of focal stress. On thesgorelationship between focus and salient
alternatives in such linguistic phenomena as ellipsislugisn and presupposition see, e.Gharlow (20089;
Rooth(1992.
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(polar) and 779 (choice-presenting).

(75) Do you like Rori or Uni?

(76) a. (...Roriorunij? [~ 2(¢V)i]
b. Yes/no.

(77)  a. ...(Rori} or (Uni)i? [~ 2(¢f v f)]
b. *Yes/no.

When stress is unfocuseddg), a single issue (whetherv ) is under discussion, and a
yes/naanswer is appropriate. When stress is focug&d)( there are two topics of interest
(whethergp, whethery). Without elaborationyes/ndfails to answer the question.

Aloni (2007 suggests analyzing the imperative operator as a bi-diimealsrequire-
ment/ permission modal over alternatives induced by itsglement. Informally, the al-
ternatives induced by the complement of the imperativeatperepresent permittedays
of complyingwith the commandAloni 2007: 87). Imperatives whose complements in-
duce genuine alternatives expressly permit multiple moflesmpliance. Choice offering
readings of disjunctive imperatives are associated with-gsingleton alternative sets; no-
choice readings are not.

Aloni’s actual implementation is complex (and, we will segy be significantly sim-
plified). She introduces a higher-order extension of a &@irdeer deontic language—one
distinguished by its use of propositional quantificatiom-sérve as the imperative object
language, in which logical forms are given. The logical foofna genuine alternative-
inducing disjunction is given aSp(p A (p = ¢ Vp = 1)) (to be read: something holds,
either¢ or ) and that of a non-alternative-inducing disjunctiorsagp Ap = ¢ V ) (to
be read: something holds, namely ). There are various methods of generating a set
of alternativesalt(w) (wherer is a formula in the object language), from such logical
forms39 but they will not be our concern here. Free choice readingtsjfinctive imper-
atives are analyzed as ii&g), no-choice readings as im§b). The imperative operator is
defined in terms of modals and alternative s&8).(

(78) Analysis of imperatives.
a. BplpA(p=9Vp=1))
b. Sp(pAp=¢Vi)
(79) Modal reduction.
a. lp:=Valt(p)
b. V(¢1,.es0n) = [Pl(P1y s bn) NO(P1V ...V 1)
C. [Pl(¢1,..;n) = Php1A... APy,
(80) Definitional identities.
a. BplpA(p=9Vp=1)) = (PoAPY)NO($V1))
b. Sp(pAp=0¢V):=P(@V)ANO(d V1))

A free choice permission senternoay;. (¢ V ¢) is analyzed with the logical foriP]alt(Ip(p A
(p=0oVp=1))),ie.,PoAPiy. Free choice disjunctive imperatives are thus analyzed
in terms of free choice permissioasd no-chice requirements: they express that either
disjunct is permitted, at least one requif@dWe have already discussed why this blocks

39. For a baroque method, sédoni (2007 72-5). For something a bit less baroque (but also less ggner
that relies only on tweaking of the assignment function fapositional variables, se&eharlow(20083.

40. For epistemignay; Aloni’s proposal is equivalent to the much-discussed psapofZimmermann(2000,
which analyses disjunctions asnjunctions of epistemic possibilitieeenderingmayz (¢ V 1) as < e (e A
Oe1p). Where Aloni's analysis comes into its own is disjunctiom®ed under deontimay—something for
which Zimmermann has no story.
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the Ross Paradox.

Integrating the two-place treatment of deontic and impezaiperators is a matter of
construingV as having a restriction argument, and allowing the regtricto percolate
downward.

(81) a (9)(¥):=V(o)(alt(y))
b V((b)( 1- awn . [P](¢ (wl,ﬂﬂn)/\O(@(wl\/\/ﬂln)
- [PI@) (Y1, 09n) 1= P(@) (Y1) Ao AP(0) (¥n)

Simplification. Given that there is no real explanationvafienthe use of {89 in a for-
mal representation of a disjunctive imperative is preflrab (78b), it is not quite clear
what Aloni’s complication of the object language ultimgtakcomplishes. We might in-
stead try an account that left the object language as beftiks “associating” disjunctive
imperatives directly with one or other of their proposedmtenlogical forms. This would
have to be done in a particular way. We do not want, for exameplassociate formulae
of Lpik with multiple logical formsn Lp k—one for a free choice or no-choice interpre-
tation, as the case may be—for two reasons. First, and miieatly, we do not wish
to make the interpretation of an imperative formuladpk indeterminate. This is ex-
actly what association with multiple logical forms will amoplish. One tangible benefit
of Aloni’s analysis is the banishment of ambiguity from thmperative” object language.
Second, we do not want to give imperative formulae non-irapez logical forms at all.
Modal analyses of the imperative do not have to be elimiisithy We can give require-
ment conditions for imperative formula&eterms ofsatisfaction-conditions for deontic for-
mulae, without holding that, for example, the imperativeagor is literally any species
of deontic operator (c§3.3).

We will present an analysis in a similar spirit as Aloni'sthsoids recourse to an op-
ulent object language, while avoiding both interpretaitndeterminacy and eliminativism
about imperative logic. The crucial work is done by assunthmg context determines
salient alternatives for a disjunctive imperative. We widk complicate the context param-
eter any further, although a realistic treatment of howesdlalternative sets are generated
for disjunctive imperatives in natural language would hewpay attention to features of
context that we are not attempting to represent in our mbeelirly, focus values especially.
Instead, we look to the ordering-source and modal base trrdate salient alternatives.
Disjunctive imperatives receive free choice interpretadiby default; no choice interpre-
tations are invoked only in contexts where the modal baseiges decisive information
about what is permissible in view of the desires of the speake

For technical reasons having to do with the mechanics oftbgtiace imperative op-
erator, we define salient alternatives for imperative fdemwf Lpk, rather than formulae
of Lp, doing so inductively, as follows.

(82)  a altycuwll(m)(p)] =p
b. alta,c,w!(m)(=¢)] = —¢
c. Giveng =!(m)(¢1V .. \/wn) letopty, . w(gb) =
{wz| ﬂfc ),@[[P 1/11 ]]Mcandﬂfc w)g[[_‘P 7/)1 ]]Mc}
If Opt./\/l,c,w(¢) 7é (Z) alt./\/l,c,w(¢) - Opt./\/l c w(¢)
Otherwisealtag ¢ (¢) = ¢V

41. Strictly speaking, there are two ways for an imperativeddgibe eliminativist. One, by defining imper-
ative formulae as non-imperative formulae. Two, by ideimi§ satisfaction-conditions for imperative formulae
with those of non-imperative formulae. Aloni’s accountlisnnativist in both ways, as is Schwager’s. Avoiding
the incredulous stare seems to require both an autonomqesative object language and denying that impera-
tives have satisfaction-conditions at all.
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Genuine alternatives are induced by default by a disjuaedtiperative (7)(¢ V), absent
information that settles the question of the permissibitit ¢ or ¢ (if 7) independently
This is a crude way of generating salient alternatives, towtli do for our purposes. We
finish the simplification by revising the requirement cordis for imperatives to incorpo-
rate salient alternatives.

(83) If ¢ =1(m)(¢) (form, ¢ € Lp):
M, c,wllbgp @ iff M c,wkEry o V(T (@t e,w(d))

Simplicity has its virtues. This account is no less explanathan Aloni’s, which explains
the difference between free choice and no-choice inteafiosis of disjunctive imperatives
by appeal to properties of their salient alternatives, aithgiving any account of when
certain salient alternatives are generated over othelis. abicount does at least as well—
indeed, better, insofar as we provide a precise (if crudepaat of how alternative sets
are generated—and meanwhile avoids purposeless conmfiaztthe object language.
We also avoid the above-mentioned indeterminacy of in&tgpion with respect t€pk:
no difference in logical form is associated with free cha@oel no-choice interpretations,
and both are handled with a single clause of the semanticguiRenent conditions for
disjunctive imperatives will depend on facts about contiext we have been committed to
this from the beginning.

It is worth noting in closing that our differences with Aloaie not merely method-
ological. On account of her modal eliminativism about ingi&e logic, Aloni does not
elect (as we do) to utilize an imperative object languagehicivrequirement conditions
for disjunctive imperatives can vary with facts about caht®ecause of this, she (along
with any modal eliminativist who endorses a permission ysialof the Ross Paradox)
cannot do full justice to the Ross Paradox. Consider thedoarin its original form.

(84) lpIFl(eVy)
The account we have given predicts something very closerin fo this:
85  @)(¥) I He) (v vm)

We have defined imperative entailment in terms of presemaif modal satisfaction in
all models and at all context-world pairs. Because thereangexts in which the modal
base does not provide decisive information about what imssible, there are obviously
models M and context-world pairgc,w) such thatM,c,w = V(¢)(¢), but M, c,w ¥
V()@ V ).

The best a modal eliminativist can do is say that fhgk logical form associated
with a free choice interpretation of#) (v V 7) is not entailed by th&p k logical form
of I(¢)(v). (But, of course, wknewthat already, de re anyway.) The Ross Paradox is
explained away as a side-effect of coarse-grainedness iiotimal imperative language—
its inability to effectively represent the differencesweéen the relevant logical forms.
Insofar, then, as we are inclined not to endorse an errorytemut the Ross Paradox, we
will be inclined to reject the modal eliminativist's analysf it.

How do we do with the problems for the neighborhood semaatcsunt of the Ross
Paradox? The oddness of synchronic cancellation conitnscis explained by appeal
to the default permissive content of the disjunctive imfieea So long ad?ost or burn
the letter! (on the default interpretation) is required M at (c,w), it cannot be the case
that Do not burn the letterlis also required in\ at (c,w). The permission expressed
by the former is simply inconsistent with the command contdrthe latter. Similarly
for diachronic cancellation constructiori&ther don't post the letter, or FedEx or burn it!
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expresses, on the default interpretation, a permissidnittiginconsistent withPost the
letter!. These imperatives cannot both be requiredvinat (¢, w). FedEx or burn it!fol-
lows from them only in the degenerate sense that everythoitafs from a contradiction.
Insofar as logicians of content do not wish to commit agerits endorse imperatives ex-
pressing inconsistent permissions and commands to end@gérything, they can require
that, for an argument form to be valid, there be at least ongefrend context-world pair
in which all the premise imperatives are required.

Note that, on this tack, we still hakefor deonticO. This means we can, if we please,
endorse the validity ofi(7).*> What wecannotendorse is an imperative analogue<af

86)  If M,c,wlIF!(7)(¢ — ) and M, c,w IF ()(4), thenM, ¢, w IF ! (x)()).

But this is a natural consequence of understanding imperagierators as bi-dimensional—
I(m)(x) may express a permission with whicfr)(¢) is inconsistent. In cases where it
does not (such &k7), the argument from(¥r) (¢ — ) and () () to !(7)(v)) is generally
predicted good.

3.6 Conclusion

The object of this section was to devise a logic of contenaffarmal imperative language
in terms of a relatively standard model theory for deontiiglaages. We did this, and
showed that, suitably amended, it could be extended to sgddeanalysis of conditional
imperatives and the Ross Paradox. In the next section, weahifocus to dynamic
logics of planning. The desiderata for such logics remaintyfaonstant: we will pursue a
semantics in terms of the model theory for a deontic modaudage, and argue that it too
can handle conditional imperatives as well as the Ross Bar&hifting to more powerful
dynamic and deontic object languages will introduce extraglexity to our project (while
also bringing some rewards), but our overarching targetreld@ing a model theory for a
formal imperative language that hews closely to the modsithfor a deontic language—
will remain basically the same.

4 DYNAMIC DEONTIC LOGIC OF ACTION

Dynamic accounts of the imperative come in two distinct ftavdBoth are, at first pass,
most consonant with the motivations that underlie logicplahning. First, there are ac-
counts of how imperatives govern the planning behavior @nég where the notion of
governments understood in a static sense. Imperatives are seen targplanning be-
havior via embodying constraints on the way an agent mayaotavith her surroundings
at a given point in time (rather than via effecting changeshenagent’s planning behav-
ior). Despite employing a static (i.e., synchronic) notidigovernment, such accounts are
nevertheless dynamic, in the important sense that theyimi@aratives as constraining the
ways agents may effettansitionsbetween “states” of the world and are most naturally
implemented with a Propositional Dynamic Logic of Actio[PA), in which (i) we have
an object language that is capable of representing actimh®fexpressing claims about
how actions affect the world; (ii) actions are typed as retet between states of the world.

42. A thorny issue: supposing — v abbreviates-¢ \ 1), we have it that the premise imperatives b)Y
are default inconsistentstit: if you read the book, you come see mgresses by default a permission (not
to read the book) that is inconsistent wittit: you read the boakThis does not seem right, which pushes us
toward a language in which (§) — v does not abbreviate¢ \/ v, (ii) ¢ — ¢ and—¢ V1) are truth-functionally
equivalent in non-imperative contexts, but (iii) not gealigrintersubstitutable in imperative contexts, on acdoun
of the syntactic sensitivity of the method of salient al&give generation mechanism, which has disjunctions as
alternative-presenting by default, implications not.
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The PDLA approach will be the focus of this section of the pape

Second, there are accounts of the imperative that are dgnartiie sense oGroe-
nendijk & Stokhof(1997); Veltman(1996. Such accounts are in the business of modeling
the obligation-imposindgunction of imperatives. They also regard imperatives asgo
ing planning behavior, but give the notion of government aatyic (diachronic) gloss:
imperatives govern planning behavior by effecting diache@hanges on an agent’s plans,
rather than by embodying synchronic constraints on an agglainning behavior. Such
accounts are not necessarily semantic in character—intteednost prominent example
of such in the linguistics literature style themselves agpratic accounts of the context
change potentials of imperative utterances. As we shallgmeever, there is a natural way
of leveraging imperative context change potentials forghlee of formulating a genuine
Dynamic Semantics for the Imperative (DSI). We will tackiese issues in the subsequent
section of the paper.

As we will also see, angpace Portner(2008, there is no reason to see these dis-
tinct conceptions of imperative dynamics as standing insory of opposition to one an-
other. Accounts in the vein of PDLA model something worth ®loty, as do accounts
in the vein of DSI. What's more, it's clear that the phenomtey are in the business of
modeling—synchronic and diachronic constraints on plagbiehavior, respectively—are
closely interrelated. | take this to motivate the develophué formal apparatus that can
fill the theoretical needs of both kinds of dynamic accountyifig to do justice to this
motivation will be an important theme of the remainder of piager.

4.1 Language

We begin by complicating our imperative and deontic objanguages, so that both are
capable of talking about actions and their effects on thddySr There are good reasons
for doing this, in the context of a logic of planning. The sture of planning is prima facie
distinct from the structure of desiring. Desires providelgoPlanning is reasoning about
how an agent magct to achieve those goals. In representing planning, it isulstfen,

to have an object language that is capable of talking abdiarec Planning also involves
reasoning about the consequences of actions on an agents falanning: agents often
engage in reasoning at a given timé@ow certain courses of action will introduce con-
straints on their behavior at a later tirtiein view of the various hypothetical constraints
on planning behavior that are in forcetatin representing this facet of planning, it is use-
ful to have an object language that is capable of statingvftiomulas of the imperative
language (corresponding to future constraints on planrang in force at later states of
the world, supposing the execution of some course of actimm the present state of the
world. It is also, of course, useful for our object languagbé capable of representing, at
least crudely, some kind of temporality—minimally, somet €5 distinction between an
agent’s plans for the “present” (and the constraints imipig@n her planning at present)
and an agent’s plans for different points in the future (dr&ddonstraints impinging on her
planning at different points in the future). The languagedeine in this section is capable
of all this, and more.

43. In designing the language and giving its semantics, wevioBegerberd1990 closely, although there are
some crucial differences. For example: (i) Segerberg allowperative formulae to be embedded under the scope
of Boolean operators, and we do not; (ii) Segerberg utilzesonadic imperative operator, handling conditional
imperatives in terms of Boolear», while we continue to insist on a dyadic imperative operaBarresponding
differences manifest in the semantics.
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4.1.1 The Imperative Languagel a
We first augment the alphabet, so that it consists of:

(87)  Alphabet.
The Boolean propositional language.
A dyadic imperative operatof)(-)
An action operatod
A modular modal operatdr |
The regular operations and ;

We construct a set dérms7_a recursively.

(88) T.a is the smallest set such that:
If ¢ € Lp,thendop € Ty a.
If o, B € TLa, thena; 8 € Tya.
If a, B € TyLa, thena+ 5 € 7y a.

Terms are the action expressions of the language. As b&fareinterpreted athe action
of seeing to it that). Roughly,«; 3 designates the complex action of performimghen
0, while a4 3 designates the complex action of performing at least one @f 5. The
imperative language of actiofy_a is defined recursively as follows.

(89) Definition of £ a.
If ¢ € Lp,theng € Ly a
If ¢ € Lp anda € Ty a, then (@) (a) € Lia
If « € T a @ando € Ly a, then[a]o € Ly a.
Nothing else inl a.

Two comments about this new language. First, the left arguiofehe imperative operator
continues to function as a restriction argument, while itjletargument is now filled by an
action, rather than a proposition. This is a natural ameminiaperatives command (and
permit) actionsin certain situations. Second, the language comes stockkb@winfinite
supply of dynamic modal operatof$a] | a € Zjta}. The modal formulda]é is to be
read asn all the states accessible by executingp. Note that dynamic modal operators
can have imperative complements. This fact will be of comsifile use to us in giving a
semantics and pragmatics for complex imperatives of tha 16s) («; 5).

4.1.2 The Deontic Languag€&p,a

To build this language, we replace the two-place imperasjverator {-)(-) with a two-
place deontic necessity operatd(-)(-) in the alphabet. The recursive definition of the
language is unchanged, except for the replacement of theratipe clause with a cor-
responding clause fap(-)(-), and a clause allowing Boolean combinations of arbitrary
formulas of Lp a (which we do not bother stating).

(90) If € LpLa @anda € Ty a, thenO(¢)(«) € Lpa.

Note that the prohibition on imperative formulas occurringestrictor position is not
extended to the deontic language: deontic formulas mayifumas restriction arguments
for O.

This requires modifying the set of terms fdi ~—7p a—specifically, it requires
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allowing actions to be made out of arbitrary formulas of teguage.

(92) TpLa is the smallest set such that:
If ¢ € LpLa, thendg € Tpia.
If o, B € TpLa, thena;ﬁ € TpLA-
If o, B € TpLa, thena+ 3 € Tppa.

Clearly, there is no one-one mapping frdfina to 7p a—expressions likeé! (7)(d¢) are
not terms of7j 4, while expressions likéO(x)(d¢) do count as terms dpja.

4.2 Models and To-Do Lists
We complicate models to accommodate the extra complexifyefanguages.

92) M=(D,W,ANACV)
D, W,V are typed as before.
A C 2WxW s a set of actions (relations on states).
A: 2% — A corresponds to the denotationdf
CCDxDxZIxT,whereZT={i|iCW},T={t|tlA}

There are two changes worth noting. First, we add an algebaatimns for the sake of
interpreting the practical part of our language (and a fienatnapping from propositions
into this algebra). Actions are typed as relations on staesiceiving of the elements of
the universe as states of the world, rather than “whole” dgris conceptually perhaps
significant, but mathematically insignificant. Doing scwalk us to build a sort of tempo-
rality into the logic—actions are understood to relate pstates of the world to posterior
states of the world, which will frequently differ in the fotias they satisfy. This enhances
the logic’s realism, while avoiding the complexities of fgonal logic.

Second, we will be provisionally replacing the convergatidackgrounds of the ear-
lier models with simpler entities: world-invariant setswbrlds (rather than functions
from worlds into sets of propositions) in the case of the nibdae; world-invariant sets
of actions, in the case of the ordering-source. For our meppoletting the modal base
be a world-invariant set of worlds, rather than a genuinez&maian conversational back-
ground is harmless. Letting the ordering-source be a wioklidriant set of actions turns
out to be less innocuous, but has a temporary dialectictifigation—something close to
it is a casual assumption in recent work on the pragmatiosipératives (see, e.dsaacs
& Potts 2003 Portner 20042008 Potts 2003, and we will want to show why it needs to
be discarded?

Because our focus has shifted away from speaker commitricepiisnning (addressee
constraints), we need to reconceive the context paramitiee semantics.

(93) A contexte € C = (S¢, e, ie, te)
i. € Z is the relevant information (modal base)in
t. . D+ 7 is a function from individuals to their To-Do Lists in

To-Do Lists are glossed in different ways in the contemppliéerature on the pragmat-
ics of imperativesNinan (2009 (following Portner 200% for example, conceives them
as sets of intentions (in our setup, sets of intended agtfSn$ortner(2009, on the

44. Seet§4.10for further discussion of these points.
45. Or, more accurately, sets of public intentions—proposgisuch that it is Common Ground drthat an
individual intends to fulfill them. This difference is unirgant for our purposes here.
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other hand, glosses them as sets of actions to which an dhivis committed® Ni-
nan’'s gloss falters on the fact that To-Do Lists haveaation-constrainingole to play
in our modeling; it is not clear how an agent’s actual intensi are supposed to constrain
her planning, if at all (cf. the classic discussion of “ba@pping” in Bratman 198Y.
Portner’s gloss does better—an agent's commitments glgarerate constraints on her
planning—although the intended sense of “commitment” islear and ripe for idiosyn-
cratic interpretation. | propose a more minimal undersitagndf To-Do Lists for present
purposes, along the lines of the “command setsSederberg1990. To-Do Lists just are
sets of requirements on the agent’s planning. They do nagrgéa constraints; they just
are constraints. Further development of the formal apparatlistarify what is meant by
this.

4.3 Semantics for Action Formulas

Satisfaction conditions for Boolean formulas are triviatlave omit them here. In giving
the semantics for action formul&4$we begin by extending the interpretation function
[-Im.c (mapping from pieces of the relevant language to their Biters, relative to a
model M and context) to cover terms of our languages. Lt = (D, W, A,A,C, V) be

a model and a context inC. Then:

94)  a [6d]m,c =B[¢]rm,e
b. [[Oé‘f’ﬁﬂ/\/l,c = [[aHM,(ZU[[ﬁHM,c
C. [[Oé;ﬁ]],/\/t,c = [[aﬂM,(: © [[ﬁﬂ/\/l,c

Note: oW = {(w,v) |Fu: (w,u) € PA(u,v) € W}. We lay down a statement of satisfac-
tion conditions for the “action-representing” parts@f andL; a simultaneously, saving
the semantics for imperative and deontic formulae until weeha bit more apparatus in
place. LetM = (D, W, A,A,C,V') be a model¢ a context inC, andw a state inf¥’. Then:

(95) M,c,w |”_£ILA/':£DLA [Oz]¢ Iff
Vo (w,v) € [a]m,e = M, c,vllbg /Froa @

We will want to enforce the following conditions on theoperation. LetP? C .

(96) a. If(w,v) € AP, thenv e P.
[Equivalent to axiomatizing witfo ¢] 4]
b. If, foranyv, (w,v) € AP =v e P’,
then(w,u) € AP = (w,u) € AP’.
[Equivalent to axiomatizing withd o]y — ([0v]m — [d¢]m)]

As is easy to check, we have the following formulae valid ia ¢kass of all models for the
logic.

©97)  a. [a+pBlo < [alon[Ble
[a+ 3 always terminates in @-state iff botha and 3 do]
b. [0; B¢ < [o][B]¢
[«; 6 always terminates in @-state iff everyn-accessible state is such that
every statgd-accessible fromw is a¢-state]

46. Portner demurs from giving a realistic treatment of acticimposing to use properties as stand-ins for
actions in his account. As we see, modeling certain phenarabout the imperative requires something a bit
more subtle.

47. This part of the semantics is simply lifted froBegerberd199Q 206-9).
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4.4 Conditions on Models

Before giving the semantics for the “difficult” parts of oaniguages, we want to make sure
that the models—their To-Do List parameters, in particedare well-behaved. We will
restrict the class of models for our languages to thosehgatisthe minimal conditions
put forward in this section. Lett = (D, W, A,A,C, V) be a modelg = (s¢, ac, ., tc) be

a contextinC, andd be an arbitrary individual itD. We first require that constraints never
conflict with one another.

(98) If @1 € to(d) and®d; € t.(d), thend; N D, # ) [CON]

While an agent can have incompatible desires, we suppotsgl#mning constraints of the
sorts enforced by imperatives must be consistent with ontharf'®

Additionally, we require that any non-absurd action on aDimList at a context be
available—possible, that is to say, given the contextvesieinformation. There are two
ways to enforce the intuition behind this requirement.

(99) Ifdet.(d) andd # (), then, for soméw,v) € ®, w € i, [AV1]
(100) For somev € i, v: if ® € t.(d) and®d # (), then,(w,v) € ® [AV2]

We temporarily regard information states as supplying #levant possible input states
for an agent’s action. (As we seefd.7, it is somewhat more perspicuous to regard them
as supplying information about more than possible inpuéstpAV1 has it that an action
cannot occur on a To-Do List if the information rules out tlesgibility of it being per-
formed. For example, an agent cannot bound by a constramatotain¢$ unless some
input states are-states.AV2 is a strengthening o&V1: it has it that every action on the
To-Do Listissimultaneously executabd¢ some state compatible with theelevant infor-
mation.AV2, then, amounts to a global realism constraint on To-Do l(mtsalternatively,
an ideality constraint on modal bases): constraints musirbeltaneously satisfiable with
respect to the information at the conteX®/2 is plausible. Supposing for now that con-
straints on To-Do Lists reliably generate correspondiriggabions—i.e., true descriptions
of obligation—and that obligations aggregate, this is arst@assumption to make. So we
will make it.4°

We might contemplate adding one of the following two clostwaditions:

(101) If Py €te(d), P2 € te(d), andd; NP, C B3, thends € t.(d) [CLL]
(102) Ifdy e to(d), D2 € te(d), thendiNd, € t.(d) [CL2]

CL1 requires, inter alia, that To-Do Lists are closed underggetion, union, and arbitrary
expansion (so it is stronger th&i.2). CL1 entails, inter alia, that constraints on planning
both distribute and aggregate (as, e.g.108aand 103b, while CL2 entails that they
aggregate (as, e.g., 103b.

(103) a. If[é(¢ — ¥)]m.c € te(d) and[dP] am,c € te(d), then[dy] am,c € te(d)
b. If [0¢]am,c € te(d) @and[0y] a,c € te(d), then[d(p A )| m,c € te(d)

48. Because, as we shall soon see, To-Do Lists are in the busihe®ctly generating obligations for an
agent,CON amounts to a To-Do List analogue of tBeaxiom: O¢p — —O—¢.

49. As we will be using To-Do Lists as ordering-sources for daofirmulas of our new deontic object
languageAV2 is also a strengthened version of the Limit Assumption.eadtof merely requiring that there be
best worlds in the modal bas&y2 will require that there be ideal worlds—worlds compatiblghvthe execution
of every constraint—in the modal base. Again, while this ldawt be plausible for a bouletic ordering-source
(in view of incompatible desires), it is plausible for an eritdg-source constituted by binding constraints.
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It is natural to have the following set of intuitions aboug$le conditions. Thinking ahead,
and exploiting the sorts of intuitions th&egerberd1990 uses to motivate his above-
discussed restrictions on Command Systems, we might dbj€idtl, on the grounds that,
down the line, there is reason to expect it to cause diffidoltyattempting a resolution the
Ross Paradox. We might also endo®ie?, on the grounds that the constraint on planning
that imperatives enforce intuitively ought to aggregatbede intuitions presuppose that
To-Do Lists have no role to play in a planning semantics fopénatives, besides being
devices for keeping track of requirements on agents. Thsupmsition is, as we are
about to see, inapt. And as we see a bit later on: (i) our pedaesolution of the Ross
Paradox in this framework cares naught about closure dondibn To-Do Lists §4.11);

(i) CL2 is unnecessary to secure the desired results about aggregabbligations and
constraints on planningCON andAV2 are sufficient to get a semantics for the deontic
and imperative action languages going. Simplicity, wheailable, is a virtue, and we will
stick with them for the moment.

We begin building such a semantics now. Note that the analpsesented in the
subsequent few sections are only a first pass, and modificatidl have to be made
to accommodate conditional imperatives, the Ross Paradak, higher-order” types of
imperative. As in our discussion in the prior half of the papee will introduce these
modifications piecemeal, as the occasion demands.

4.5 Orderings on Transitions

In shifting our interest from a logic of content to a logic dapning, we also implicitly
shifted the sort of deontic modality we would be interestedniodeling. For most of
this paper, we have been interested in a kind of bouletic titeorodality—obligation in
the view of the desires of a potential issuer of an imperativeformulating a logic of
planning, it is natural to shift our attention to obligatiorview of the constraints that bear
on an agent’s planning.

Going with what has worked for us, this naturally means athgwTo-Do Lists to
fill the semantic role we have allowed speaker-related hisubedering-sources to play.
Since To-Do Lists are typed differently than ordering-s@s—the former being sets of
relations oriV, the latter sets of subsetsidf—the appropriate extension is notimmediate.

We first use To-Do Lists to define a preorder Bhx W. The resulting ordering
is on inter-state transitions, rather than worlds. tdte an arbitrary context, and an
arbitrary individual. (Implicitly, these definitions ardl ith respect to a model, but we
will continue to economize on notation by suppressing Yhis.

(104)  (v,v") <y (a) (w,u’) iff
{det(d) | (u,u') € P} C{Pet.(d) ]| (v,0') € P}

A transition(v,v’) is at least as good as a transitian «’) with respect to a To-Do List
t.(d) iff for every action® in ¢.(d) of which (u,u’) is a transition{v,v’) is a transition of
P.

In a logic of action, it is most natural to treat modals as difians over inter-state
transitions, rather than states simpliciter. In this veia,define the domain of the deontic
necessity modal with respect to a set of input states (irdtion-state), set of output

50. Portner(2008 is, to my knowledge, the first (i) to notice the natural cactiten between To-Do Lists
and the interpretation of certain commitment-describingt modals, and (ii) to propose accounting for this
connection by utilizing To-Do Lists as the ordering-sosréar such modals.
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statesy, and To-Do Listt.(d)—min[p x ¢, <; (4)]—as follows.

(105)  min[p x ¢, <, (9] is the set of alv,v") € p x g such that:

V(u,u') € px gt (u,u') <i gy (0,0') = (0,0') <y (a) (u,u')
The best state-to-state transitidmsy’) with respect to a set of input statgsoutput states
g, and To-Do Listt.(d) are those such that (i) their input state is a relevant plessiput
state (i.e.p € p); (ii) their output state is a possible output state (ivés g); (iii) for any
other transitionu,«’) satisfying (i) and (ii), eithefw, ) is strictly worse (with respect to
t.(d)) than{v,v"), or they are equally good.

We give two passes at stating satisfaction conditions fonte formulas ofLpia
utilizing this setup: one that explicitly restricts the sétransitions from which best tran-
sitions are drawn to nomologically admissible transitietsuivalently: explicitly restricts
the set of possible output states, relative to a body of langl,one which does not.

4.6 Explicitly Restricted

We explicitly define a notion of possible output states, tiedato a set of possible input
states. Lehomy, ; C W x W be the set of transitions that are nomologically admissible
for an agentl, according to some body of law (perhaps encoding information about the
laws of nature, causal limitations of the agent, etc.). Rbydf (v,v’) € nom, 4, then the
agentcan effect a transition ta’, provided she finds herself in>* We define the set of
relevant possible actiorfer d—the set of actions whose input states are possible relative
to an information statg and the relevant body of law—as follows:

(106) rel(p,d) = (px W)nnomy, 4
Ouir first pass at stating satisfaction conditions for dexdiotimulae ofCp 4 is as follows:

(107) Ma C,U} ':AC'DLA O(¢) (Oé) Iff
min[rel(ic N [@]a.c, ac)s <io(ae)] € [a]rm,e

O(¢)(«) is satisfied in a modeM at a context-world paifc, w) iff all the best (with
respect tai.'s To-Do List) transitiondrom ¢-states ini. to possible output states (states
to whicha, can effect transitions from thg-states ini.) are transitions ofv.

An illustration will be useful. LetM = (D, W, A,A,C,V') be a model¢ € C, and let:

o W ={ws,...,ws}
o [¢]m.c = {w1, w3, ws} (¢-states indicated by circled nodes)
e i. = {w1,wy, w3, ws} (indicated with straight arrows)

e i.(a.) be the closure of { (w2, w4), (w3, w4), (ws,ws), (we,ws)} } under the con-
ditions on To-Do Lists specified above (squiggly arrows thag¢.(a.))

51. Itwould be good to say something precise about the charattee body of law and how the body of law
restricts the set of available actions for an agent, butglsmisvery difficult.
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Let [a]am,c = {(w1,wa), (w2, wa), (w3, wa)}. To evaluate the truth ad(¢)(«) in M at
(c,w) (for arbitraryw), we fix our attention on the-states iri..

(=) (v2)

o

Supposaus is nomologically accessible from eachwof, w3z, ws (but they are not acces-
sible from each other), so thel (i. N [¢] r, e, ac) = { (w1, wa), (w3, wa), (ws,wa) }. Then
O(¢)(v) is true inM at (c,w) iff min{(w1,wa), (w3, wa),(ws,ws)}] C [a]r,. Butthe
best transitions are precisely those labeled on the laphdir@call, squiggly arrows dia-
gramt.(ac)): (w3, ws) and(ws,wa). Since(ws,ws) ¢ [ m.c, O(¢)() is false inM
at(c,w).

4.7 Implicitly Restricted

The nomological accessibility semantics is interestingy@otentially useful, which is why
we have taken time to formulate it: it provides a way to in&dgr in an explicit way,
information about the causal structure of the world into skenantics for statements of
obligation. Given that we have nothing to say about the eslebody of law, however, it
is a complication to no immediate benefit. The semanticsdontic formulae we develop
henceforth will be an extension of the semantics given is $kiction.

Since we are ultimately understanding deontic operatommagrsal quantifiers over
transitions, it is profitable to reconceive the modal basas a set of transitions, rather
than states. LeM = (D, W, A,A,C,V') be a model. We re-type th&parameter and the
modal base, as follows:

(108) CCDXxDXIXT,
whereZ ={i | i CW x W}
(109) Acontexic € C = (S¢,c,ic,te)
i. € T is the relevant information (modal base)in

Information states are thus reconceived as encoding irgtom both about the possible
current states of the world and the causal structure of thédwtf (v,v’) € i., then, for

all that is known by the lights of the-relevant information, the current state of the world
is v, andv’ is a possible successor-statevofinformation states are treated as embodying
information about the current state of the world and whatssof changes to the world
are possible to effect. This change requires a trivial rafdation of theAV constraints
on models. The new constraints will motivated in the same asV. RegardingAVv1*:
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actions must be possible with respect to the relevant irdgion. And regardingtv2*:
actions must be simultaneously executable with respebetodievant information.

(110) If® et (d) andD =+ ), then, for soméw,v) € ®, (w,v) € i, [AV1*]
(111) Forsoméw,v) € i.: if ® € t.(d) and® # ), then,(w,v) € ® [AV2*]

We give our second pass at stating satisfaction conditimngeontic formulae ofp a:

(112) M, c,wkry , O(¢)(a) iff
minfi.N ([[¢7]]M,c x W), Stc(ac)] c [[OKHM,(:

O(¢)() is satisfied in a modeM at a context-world paifc, w) iff all the best (with
respect ta.’s To-Do List) transitions in. having¢-states as inputs are transitionsoof

4.8 Semantics for Imperatives

Now that we have something like a fully-formed semanticstantable, we may formu-
late requirement conditions for imperative formulasCafa. We continue our practice of
giving requirement conditions for imperative formulas énmhs of satisfaction conditions
for deontic formulas. LetM = (D, W, A,A,C,V) be a model¢ a context inC, andw a
state inW¥. Then:

(113) M, c,wlFz, , Ho) (o) iff M, c,wkEry , O(d)(a)

4.9 Further Conditions on Models

We may obtain interesting sub-logics by further constrajmnodels. Some worth consid-
ering:

(114) IfPet.(ae), thend Ci. [NT]
(115) If® e t.(ac), theni. C P [KE]
(116) IfP e te(ae), then{w' | Jw: (w,w') €i.} C{w' | Jw: (w,w') € P} [KEL]
(117)  IfP e to(ae), then{w | Jw': (w,w') €i.} C{w]| v : (w,w') € P} [KE2]

Each has an air of plausibility, but only one is a reasonadbiitian to our standing set of
constraints. Since we are working with a rather non-stahdpparatus, it will be useful
to talk through all of them. We discuss them in sequence.

4.9.1 Non-Triviality

ConditionNT is a non-triviality requirement on transitions of actiomstm-Do Lists: they
cannot suggest inter-state transitions whose possikslityled out by the-relevant infor-
mation. Non-triviality requirements have a degree of pilility about them, especially in
the context of a logic of planning: a To-Do List should not txeato suggest a transition
that the agent is unable, by the lights of the available mfttion, to execute. Neverthe-
less, we should tread carefully. FirBE] has questionable motivation. Although we might
loosely speak of agent’s executing transitions betwedastd is important to realize that
what an agent actually executes is an action. The transgitine side-effect of the exe-
cution of an action, just as the transition to a new memorngestthe side-effect of the
execution of computer’s execution of a program. Insofahasion-triviality intuition ex-
erts any real pull, then, it concerns actions: actions mesecutable by the light of the
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information available at the context; there are no trivier{-executable) programs on an
agent's To-Do List. Buv1* andAv2* already succeed in accommodating this incarna-
tion of the intuition. Less abstractly, we know that in thendynic (diachronic) context,
information acquisition regularlghrinksthe set of transitions compatible with the relevant
information, while adding nothing new to the constraintpinging on the agent’s plan-
ning (although it does frequently impact an agent’s plagrabout how to satisfyprior
constraints). Modeling how information acquisition imgaplanning is difficult without
an account on which agents might somehow satisfy a noralitivirequirement “on the
fly.” Without some reconception of certain parameters ofgdbmantics, information ac-
quisition will regularly bring an agent into violation ™T. This will require either an
adjustmentin her To-Do List (but why should the set of caists thastructureplanning

be altered by information acquisition?) or an addition ates toi. (but why should in-
formation acquisition regularly be accompanied with inegble information leakage?).

4.9.2 Knowledge of Executability

ConditionsKE, KE1, andKE2 are reminiscent of the condition on ordering-sourcesdtate
in our previous discussion of monotonicity3(4.5. Each is an attempts to formalize the
intuition that actions on To-Do Lists must be known to be exable, by the lights of
the c-relevant information. According t&KE, no action® € ¢.(a.) is such that there is
a transition compatible with therelevant information that is not a transition @ Ac-
cording toKE1, no action® € ¢.(a.) is such that there is an output state compatible with
the c-relevant information that is not an output statedof According toKE2, no action
® € t.(a.) is such that there is an input state compatible withcnelevant information
that is not an input state df.

KE turns out to be untenable in our system: it implies théfc,w F.y , O(¢)(«)
iff ic N ([@]am,e x W) C [a]m,. That is to say:« is obligatory (supposing) iff « is
knowably executable (supposinj.

Proof.« is immediate. So suppose!(,c,w Fy , O(d) ().
Thenmin[ic N ([¢]a,e X W), <y (ae)] € [ mie-
By KE! 1c C ﬂtc(ac)' Soﬂtc(ac) Nie= ic-

Then, by def. omin, minfi. N ([¢]ar,c X W), <y (ae)] = ie N ([P] M, X
W).

S0icN ([H]ame x W) C [a]me.

Informally, then KE has it that any action that is possible for the agent to takehélights
of the available information, conditional on whatever, lvgitisfy all of the constraints
binding on her at. This evidently trivializes the action-guiding role thai-Do Lists are
conceived to have in planning. SimilarlilE1 has it that any informationally possible
action will fulfill all of the constraints binding on the agentathere is no informationally
possible way for the agent to go wrong.

KE2 does a fine job enforcing knowable executability of actiom§o-Do Lists, pro-
vided we understand the modal base in the correct Wweg2 has it, roughly, that any
possible way for theurrentstate of the world to be is a way does not rule out the perfor-
mance of any action on the agent’s To-Do List. This means istaeding the modal base
as having a dual role: as representagistemicuncertainty about the current state of the
world andnomologicaluncertainty or possibility about the future state of theldi¢rather
than epistemic uncertainty about nomological possibilitly (w,v) € i., then for all the
information available at, w might be the current state of the world, anid nomologically
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accessible (given the relevant laws) framOn this understanding of the modal basgE2
together withAV1* suffice to secure knowable executability in the relevanseeKE2

has it that the agent is, by the lights of the information albloel current state of the world,

in a position to execute any action on her To-Do L&1* has it that, for any action on

an agent’s To-Do list, it is nomologically possible for herftlfill that action’s purpose;
whatever the current state of the world, should she choose to execute any action on her
To-Do List inw, she can expect that execution to terminate in a new stateeafiorld in
which that action is fulfilled.

Itis important to note thaE2 cannot play the same role in a PDLA as our restriction
of ordering-sources for deontic modals to setslodices(knowably actionable desires).
Recall that the latter restriction was used to secure a nonetonicity property for the
set of best worlds. If all actions in the ordering-sourée-lio-Do List are antecedently
required to be knowably executable, shrinking the moda basvill not alter the mem-
bership of the To-Do List. Let., C i. be an arbitrary restriction of the modal base.

Proof. Suppose th&E2 and that® € ¢.(a.).
Then{w | Fw' : (w,w') €i.} C{w | I : (w,w') € D}.

Sinceiy Ci., {w | I (w,w') € iy} C{w | I (w,w') €i} C
{w | I (w,w') € P},

Augmenting the context with information does not, by théntgyof KE2, affect whether
an item on a To-Do List is knowably executable. €682 cannot be used to secure non-
monotonicity Nevertheless, the assumptionKlE makes non-monotonicity superfluous
in the semantics. Unless the action describedséye all ten minerss knowably exe-
cutable, in the sense specified K2, it cannot appear on a To-Do List, and cannot serve
to privilege transitions that terminate in its executiom ¢ase the actiois knowably ex-
ecutable, then we should want claims likgu ought to either block A or block#® come
out true regardless.) While this sort of treatment is impible for speaker-given bouletic
ordering-sources (it is possible to desire something wittkmowing how to fulfill your
desire), it seems acceptable for To-Do lists. If you are geiu constrained to perform
some action, it ought to be known that the world will allow ytouexecute it, should you
attempt to>?

4.10 Contingency

While it may seem like we have a working PDLA semantics foihbaialified statements
of obligation (in view of imperative constraints) and caimhal imperatives, the unfor-
tunate truth is that we have nothing of the sort. The functbma conditional impera-
tive (if ¢)(stit ¥) is to embody constraints on an agent’s planning in inpuestaatis-
fying ¢. Similarly, the function of qualified statement of consttagoverned obligation
(if ¢)(oughty) is to make a statement about what constraints require irt-istptes sat-
isfying ¢. But according to the semantics we have given for conditionperatives and

52. In spite of my breezy tone, the territoryverythorny, and the discussion here cannot do it justice. Itis,
in fact, important for the semantics to have access to sangelike non-monotonicity in the case of conditional
commands, although for something like the opposite of thears oKolodny & MacFarlang2008. Namely
(and rather astonishingly): restrictiigto ., can make actions that were knowably executable with respect
fail to be knowably executabieith respect ta ... Pursuing this topic would unfortunately involve a comation
of the semantics that would muddy the waters later on. Themggoing to get fairly technical—the simpler the
apparatus, the easier it will be to follow what’s going on.v@dbracket it, with the hope of pursuing it in further
research.
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conditional statements of constraint-governed obligattbe function of these construc-
tions is something else entirely—a conditional imperaéugodies a categorical, or non-
contingent, constraint on an agent’s planning behavioilendn conditional statement of
constraint-governed obligation makes a claim about ant&geategorical obligations, her
obligations come what may.

Recall the statement of satisfaction conditions in itdrhZ for an arbitrary deontic
formula in the deontic language of acti6f{¢)(«), repeated here.

(118) M, c,wEgy , O(@) () iff
min[icﬂ ([[d)]]/\/lc X W)v Stc(ac)] - [[O‘H/VLC

Note thenon-occurrence of the index variahlein the statement of satisfaction-conditions:
the values of the relevant parameters—the modal haaed ordering-source (a.)—are
both fixed at the context and cannot be shifted by shifting the index of evaluatiamp-S
posing thatM, c,w E.p 4 O(¢)(a), it follows immediately thatM, c,v F.p , O(¢)(),
for all v € W. There are no contingently true statements of obligatioatements of the
form O(¢)(«) such that they are satisfied in some worlds (with respect todeirand a
context) and not in others. Because of the equivalence leetaatisfaction-conditions for
deontic formulas ofp| o and requirement-conditions for imperative formulaggf, this
infects the semantics for imperatives, in a slightly altefi@shion: commands are always
categorically required (i.e., with respect to every poingwaluation).

| take it as a datum there are contingently true statementblajation (and contin-
gently required commands), and, further, that this is gedgiwhat conditional statements
of obligation (and conditional imperatives) are in the besis of expressing. The formula
O(¢)(a) expresses that the bestnitial transitions are transitions af, i.e., that the ex-
ecution ofa is required should one find oneself inpastate from which such a transition
is executable, i.e., th@®(T)(«) is satisfied in every state from which such a transition
is executable, although not necessarily at the originaitpafi evaluation. This intuition
is, | think, especially grabbing for the logician of planginf every ¢-initial transitionr
where the agent meets all of the constraints on her actiotrasaition ofa, then the agent
may reasonably take herself as required to perfarnf she finds herself in a position to
executer.

The model theory we have formulated is inadequate to this tasd we will devote
some amount of effort to revising it. The basic problem idding index-dependence into
the To-Do List>® But this is not a simple matter of construing To-Do Lists asiter-
ian conversational backgrounds, so thdt,.) : W +— 24 (although we will end up doing
this). While doing so makes the semantasmpatiblewith contingent obligation and
contingent requirement, it will not reliablgredictthat M, c,w . , O(¢)(a) implies
M, c,vFrp O(T)(a), for allv such that(v,v') € minfic N ([¢]am,e X W), <y (a0 (w))-

4.10.1 Building in Index-Sensitivity

We begin by re-typing To-Do Lists roughly as conversatidrakgrounds, so that(a.) :

W — 24, Informally, To-Do Lists will be reconceived as functionsii worlds to sets
of constraints binding at those worlds (“contingent caaisis” for short)>* We begin
at ground level, with models. With this machinery on the g¢able will churn quickly

53. While the modal base ought to be made index-dependent, dieatribt help with the problem here. Let
in;,, designate{w | Jw’ : (w,w’) € i.} (the set of inputs té.). A well-behaved modal base—one obeying Re-
flexivity (w € in; (w)) and Euclideanness (@if€ in;  (w), thenin;  (w) C in;, (v)) constraints—is, for practical
purposes, index-invariant. Together, Reflexivity and Eleeinness entail: it € in;_ (w), in;, (w) = in; (v).
SeeGillies (2009 for a proof.

54. To-Do Lists are thus typed in the same way as the Commandr8ysiESegerberd1990.
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through our “axiom” system, figuring out how to rewrite oumstraints on models to
accommodate the new apparatus. FormallyMet= (D, W, A,A,C, V') be a model, with
all parameters except(and all parameters @f save7) typed as ir§4.7.

(119) CCDXxDXIXT,
whereZ = {t|t:D— {l|1: W — 241}
(120) Acontext € C = (s¢,ac,ic, te)

Requirements on models are restated as follows, with irdbglosses appended.

(121) If Py e to(d)(w) andDd; € t.(d)(w), thendy N Dy #£ ) [CON*]
[If @, andd, are constraints ab, ®; and®, are compatible.]

(122) Forsoméw,v) € i.: if ® € t.(d)(w) andd # 0, then,(w,v) € ® [AV2** ]
[Constraints atv are simultaneously executable, by lights of

(123) IfPeto(ac)(w), then{v | I : (v,0") €i.} C{v]| I : (v,0) € D} [KE2*]
[Contingent constraints are knowably executable, by §i@lt...]

ConcerningAv2** | it may be implausible to think that contingent constrathest hold at
states that are incompatible withis picture of the current state of the world should always
be realizable, by the lights @f. Since (on account of reflexivity of the modal base—see
fn53) we will only be interested in evaluating deontic formulastates of evaluation that
are compatible with the modal base’s picture of the curreie ©f the world, we can avoid
the implausibility (and lose nothing of any importance) loyding thatt.(d) (w) is defined
justin casev € {w | Jw’ : (w,w’) € i.}. This gets around the problem, such as it is.

There are two natural ways to utilize our new To-Do Lists ivingg a satisfactory
semantics for deontic formulas 8p a: treating them as ordering-sources (and giving an
ordering-source semantics) and, equivalently (giverageriatural constraints on To-Do
Lists), treating them neighborhood functions (and givingegghborhood semantics). |
will sketch each way in brief.

4.10.2 Sensitive Ordering-Source Semantics

Defining an index-relative preorder on transitions and $efomd-enough transitions is
only a matter of extending prior definitions, and | will spéne reader repetition. We set
forth new satisfaction conditions for deontic formulas-stfithe general case, second, the
special case where the restriction argumert?a$ vacuous.

(124) M, c,wEgy , O(9) () iff

min[icﬂ ([[¢]]M,c X W)? Stc(ac)(w)] c [[a]]M,C
(125) M, c,wkry , O(T)(a) iff

Minfic, <;.(ac)(w)] € [edm.c

The change to satisfaction-conditions is minimal—moshefwork having gone into mak-
ing the ordering-source index-sensitive. Note thatdbea version ofK is Lp a-valid (by
the lights of the ordering-source semantics) in the clasdl afiodels for the language.

(126) O(m)(6(¢ — ) — (O(m)(6¢) — O(m)(6¢)) [K]
Proof. SupposéA, c,w .y , O(m)(0(¢ — ) and M, c,wrpy , O(m)(66).

Then each best-at-r-initial transition is a transition of both(¢ — )
ando¢, and thereby of.
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While the semantics is, as it stands, compatible with cgetit obligation (and con-
tingent requirement), we have work to do to secure the digirediction: M, c,w Frp,
O(¢)(a) should implyM, c, v,y , O(T) (), forallv such thatv,v’) € minji.N ([¢] e %
W), <t (ac)(w)]- Butthis can be achieved by adding a minimal further coirgtea To-Do
Lists—one which would not have been possible on the origmeatment of To-Do Lists
as index-insensitive. (We save discussion of this congtfar §4.10.3)

(127) If min[icﬁ ([[¢HM e X W) te(d)(w ] - [[Oé]],/\/l,cn then
if (v,0") € minfic O ([ ar,c x W)v—tc( Jw)ls [ me € te(d)(v).

Informally, if the best transitions in a set of transitiongelative tot.(d)(w), are tran-
sitions of o, thena is a contingent constraint, in force at every input-statevary best
transition® It is fairly easy to show thatl27) secures the desired result.

Proof. We suppose thatt, c,w F.p o O(0) ().

Thenmin(i. N ([¢]at,e X W), <y (ayw)] € [a]mie-

Then, if (v,v") € minfic N ([@]at,e X W), <t (@) ()]s [l e € te(d)(v).
Suppose(v,v’) € minfic N ([p]a.e X W), <4 (a)(w))- Then[e]a,c €
te(d)(v).

By AV2**  J(u,u’) € i (u,u’) € ®, for eachd € t.(d)(v).
ThenV(t, ') € minfic, <, (a)w)] : (t,t") € @ for eachd € t.(d)(v).
So(t,t') € [af m.e, forany(t,t') € minfic, <, (q)()-
So,M,c,vEry . O(T) ().

4.10.3 Sensitive Neighborhood Semantics

Alternatively, we can state an index-sensitive neighbodsemantics for deontic formulas
of Lpya, utilizing To-Do Lists more or less as neighborhood funa$io

(128) M, c,wEry , O(¢)(w) iff

Y(0,0') € MiNie N ([Blate X W), Ssogouyon] : [t € telac) (0)
(129) M, c,wEgy , O(T)(a) iff

V{(v,v") € Minfic, <y (a0)(w)] * [@]Mm,c € te(ac)(v) iff
V{v,v") € Ntelac)(w)Nie: [a] e € te(ac)(v)

Informally, O(¢)(«) is satisfied inM at (c,w) iff « is a contingent constraint holding
at all the best-initial transitions. As with our earlier pass at a neighbmod semantics
(§3.5.1), the To-Do List still plays a role in selecting best traimsis, but, additionally,
directly tells us what sorts of constraints are in force ahestate.

All that is needed to establish equivalence between thenhbeidnood and ordering-
source formulations of the semantics is the addition of ¢éh&rrminimal constraint on
To-Do lists.

(130)  IfV(v,v") € min[ic N ([Pl rt,e X W), <t (a)(w))s [ m.e € te(d)(v), then
minfic O ([¢]am.c X W), <y ay(w)] € [alrme-

Note that this condition is simply the converse ©27). Taken together127) and (30)
amount to to endorsing a limiteiddifference conditioron obligations: an agent has a
conditional obligation atv just in case the unconditional obligation is in force at gver

55. There is no way to express this constraint in the object laggufor reasons | will not go into here.
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pointwv such that (iy satisfies the relevant condition and (iiallows execution of each of
the constraints binding on herat To be a bit impressionistic, on this picture, we have it
that obligations are botbontingentandcoarse Contingent because they may, of course,
vary between points of evaluation. Coarse because haviogditonal obligation atv
means having the unconditional obligation at all states ghtisfy the relevant condition
and do not vary in the actions an agent can, in view of the médion at her disposal,
execute from them.

4.11 Incorporating Permission

In §3.5.1, we argued against neighborhood semantic resolutionseoRtiss Paradox, on
the grounds that their failure to explicitly represent pissive content led to explanatory
gaps. We have proposed a sort of neighborhood semanti€gfar(and indirectlyL) a),
but not on the grounds that it provides any sort of satisfgatesolution of the Ross Para-
dox (indeed, we will see presently that it does not). Theueidf neighborhood semantic
treatments—and the source of my interest in them—is théiiitimeness and theoretical
simplicity, especially in the case of constraint-desergpieontic formulas and constraint-
expressing imperative formulas, as well as the nice fit tHghtmrhood semantics will
have with imperative dynamics (s€6.3). A deontic formulaO(¢)(«) (and imperative
formula !(¢)(«)) is satisfied (required) just in caseappears on the agent’s To-Do Ljist
in every¢-state where the agent is in a position to meet every appcamstraint.

The semantics, as it stands, rende(s)(5¢) — O(¢p)(dp+ dv) valid in every model.

Proof. Suppose thaWt,c,w Ep, , O()(0¢).
Thenminic N ([T, X W), <4 tae)(w)] € [06] M, e-
Note that]d]a1,c C [0+ 0¢] e

So,minfic N ([7]am,e x W), Stc(GC)(w)] C [0+ Y] m,e
So, M, c,wEzp , O(m)(6p+0v).

It thus predicts that(it)(6¢) -z, , (7)(d¢ + ). That is to say, it predicts the Ross
Paradoxical inference—it§) 5 representation, anyway—valid.

But that is fine, so far as it goes. The apparatus we have gmetlis flexible, and
is, suitably modified, capable of making the reverse préafiet-doing so, moreover, by
having imperatives play both constraining goermittingroles in planning behaviors of
agents. We will suggest two ways of modifying the semanteghThe first is in roughly
the same vein as the alternative semantics for disjunatiperatives developed §8.5.2
The second makes use of alternatives in representing timeigsive role of imperatives,
but introduces a novel formal setup—namely, a complicatibthe context parameter
with a device for explicitly represents thigihts or practicalentitiementf individuals—
to integrate them into the semantics.

4.11.1 Alternative Semantics

We might well treat “disjunctive” action-terms as inducialjernatives, along the lines
of the account developed K8.5.2 We would define salient alternatives for imperative
formulae ofL_ a, doing so recursively as follows.

(131) a. alt]!(7)(6¢)] = 6¢

b. alt]!(m)(aq;...;an)] = alt!(7)(a)]; ...;alt[ (7) ()]
c. altf!(m)(a1+ ...+ an)] =alt]l(7m)(aq)],...,alt] (7)(an)]
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A few comments about this.

i. We let action-terms function as salient alternative)eathan formulas.

ii. We assume thatao-choicenterpretation of a disjunctive imperatiyié =) (stit(¢ v
1)) will be assigned the; 4 logical form (7)(6(¢ V¢))). Free choicanterpre-
tations are mapped to th& A logical form Y(7) (8¢ + 64)).

This is intuitive: no-choice interpretations hagié 7)(stit(¢ Vv 1)) suggesting a
single means of compliancerif(i.e.,d (¢ Vv 4)), while free-choice interpretations
have it suggesting two means of compliance ifi.e., bothogp anddv). Since
we use distinct logical forms to handle the relevant intet@tions, rather than
allowing context to decide an extra-logical set of salidtgraatives, we no longer
require that salient alternatives be relativized to madmatexts, and worlds. (It
is, I think, a nice side effect of our adopting a formal impgeealanguage capable
of representing actions that we can do things this ¥y.

iii. Finally, we interpret [7)(aq;...; ) as inducing arordered sequencef alterna-
tivesalt[!(m)(c1)];...;alt[!(7) (., )]. What this amounts to will emerge in a bit.
Only note that it doesotamount to introducing ordered-sequences into either of
our object languages.

We proceed to define relevant permission operalipls[P], and P in the deontic
language. We introduce an abbreviation to make notatiandembersome: i is a list
of actionsfy, ..., 5y, then et A = 51+ ... + 5,,. To appropriately defingo], we require
some way of talking about which formuldm®ld truein the best worlds meeting some
condition or other (which we had lost upon moving to our nemglaages). We therefore
augment the object languages with a modular restrictablamiyc modal operatdf-|| (+),
such that ifo is an action term of the relevant languagés a non-imperative formula of
the relevant object language, ands any formula of the relevant object language, then
Ta]™ (@) is a formula of the relevant object language. We give this ahogerator the
following semantics.

(132) M, c,wkry  /IIFg . T (o) iff
V<U,’Ul> S min[z’cﬂ ([[ﬂ-ﬂ./\/l,c X W) N [[aﬂ./\/l,c; < (ac)(w)] : M,C,U/ 'ZﬁDLA/m_ﬁILA 10)

>t

Ta]™ (@) says the best-initial executions ofy yield a state satisfying (requiring) Some
facts worth noting about this new operator. Clearly, thevaht instance of is valid in
the class of alCp o models.

(133)  [al"(¢ = ¢) = (af"(¢) — ol (¢)) [K#]

We note that the following formula is also valid in the cla$slb £p o models. Note: we
useU to denote the vacuous action, so tfidfr,. = W x W.

(134)  [O]"(¢) < O(m)(d¢)

Proof. M, c,w Ezp , O™ (9) iff
V{v,v") € minjic N ([7r]am,e x W), Stc(ac)(w)] TM e Frp ¢ iff

56. To note, then set aside: our objection§8t5.2to Aloni (2007)’s approach to the Ross Paradox—that it
is eliminativist about imperative logic and attributes fRess Paradox to undesirable coarseness in the impera-
tive object language—does not apply to the account we give. H@bviously, our account is non-eliminativist.
Further,L_a is fine-grained enough to represent the differences betiveenand no-choice interpretations of
disjunctive imperativesLpk is not, but that is not the object language we are using at thaent.
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min(ic N ([mla.e X W), <t (a0)(w)) € [08] e iff
M, c,wErp O(m)(o).

Note that this result does not hold generally, i.e., we ddawe that, for all substitutions
of action terms fory, [[a|™ (¢) < O(m)(d9).
We use our new operator to define the critical permissionaipelg].

(135) Permissions ifipa.
a. [pl[r][A1; ... A] =
[PI(m)(A1) A ATBAL; ... s @A a]™([PI(T)(AL))
[ J(m)(a,...,an) == P(m)(a1) A... AP(T)(an)
P(r)(e) *ﬂO( )(@)

[p][7][A1; -..; An] says, roughly, that any action Ay is okay if 7; and any ideafr-initial
execution of any action iA; yields a state in which any action Ay is okay; and ... ; and,
finally, any idealr-initial execution of any action iA, then any action if\,, then ..., then,
finally, any action inA,,_1 yields a state in which any action #, is okay. Informally,
[o][7][A1;...; An] expresses trickling down of permissions through an ordsegdence of
alternatives, provided that initial permissions are exegun accordance with planning
constraints.

To illustrate, consider the complex imperatie (a1 + az; 51+ (2) (read: if 7, do
eithera or ap, then do eithep; or 35). Our definitions yield the following.

o alt]!(m) (o1 + az; B1+ f2)] i= 1,02 ; B1, 062

o [pl(m)(aa,02; 1, 02) i= [Pl(m) (a1, a2) Aer + a2 ([PI(T) (81, B2)) =
P(m)(az) AP(m)(a2) Alaa+ a2l (P(T)(B1) A P(T)(52))

Informally, [p](7) (1, a2 ; (1, 52) expresses that; anda; are permitted ifr, and that, in
all the situations that can be accessed via a good enoughébights of the To-Do List),
m-initial execution ofa; or ap, B1 and 3, are permitted (simpliciter). This seems like
the right result. Here we are beginning to see some real hetefidopting languages of
action—we can model permissions of arbitrarily compleryperal imperative construc-
tions, and track how permissions trickle down to subseqgsiéumtions, contingent on an
agent’s behavior in antecedent situations.

To connect this to the Ross Paradox, we need to connect tsaltematives to re-
guirement conditions for imperatives. We do this by redafirtheV operator, and revise
requirement conditions for imperatives, as follows.

(136)  V(m)(As; i Ay)i=
[Ol[T)[AL; s A AO(T) (DAL ... BA,)

(137)  Ifo=Ym)(a):
M, c,wllbg, , ¢ iff M, c,wkEry , V() (alt(e))

Clearly, this setup makes the right predictions about thstinasic version of the Ross
Paradox: we easily predict thdtd) (6¢) 2, , 1(7)(6p+0v). I(m)(d6+ d) is required
at M in {c,w) only when we have’(r)(dv) satisfied atM in (¢, w). Clearly, though, for
someM and(c,w), M,c,w lI-1(7)(d¢) and M, c,w ¥, , P(m)(6¢). And so we have
it that 1() (56) I £, ! () (56 + 64)).

This solution is readily extendable to arbitrarily complied versions of the Ross
Paradox. As an illustration: we automatically predict thiay (a1 +a2; 61) I 2, 0 ! (7) (@1 +
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a; 1+ F2). The latter imperative expresses a permission to perféynsupposing ad-
missible (by the lights of the To-Do List) execution @f + «; in a w-initial state. The
former imperative does not. Sor!) (a1 + az; B1) £, 4 () (a1 + a2; f1+ B2).

Note that if we had chosen to endoilsé* , we would now have a contradiction on
our hands. Suppos#t,c,w liFz, , 1(7)(d¢). Then, by the ordering-source semantics
stated ing4.10.2 we have that/(v,v") € minfic O ([7]a,e X W), <i_ (o)) [00]m.c €
te(ac)(v). Let(v,v") € minfic O ([7]am,e X W), <y (ae)(w)]- LC* has To-Do Lists closed
under arbitrary expansion, so tHatp] v,c U [0 e € te(ac)(v). SO[0¢ + 09 am,c €
tc(ac)(v). So, by the neighborhood semantics stategéiri0.3 M, c,w llFz, , (7)) (0o +
d¢). Butthen [m)(0¢) lIF £, , () (0¢ + dv) after all!

The benefits of this approach speak for themselves. Nevestehere is a downside.
While we have a device in the formal apparatus for keepirgktod constraints introduced
on an agent’s planning behavior over time (the To-Do Lis®, wave no such device for
keeping track ofights or entittements Such a device is inessential for handling the Ross
Paradox, but rather useful for modeling the changes in antag#anning behavior intro-
duced by a commanding authority: authorities impose camgs, but also grant freedoms.
We will introduce it now, show that it can handle the Ross Baxa—indeed, give a resolu-
tion equivalent to the one just developed—but save an a¢@jiis role in the pragmatics
of imperatives for later.

4.11.2 Explicitly Representing Rights

The relevant modification of the apparatus is simple andtiméu We introduce a “dual”
parameter to an agent’s To-Do List: a Rights List. The fuorctf a Rights List is to keep
track of the actions an agent is entitled to perform at défferstates of the world. The
notion of a right or entitlement is related to, but, signifitg, not exhausted hyhe notion
of an action an agent is not constrained not to perform. Amélgas a right to perform an
action, roughly, just in case an authority has granted helr auight. While every right of
an agent will correspond to an action the agent is not canstianot to perform, not every
action the agent is not constrained not to perform will cgpnd to a right of an agent.
Let M = (D, W, A,A,C,V) be a model. We re-type theparameter in the expected way.

(138) CCDXxDXIxTxT

(139) Acontextc € C = (s¢,ac,bc,te,Te)
re: D {l|1:W — 24} is a Rights List function for:

Rights, naturally, are allowed to vary according to indexhia same way as constraints.
Intuitively, r.(d) (w) will yield a set of actions—eontingent rights—for an agent! at state
w.

Derivative Rights Lists. Rights Lists are built up from an entity we will refer to as a
Derivative Rights List (DRL). A DRLr is characterized in terms of To-Do lists (whence
their “derivative” moniker).

(140) 7 (d)(w) =gt {®| P ¢ t.(d)(w)}

DRLs, then, give the set of actions an agent is not constlaioéto perform at an index
of evaluation. A property of DRLs worth noting:

(141) 1f Py er; (d)(w), thendy NP, = () implies®; ¢ t.(d)(w)

57



58 / NATE CHARLOW

Suppose for reductio thgy € r, (d)(w), P1NPy =0 andd; € t.(d)(w). Because To-Do
Lists are closed under arbitrary expansion, and bec@dse ®;, we haved; € t.(d)(w).
But then, by 140), ®; ¢ r_ (d)(w). Contradiction. Informally, this means that actions
appearing on DRLs are always compatible with each of thetramings binding on an
agent atv. And because To-Do lists are closed under intersectiosjritturn implies that
every action on an agent’s DRL atis compatible with simultaneous fulfillment of all of
the constraints binding on an agentat’

This setup allows us to state a neighborhood semantics rinstef DRLs for per-
mission formulas o p . Recall the neighborhood semantic$;d4f10.3 which yields a
statement of satisfaction conditions for permission fdasin terms of To-Do Lists:

(142) M, c,wEgy , P(¢) () iff
o,0") e minfic N ([p] e X W), <toae)w)) [l ae & telac)(v)

Given (140)’s definition of the DRL, the following conditions are eqalent.
(143) M, c,wkry , P(¢)(a) iff
3<Uavl> € min[icﬂ ([[¢HM,C X W)a Stc(ac)(w)] : [[aﬂ./\/l,c er, (ac)(v)

The resolution of the Ross Paradox proposed in the prioiogecan be rendered in
this setup, by giving a neighborhood semanticqfdfr|[A1 ; ... ; A,] in terms of DRLs:

(144) M, c,wEry, [@][T][Ar; ... Ay]iff
o ac A= I(v,v") eminicN([r]ae X W), < (o)) [ada,e €77 (ac)(v) &

e A= V<U,U/> € min[icﬁ ([[W]]M,c X W) N [[@Al]]./\/l,m Stc(ac)(w)] :
Hu,u'y € min[z‘c,gtc(ac)(v/)] alme €7y (ac)(u) &

e A, $V<U,UI> S min[icﬁ([[ﬁﬂ/\/(yc X W)ﬁ [[@A]_; v @An—lﬂ/\/l,c; Stc(ac)(w)
]:

Fu, v’y € minfi, Stc(ac)(vl)] : [[Oé]]'/\/l,c er; (ac)(u)

Non-derivative Rights Lists. We introduce Non-derivative Rights Lists (NDRLS) here,
saving application and elucidation for later §5.4). NDRLs are conceived as restrictions
of DRLs:

(145) IfP e r.(d)(w), then® € r (d)(w).

We introduce several constraints on NDRLSs.

(146) If® et (d)(w), thend € r.(d)(w) [CR]
(147) 1t ®1 € re(d)(w), then®y Ndy = @ impliesmin(ic, <, (4)(u)] € P2 [NON]

>te
CR has it that contingent constraints are also contingentsigiitems on the To-Do list
count as rights of the agemMlON (mnemonic fomot obligated ndthas it that an agent’s
rights atw are not contradicted by contrary obligationswafcf. fn57).

57. Thisisnotto say that iffa] aq,c € 7 (d)(w), thenM, c,w ., P(T)(). (Thisis, then, the source of
a disanalogy between DRLs and To-Do lists.[df] p(,c € 77 (d)(w), itis the case thafit.(d) (w) € [@] a4, c-
But it still may be the case th@t.(d)(w) Nic C [@] r1,.. Perhaps the only ideal transitions, by the lights of
ic, are transitions ofa] a,.. We could get around this by letting (d)(w) =gt {®Nic | P & tc(d)(w)}. This
would require that, ifa] .. € ro (d)(w), thenNte(d)(w) Nic N [a]aq,c # 0.
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NDRLs are constrained in some of the same ways as To-Do hiits, some impor-
tant differences. We will not generally expect them to obéyh® List versions of.C*,
CON*, or AV2*. (The same, incidentally, goes for DRLs.)

(148) Ifd1 € re(d)(w), Py € 7.(d)(w), andd; NP, C P3, thends € r.(d)(w) [LC-
R]

(149) If®y € r.(d)(w) andd; € r.(d)(w), thend; N D, # () [CON-R]

(150) For somév,v’) € i.: if ® € t.(d)(w) and® # (), then,(v,v') € d [AV2-R]

ConcerningLC-R, an agent can have, for example, a right to post the letteraanght
to not post the letter, but no agent has a single right to bo#t and not post the letter.
Similar considerations tell against requiring Rights it meet constrainSON-R and
AV2-R: agents may naturally have freedoms (though not obliga}ithmat are impossible
to simultaneously execute.

Analogues of thé&Vv** andKE* constraints are more reasonable. We will also require
that NDRLs be closed under arbitrary expansion of actign&éR).

(151) If® e r.(d)(w) andd #£ ), then, for soméov,v’) € ®, (v,0') €i. [AV1-R]
(152) IfPer.(d)(w), then{v | I : (v,0") €i.} C{v| I : (v,0) € P} [KE2-R]
(153)  If®y € ro(d)(w), then ifdy C By, Dy € ro(d)(w) [EX-R]

~ =

AV1-R requires that an agent has a righttanly if « is possibly executable, whikkE2-

R requires that rights be knowably executabf/-R is a natural constraint to impose,
given the relationship we will seek to codify between rightsl Lp o Statements of per-
mission: permissibility implies possibility with respetet the modal baseKE-R is less
intuitive, but still rather natural: an agent has freedorpedorma only if « is knowably
executable. AdoptingE-R makedNON superfluous (cf. again &Y). EX-R is a desirable
closure constraint on NDRLs and allows us to state a sat@fagersion of the dynamic
entailment relationgs.5).

Unlike DRLs, NDRLs do not have a role to play in the static setita for permission
formulas of our language. While every right is a permissievery permission is not
necessarily a right. Their use is essentially dynamic—thidybe used to keep track of
rights introduced by authorities, in order to constrain ¢berse of dynamic update. We
return to this subject i§5.4.

4.12 Temporal Phenomena

As we've hinted, logics of action really come into their owitiwtemporal imperative
constructions. In this section, we explore several kindgofporal phenomena about the
imperative and show that the analysis we have been devel@pimell-suited to handling
them?>8

58. The problem of accounting for temporal imperative phencan@boviously also arises for the logician of
content. While our motivation for adopting a logic capablexpressing facts about actions and their impact on
the world was to account for the constraints on planning ieh&nforced by imperatives, this fact suggests that
we might use a logic of action to represent speaker commisnémake a gesture at unified logic of content and
planning in§4.13
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4.12.1 Ordered Commands

Instructions and commands are often order-sensitive. Youfflé might well fail to rise if
you happen to mistake the instruction tb@3 for the instruction in 1{54b.

(154) a. Whip the egg whites, then fold them into the custéstit ¢ theni]
b. Whip and fold the egg whites into the custargtit[¢ A 1)]

The logic we have been developing is, if course, well-suiteidpresenting the difference
between (549 and (54, assigning them the following o representations, respec-
tively.

(155) ET)((M; d1)

T)(6(¢p A1) [or, perhaps,(T)(0=¢+ -]

since([¢]a.c) oAt ) € AlSA YT w,e) andA([S AT an.e) E AB]ar.e) AW ),
there is no semantic relationship to speak of between tloesrifas ofL 4. This is a de-
sirable feature for an imperative logic to exhibit, and ialsbut automatic in the PDLA
setup we have been using. So far as | can tell, the only way fogia to mimic this
result, without going in for the representation of actioriha object language, is to make
the object language explicitly temporal, rather than meiraplicitly temporal—to intro-
duce devices for talking directly about precedence, gtieation over times (as we will
see below), and the like. It is a virtue of the PDLA approadt the can represent rather
complicated temporal phenomena with a rather minimal dlgeguage.

a
b. !

4.12.2 Temporal Constraints on Models

Because we have not yet laid down either object languageresdor ordered commands
or corresponding conditions on To-Do Lists, our treatmdmrdered commands is, as
it stands, incomplete. We remedy this deficiency now, endgrthe following set of
conditions on To-Do Lists. Leé¥ be an any restriction af.. Then®®

(156) If min[LIJ, Stc(d)(w)] C ®Pq 0Dy, thenmin[W, Stc(d)(w)] C Py
[Equivalent to axiomatizing witlD(¢) (a; 8) — O(¢)(a)]

(157)  IfminW, gtc(d)(w)] C djoPy and(v, v’y € minWN P, Stc(d)(w)]t
thenmin[z’c, Stc(d)(v/)] C ®,
[Equivalent to axiomatizing witlD(¢)(c; 8) — [a|?(O(T)(8))]

(158) If_min[LIJ, Stc(d)(w)] C o, al”ld<1_),v/> eminWN oy, Stc(d)(w)] =
MiNnfic, <y (a)(vy] € P2, thenmin[®, <, 4)(,)] € Pro P

St

[Equivalent to axiomatizing withiO(¢)(a) A [a]|? (O(T)(B))) — O(¢)(c; )]

Endorsing conditionI56) means we predict$)(«; 3) -z, 5 '(¢)(a)—correctly it seems,
from the standpoint of a logic of planning. The constrainpamning enforced by(¥)(«; 3)
at a statew requires the performance of, then5. So it requires, inter alia, the per-
formance ofa atw. Endorsing condition157) means predicting that)(«; 5) Ik,
Tall?(1{(T)(B)). If the performance ofy, then, is required atv if ¢, then in the besp-
initial states wherev is performed3 is required. This too is intuitive. Finally, endorsing
(158 means we predict thatd) (a), [ (1 (T)(8)) Ik g4 1() (s B). If ais required, if
¢, and all the besp-initial executions ofx yield states wherg is required, then effecty

59. These conditions on To-Do Lists are adaptations of conditmn Command Systems given $ggerberg
(1990 210).
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theng is required if.%°

Ordered commands, in conjunction with this set of reasani@ohporal constraints on
models, have interesting consequences for axiomatiziedpthic, one of which we note
here. Consider the following axiom for the dynamic operdtdr (-).

(159)  [Ol([[617(¢) — ¢) [TR]

TR says that in all the best-initial transitions: if all the bestr-initial transitions satisfy
¢, theng. As such, it reads like an apparefyy a analogue of the familiar deontic axiom
OU: O(0¢ — ¢) (it ought to be that, ifs is required, them). Not only doesTR read like
OU: it yields similar consequences together with Kfeaxiom for[[-] (-), repeated here.

(160)  [eal™(¢ — ¢) — (al"(¢) — ol (¢)) [K#]

OU together with theK axiom for the standard deontic langua@ép — ) — (O¢ —
Ov) impliesOO¢ — O¢. Similarly, note that the validity oTR, together withK#, im-
mediately implies the validity o€D4.

(161)  [[ON"(TOT7(¢)) — [[017(¢) [CDA]

Nevertheless, whil®U is a reasonable axiom for the standard deontic languagegoie
sibility of ordered commands tells decisively against axdtizing our semantics withR:
TR implies thatO(T)(U; 3) — O(T)(6) is a universal validity—and thus thdtT ) (U; 5) -z, ,
H(T)(B).

Proof. Suppos&R is valid andM, c,w E . , O(T)(5;6¢).

Thenmin[ic, Stc(ac)(w)] - [[UHM,C o [[51/}]]./\/112

Let(v,v") € Minfic, <y, (a,)(w)]- BY (157), Minfic, <;_(a.)(w)] € [0%] Me-

ThenM, c,v’ Ep , O(T)(6). By (134, M, c,v" Erp, TOT T ().

But thenV(v,v") € minfic, <;_(4.)w)) : M, ¢, 0" Erpa TOTT ().

SoM, c,w E g, TOTT (TN ().

SinceTR is valid, CD4 is too.

So it follows thatM, c,w Fzp , [OT T ().

Finally, by (134), M, c,w Ezy 4 O(T)(89).
This is backwards An agent whose planning behavior is constrained by the iiatjye
I(T)(U; B) shouldnot necessarily look to perforrfi presently: the imperative prescribes

performance ofs only upon occasion of the agent’s prior fulfillment of her gat obliga-
tions5?

4.12.3 Stable Commands

There is a felt difference between what | will terephemeral commandscommands
whose influence on an agent’s planning lapses upon fulfitrr@mdstable commands

60. These results hold in the more complicated permission stesdor imperatives outlined i§4.11 We
will simplify our discussions by suppressing some of theaapfus when it has no direct bearing on the matter at
hand.

61. I note that we are also perhaps able to justice to Castanietiaions about argument{). If we represent
the argument as having the forfa|(!(T)(8)),!(T)(«) / '(T)(8), we see that the argument indeed comes out
invalid, although not quite for the reasons that Castanegi@déned to articulate.
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commands whose influence on planning persists throughmicsssof compliance.

(162) a. Buy groceries on Sundaystif ¢]
b. Always buy groceries on Sundayaljvays stit¢]

Intuitively, an ephemeral commarzlit ¢ is in force atw just in case all the To-Do
List-preferred-atw transitions terminate in &-state. By contrast, a stable command
always stito is in force atw just in case all the To-Do List-preferred-attransitions ter-
minate in ap-statew’ such that all the To-Do List-preferred-at-transitions terminate in

a ¢-statew” such that... Our semantics, suitably adapted, is wellggmrd to handle this
intuitive semantic difference. Ephemeral commastis¢ are associated with thé
formula (T)(0¢). That is to say, ephemeral commands are handled as gardetyva
imperative constructions in our imperative object langago additional machinery is
required for their analysis.

Stable commands are trickier, but ultimately tractableegia suitable extension of the
machinery. It is natural, in view of the intuitive meaningstble commands, to associate
the stable commanalways stit¢ with an infinitary formula {T)((6¢)*) (wherex is the
Kleene Starf? Alternatively, choosing to hew to finitary object languagiésvould be
natural to analyzealways stit¢ in terms of {T)(0¢“ ), wherew is a finitary operation on
action-terms, characterized as follows.

(163) Wfae€Tipa/pra,thena® € Trpa/pra-
(164) [a*Im.c =[a*]m,c = ([a]m.c)*, whereR* is the ancestral oR.

Equivalently, we may analyzdways stitp in terms of dynamic modal operatoedways stite
is associated witff“T " (1(T)(d¢)).8% Without getting into the details (se@egerberg
(19949 for those), the semantics yields the following requiret@mditions for this for-
mula (the permission aspect being redundant, we ignore ihéosake of simplicity):

(165) M, c,w bz, [OT T (1(T)(5¢)) iff
M,e,w bz, [T T*(1(T)(56)), for all k € N iff

M, c,wllFz, , W(T)(00) &
M, c,wllbg,, TOTTC(T) (6
M, e,w kg, TOTT(TOT)

_|/—\
A
A
\_/
Ro
=1

Nte(ac)(w) Nic € [06] e &

V(v,v') € ﬂ (a (W) e : Ntela ) (V') Nic €[00 rm.c &

V(o) € Mtelae) (@) N i : V') € to(a)() Nie : Ntelad)(@) Nip C
[[5¢]]M,c

These are precisely the requirement conditions envisiabese for stable commands.
The envisaged contrast between ephemeral and stable cataif@snwith the contrast
between order-sensitive and order-insensitive commadradsinteresting consequences for
axiomatizing the deontic side of the logic. Consider théofwing L£p 4 analogues for
the D4 axiom of standard deontic logi€Q¢ — OO¢, which enforces transitivity of the

62. For a proper treatment of an infinitary propositional dymanegic with the Kleene Star, see, e.g.,
Segerberd1994.

63. Thusalwaysis interpreted in the simplest case as a scope-taking dgnawdal operatoff 5«7 (-). In
cases of conditional stable commands—eBbgf—the restriction argument of the operator may be something
other thanT.
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standard deontic accessibility relati#hNote that these axioms are equivalent, by result

(134).
(166) O(m)(0¢) — O(m)(60(m)(0¢9))
(167)  [[OT"(¢) — [N (TOT(¢))

But there is a problem with these axioms. The former (andtteo]atter) implies that
obligations (and thereby commana&ver lapsecommands that are in force atremain
in force at the terminal state of eaghpreferred execution of them.

Proof. Supposé, c,w lI-zp, , O(7)(66).

ThenM, c,w liF gy, O(m)(0(m)(69)).

SoV(v,v") € minfi.N([7]am,e X W), <y (ae)(w)] - (0,0") € [00(7)(6¢) | .-
But thenM, ¢, v’ lIF 2z, , O(7)(69).

But it is the essence of ephemeral commands to lapse upolnieliit. It follows that
these axioms must be treated as anathema in a logic thasegpsehe distinction between
ephemeral and stable commands as we choose to here. As weasthavith theCp
analogue ofOU, this is somewhat surprising. The failure of relativelynstard axioms of
SDL to carry over to our system is principally a consequeri¢eetemporality implicitly
built into the logic.

4.13 Rapprochement and Transition to Update Semantics

The semantics for imperatives developed in this sectiohefpaper has it that impera-
tives express both constraints on and permissions forinedads of planning behavior
of a subject of authority (what we have been referring to a%ddressee”) at a context.
Specifically: an imperative is required (or in force) at atesthjust in case the To-Do List
of the subject of authority—the set of constraints that imgei on her planning behavior—
satisfies a certain complex relation—the most sophisticsti@tement of which was to be
found in 37)—with respect to the information that is relevant at thetegh As such, it
is most natural to regard it as an implementation of the ratibws that underlie a logic
of planning. While natural, however, the choice is unforc@&esisting the choice will
reveal a way in which a single formalism can serve as an im@ieation of the intuitions
that underlie both logics of content and logics of plannitigalso provides a nice way
of connecting the ostensibly static PDLA framework we hagerblaboring to develop to
an update semantics for imperatives: these too are also, égtant, two sides of what is
roughly the same coin.

The logic of content developed in the prior section of thequggoceeded from the
intuitions that (i) imperative logic should be normative Bndorsement by an authority,
and (ii) what constrains endorsement of an imperative tlemgydesires, together with
the information at a context in which the agent is an autherihe issuer or “speaker”.
This led us to develop a logic of imperatives in terms of a dieanodal logic designed
to track when imperatives were suitable expressions of titieoaity’s desires, in light of
the relevant information, and when they were not. But theeeosher options. Indeed, a
To-Do List semantics can capture both of the intuitions ulyitey a logic of content.

The To-Do List semantics understands imperative logic imgeof practical or plan-
ning content: imperatives express constraints on an agelanning in a situation (as well

64. Transitivity is usually viewed as a desirable property oéartic accessibility relation. S&hellas(1980
for a defense (with reservations) avdrobej (1982 for an lucid argument against those reservations.
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as permissions). As such, it seems almost essentially dulfjather than authority-) or
addressee- (rather than speaker-) oriented. But, of corosstraints on her subject’s plan-
ning (as well as the occasional freedom) preciselywhat an authority seeks to impose
with an imperative. Put differently, thebjectof the authority’s endorsement is naturally
understood as being exactly what the logic of planning @gas the practical content
of the imperative: the constraints on and permissions fartgest’s planning that it ex-
presses. Rather than identifying the content of an imperatith an expression of the
desires of the authority, we might just as well identify ithvits practical content. An au-
thority intuitively should endorse an imperative just whismpractical content is a suitable
expression of her desires (although there is, at this juactiothing demanding explicit
representation of her desires in the logic). One imper#étilews from another just when
endorsing the practical content of the latter commits aharitly to endorsing the practical
content of the former. It would seem, then, that logics ofteahand logics of planning
express different, yet formally compatible, perspectivaghe very same phenomenon.
Logics of content take as their subject matter the will of &iuhorityas it concerns the
plans of the subjectvhile logics of planning take as their subject matter trenplof the
subjectin light of the will of the authority

Since there is no reason to think that a single formalism ctda justice to both per-
spectives, it make sense to compare logics that emanatetlfiesa different perspectives
(whereas formerly we would have regarded them as incommanl&). As we've seen,
the logic of planning, such as it is, that we developed in faistion of paper handles a
range of interesting phenomena about the imperative tlealotfic of content, such as it
was, developed in the paper’s prior section could not. Thisstitutes a strong reason for
preferring the former, and for discarding the latter.

This is all pretty vague, so let us try to fill in the sketch a k¥ bonus: doing so will
give us a nice lead-in to our discussion of update semanties.us understand thaatic
contentof a non-modal imperative formutain a context (with respect to modeM) as
the characteristic functiog. () : 7 — {0,1} of a setinad,.(7) of inadmissible To-Do
Lists—those mapped to 1 by, (7)—for an addresse®. What | have in mind is, ignoring
permission for sake of simplicity, something like the faliag:

(168) Wherew € {w | Jw': (w,w') €1i.}:
i[[na]]ch (;(@(O‘)) = {Tcae * W = 24 | minfic N ([@]a,e < W)’STC,Q,C(’LU)] g—
X M,c

The formula [¢)(«) expresses a functiog.(!(¢)(«)) according to which a To-Do List
for the addressee. ,. is admissible just in case at any input statecompatible with
the relevant informations, .. (w) yields an obligation to performy in the bestp-initial
situations. Informally, (¢)(«) expresses a constraint on a subject’s To-Do List: a To-
Do List counts as admissible just in case, from its vantagis, required if¢. Suppose
we understand requirement conditions for imperatives kasive to To-Do Lists directly,
rather than indirectly (via contexts). Then we hawed, . (!(¢)(«)) being just the set
of To-Do List functionsr, . such thatM, 7. .., w -z, , '(¢)(«), for any input statev
compatible with the relevant information.

The notion that imperative formulas gf_a might be treated as expressing such char-
acteristic functions is a useful one for reconciling logi€¢gontent and logics of planning.
Issuers of imperatives (authorities) might be represeageéxpressing some sort of pro-

65. Eric Swanson calls this sort of approach—on which the semamatue of a formula is typed as the
characteristic function of a set of inadmissible types gjrétive state—“constraint semantics.” S8&wanson
(20083 for an short development of the idea, addanson2006 Ch. 2) for a detailed outline of a constraint
semantics for a fragment of natural language.
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attitude toward such a function: an attitude of endorseroeapproval of that function—
or, more precisely, that function’s representation of toenmative state of play. Endorsing
such a function commits an authority to endorsing anottetwjen the pre-defined imper-
ative entailment relation holds between the relevant féasiuSuch functions might also
be thought to constrain the planning apparatus of theiresdges: an agent whose plan-
ning apparatus fails to be representable with an admissleo List—a To-Do List not

in inad, . (m)—violates the constraint expressed by the imperative ftanio be coopera-
tive, she must assimilate it, by modifying her To-Do List kattit is no longer describable
as inadmissible, by the lights ofad,,. (7).

The connection of static content to update semantics israppaupdate semantics
could be understood as stemming from the impulse to modgldgbit of assimilation.
Supposing that an authority uses an utterance to expresssemdent of a characteristic
functiony and that her subject’s antecedent planning apparatus iepasentable with
an admissible, by the lights gof, To-Do List, being cooperative will entail modifying her
To-Do List, so that it becomes so representable. Assignpdate potentials-functions
from cognitive states into updated cognitive states of Hraestype—to formulas of our
language is thus treated as a matter of describing a funittegnmaps inadmissible cogni-
tive states into suitable admissible ones (and describhmgg the updated states look like),
and admissible cognitive states into themselves. We nawdur attention to this task.

5 DYNAMICS AND DYNAMIC SEMANTICS

The central problem in giving a pragmatic/dynamic analg$ignperatives is accounting
for their peculiar force—their essentialperformativecharacter. In principle, it is possible
to examine this question without either (i) committing cgléto a definite view about the
update (or context change) potential of imperative formua (ii) trying to leverage a
view of update potentials to define dynamic analogues ofcsteattions of satisfaction,
requirement, entailment, etc. Addressing the questionghiich we are interested does,
however, require that we do both.

Our study of imperative dynamics begins in a rather diffeptace from most recent
work on the subject. We have a complex apparatus alreadsiae pand, rather than tearing
it down and building it up piecemeal, we will simply presugp@ good deal of it as we
build a dynamics for imperatives. This has its advantagesensplicated apparatus turns
out to be capable of handling many facts about the pragmeatticsperatives that simpler
accounts struggle with. Nevertheless, as will become dleapite of large differences in
apparatus, the basic intuition behind our account is a fanohe: the performative force
of imperatives will be accounted for by construing them athabusiness of updating the
To-Do Lists of their addressees.

This section is structured around building a dynamics fopenatives that secures
certain desiderata that an analysis of imperatives’ perébive force ought to have. Sub-
sections are generally devoted to accounting for one dedida in particular. Once a
reasonably adequate apparatus for handling the relevawaintig phenomena is in place,
we move on to define a dynamic analogue of requirement condifiand imperative en-
tailment) for imperative formulas. We close with a compami®f our dynamic system
to the static system developed in the prior section and angolef sorts against recent
attempts to marginalize non-dynamic semantic approachteetimperative.

5.1 Performative Force

Before beginning in earnest, it is important to state in @oeably precise way (1) what it
is we mean when we say that an imperative (or, more preciaeliymperative utterance)
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has performative force and (2) the properties a formal amalshould exhibit in order to
count as a satisfactory account of this phenomenon. Reug(tl), | take it that by claim-
ing that imperatives have performative force, we mean thtarances of imperatives in
natural language (of the sort that we use imperative formoldhe imperative object lan-
guagel a to represent) (i) function tmtroduce some species of obligation or requirement
on their addresseesand (ii) fulfill this functionreliably. Regarding (2), it would therefore
seem that providing a satisfactory analysis of imperatired will require modeling im-
perativediscoursen our formal system—in particular, devising a dynamic fairsystem
that is suited to representing the impact of utterances furablanguage on a discourse.
| will suppose that the best way to do this is by defining newriptetations for formulas
in the imperative object language—update potentials—whage a context as input and
return an updated context as output. An assignment of updétatials to formulas of the
language succeeds insofar as it represents imperativantts as reliably imposing the
relevant requirements and obligations on their addressees

What does it mean to say that imperative utterances reli@hhose requirements
and obligations on their addressees? | propose we cashuhlsyaepresenting imper-
ative utterances as affecting the truth-values of deowtiméilas—in particular, causing
certain descriptions of obligation go from false (at theopiGontext) to true (at the up-
dated context)—and requirement-values of imperative fdasr—in particular, making it
the case that certain imperatives go from failing to be ircéofat the prior context) to
being in force (at the updated context). That is to say: upda context according to
an imperative reliably yields a new context in which certd@ontic statements are true
and certain imperatives are in force. The formal import Far dynamic semantics is this:
we will seek to define an update potential for the imperathea teliablyalters contex-
tual parameterselevant to evaluating whether relevant deontic formutassatisfied and
imperative formulas are in force.

Concretely: suppose that | am ordered to write a paper abmqériatives at a context
c. Then updating: with the order should yield a new contextwhere, inter alia, | must
(in view of the constraints impinging on my planning) do sal dne imperativeNrite a
paper about imperativestor, rather, theC;_a representation we assign to it—is in force.
Itis, at the same time, clearly possible that, at the priotextc, | needn’t do so, since, at
¢, I haven't been told toA bit more formally: suppos€é)(«) is uttered at, and letc* be
¢ updated with (¢)(«). When update succeeds, a good account of imperative dysamic
should yield the following predictions.

(169) c¢*IF O(¢)(«), although, possibly; ¥ O(¢)(«)
(170) c¢*IF!(¢)(«), although, possibly; ¥ 1(¢)(«)

Three notes on notation. (i) Since we have finished toyingirmdowith the object lan-
guages, we will avoid clutter by avoiding labeling the syitsbfor satisfaction, require-
ment, and entailment relations in the metalanguage, exdegrte necessary. (ii) Since our
focus is now on contexts, we can (and will) generally leaverthle of models implicit,
without any loss of information. (iii) We use a new semangi@ation, /-, to denote validity
in a context—i.e., satisfaction or requirement with respeall of the possibilities relevant
at the contexte I ¢ shall abbreviate eithéfw € {w | Jw': (w,w') €.} : M,c,wE ¢ or
Vw € {w | Fw' : (w,w') €i.}: M,c,w - ¢, as context will make clear.

It is important to note thatl69 and (L70) can come apart, on account of the per-
missive dimension of imperatives: the practical conterdroimperative is not, we have
argued, exhausted by an expression that so-and-so actiegusedin so-and-so situa-
tion, but will often—e.g., in the case of choice-offeringjdinctive imperatives—involve
an expression of permission that cannot be “derived” frommdbmmand content of the
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imperative. For now, however, we will focus on the introdoctof requirements and
constraints—predictindl@9—rather than permissions, saving a discussion of the germi
sive dimension of imperative force for a bit later on. We willild our dynamic analysis
in two steps. The first will focus on obligation introductjathe second on permission
introduction. Putting the pieces together yields an actthat predicts170).

As already noted, validating any of the relevant facts dedsagtefining dynamic
notions—in particular, a update potential for imperatieeniulas of the imperative ob-
ject language—that predict them. Insofar as obligatioesancerned, there are two (and
only two) parameters of the context that are relevant todilegiwhether or not an imper-
ative or deontic formula is validated there—the conteximatial base and the contextual
ordering-source (To-Do List). To yield the desired predict an update potential for the
imperative must operate on one (possibly both) of thesenpetexs.

5.2 Updatingi,.

We have given a bit of the game away in making it clear that welevde endorsing
an update potential for the imperative that operates onttherimg-source (or parameters
related to the ordering-source). But there is, to be surimg crazy about thinking that
the performative force of imperatives is to be accountedriderms of the addition of
information to the modal base. Indeed, for a modal analyglssoimperative, alteration of
the modal base is a natural place to start: imperatives pfighexample, add the semantic
value of an obligation-describing modal to the modal F&se.

A toy implementation of this basic idea for the imperativgeablanguagel; . We
define update potentials for the non-modal fragmentt;pf.87 We will have {(¢)(«) alter-
ing the modal base by adding the informatiof@®(¢)(«)]. to updatei.'s representation
of the current state of the world. Non-imperative formulal simply add the information
they express about the current state of the worlg.thet|| - || »( be a function from formu-
las of L) a into functions from contexts of into contexts ofM (we will hereafter omit
mention of models), and model a contexas before: as the ordered tugle, a.,i., t.)
(ignoring non-derivative rights lists for now). The relevaipdates will be given as fol-
lows:

(171) Wherep does not contain an imperative:
cllll = ¢* = (scx, aexyicx, tex)
® Sex = S¢y Aex = G, tc* =t

o e =icn([8e x W)
(172) M) (@) = ¢ = (sersaensice,tex)

® Sex =S¢, Uex = Uy Lex = 1e

¢ i =i N([O(@)(@)]e x W)

This approach, should it succeed, would have two clearesttéirst, of course, it predicts
automatically that* IF O(¢)(«). And, second, it makes clear how handling the static
semantics of imperatives in terms of the semantics of deomtidals might be connected
to a theory of imperative force. Performative force is acbde(putatively) by adding the
semantic value of the deontic formula whose satisfactiorditions give the imperative’s
requirement conditions to the modal base’s depiction ofptesent state of the world.

66. Schwager, for her part, seems to understand performatice fio terms of update of the Common Ground:
imperatives update contexts by adding the informatadout the ordering-sourcén her case, the speaker’s
desires) to the Common Ground (s&ehwager 200610). It is not clear from her presentation what information
about the desires of the speaker has to do with performatiee f

67. One immediate problem with this approach is that there islearly sensible way of defining update
potentials for formulas of the forB](! (¢)(«)) or [B™ (!(¢)(«)). But | won't harp on this here.
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While we were dubious that the non-integrability of a sta@nantics for imperatives
with a theory of imperative force constituted any real otifgtto such a semantic§3.3),
we can appreciate the point that such integrability is aseworthy (if not obligatory)
feature of a semantics.

There are, however, empirical and conceptual difficulti&mnpirically, we do not
have an account of performative force, because while we havaccount that reliably
predicts that obligations are in force at the updated canteis comes at the expense of
a genuine account of obligatidntroduction Consider a schematic case. We begin by
making explicit some assumptions that we have to this pefiirhplicit: (i) contexts are
properly understood as “inhabitants” of worlds, so that ategtc supplies information
about the worldw,. locating ¢;%8 (ii) updating the modal base parameter of the context
doesnot alter the state in which is located; (iii) modal bases are realistic, in the sense
thatw. € {w | Fw': (w,w’) €i.}. The assumption that. ¥ O(¢)(«) leads immediately
to contradiction.

Proof. Letw. ¥ O(¢)(«). Sincew . = we, wex ¥ O(p)(a). But, by
suppositionwes € {w | 3w’ : (w,w’) € ix}. Soc* ¥ O(¢)(a). Con-
tradiction.

But it should, of course, bpossiblethatw,. ¥ O(¢)(«).

This leads into the conceptual difficulties with the view,igéhare twofold. First, it is
strange for (T )(«) to update.. by, in effect, inducing the presupposition thais required.
It is entirely ordinary to suppose that atit is presupposed that the subject is under no
obligation to performyv—i.e., ¢ IF =O(¢)(«), which implies thatv. # =O(¢)(«). Imper-
atives are in the business of introducimgwobligations (and perhaps also canceling prior
presuppositions about obligations), including (indeexthpps especially) obligations an-
tecedently presupposed not to be in place. But in any caseewhe—-0O(¢)(«), updating
i With 1(T)(«) will land us in broken context, with an empty modal base. &dcthe
pragmatic force of aassertiorthat is usually modeled as an addition of the information
that 7 to a modal base’s representation of the state of the w&tdlfaker 19782002).
But this is precisely how the proposal under considerattmstrues the performative force
of an imperative. The distinction between assertive fortdee-sort of force traditionally
associated with modal base update—and performative ferokiired.

The empirical and conceptual difficulties for this appro&ehmperative dynamics
make a strong case for a different tack. We begin to develegrothe following section.

5.3 Updating,

Another option—the one we will pursue—is to construe imfieea as To-Do List (ordering-
source) updatef® Rather than defining update potentials exclusively for thie-modal
fragment of the imperative object language, we define uppatentials for all ofZ_a.

68. This is a natural and useful assumption. Others that makelitdelsaacs & Pott$2003; Potts(2003.
We have left this implicit in the interest of formal simpligi the world parameter of a context is semantically
idle.

69. Isaacs & Pott§2003; Mastop(2005; Portner(2004 2008); Potts(2003; Veltman (2008 are the major
references for this type of view in contemporary lingussticrhe overall shape of the view given here is most
indebted to the formulation iRortner(2008. Giving originality its due Segerberd1990’s notion of an action-
guiding Command System iguite similar to the contemporary notion of a To-Do List (althougkgerberg
does not himself attempt to give an account of imperativeadyins). Indeed, the account he builds around the
notion of a Command System is rather more sophisticated ¢cbatemporary accounts, in that it (i) construes
the relevant parameter as sets of actions, rather than qtigps, properties, or the like; (ii) is aware that the
parameter has a central role to play in giving an account@Rbss Paradox; and (iii) is adaptable to handling
temporal phenomena about the imperative, of the sort we ieeahabove.
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Thatistosay|| - ||am: Lia— {f | f:C— C}is atotal function defined for every formula
of Lya.

The easiest way of doing this properly requires a small meatitn in our under-
standing of To-Do Lists, somewhat along the lines of the imeighood semantics given
in §3.5.1 We allow proposition-action pairs to occur on a To-Do Listharespect to an
index of evaluation, with the following interpretation:

173)  (p,®) € to(d)(w) & Y(v,v') € Mific N (p x W), < te(d)(w)] : P € to(d)(v)

The “presence” ofp, @) on a To-Do list atv means that the To-Do List at the initial state
of each best-frome p-initial transition containsb.”® Note the following consequence of
this definition: we may, in effect, replace the ordering+sesemantics for deonti@ with

a straight neighborhood semantics.

(174)  c,wE O()(a) iff ([¢]e, [a]c) € te(ac)(w)
Proof.c,w E O(¢)(«) iff (by the neighborhood semantics $.10.3
(w,0') € minfie N (I8l X W), <o faoyu)]  [ole € te(d) (v) iff
([8le, [a]c) € te(ac)(w)

(175)  cl- O(¢)(a) iff Y € {w | T’ : (w,w’) € i} : ([D]e, [o]e) € te(ac)(w)
Proof. Immediate from definition of.

We proceed to define update potentials for formulag@h as follows. Informal
explanations are appended after each definition, as welsheraproof that the proposed
update potentials secure the desired results about peafimaiorce.

5.3.1 Non-Imperative Formulas

Update with ordinary formulas is still treated as restaotof the modal base.

(176) Wherep does not contain an imperativé|¢|| is as defined inX71).

5.3.2 Imperative Formulas

It is fairly easy to define update with an imperative formul@){«) so that the updated
context validate®(¢)(«). We do so as follows.

(177)  c||'(¢)(«)]| is defined ifft - (a.) (defined below) satisfieSON*, AV2** , KE2*.
When definedg||!(¢)(a)|] = ¢ = (Sex, @ex ex , tex )
® S.x = Sey Qe = Uy Tex = Te
o tox(d) =t.(d), foralld # a.
o tex(ac) =te(ac) [w/ te(ac)(w) U{{[¢]e, [a]c)}H,

forallw e {w | Fw' : (w,w') €.}

Update is undefined when it would yield an broken To-Do FistVhen update is defined,
a.'s updated To-Do List function is such that for any stat@ver which it is definedw

70. If the reader finds this confusing, imagine To-Do Lists onahhproposition-action pairs occur as distinct
from “actual” To-Do Lists—those containing only actionsaegtreat the former as a construction built out of the
latter, or vice versa.

71 CON*, Av2** andKE2* are understood to apply to “atomic” actions, not propositation pairs.
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contains([¢]., [a].). |.e., the initial stater of any best-fromw, ¢-initial transition is such
thata.'s To-Do List atv containg[«].. We have the following result.

(178)  |l'(@)(a)| IF O(¢)(x), whene||!(¢) ()] is defined

Proof. Immediate giveril(74), (179), icx = ic, [¢/a]ex = [¢/]e.

5.3.3 Basic Dynamic Formulas

The formulds](!(¢)(«)) expresses a restricted command: conditional on the peaiocen
of (3, the subject is required to performif ¢. We thus define update with the dynamic
modal formulag](!(¢)(«)) so that the updated context validatgH O(¢)(«)).

(179)  ||[B]({(#)(«))]| is defined ifft.~ (a.) satisfieSCON*, AV2**  KE2* .
When defined¢||[ﬁ](!(q§-)(a))|\. =" = (8¢, Ao lex, Lex)
« oo (d) = to(d), for all d # o,
o tex(ac) = te(ac) [v / te(ac)(v) U{{[¢]e; [ale)}], v e fv | Fw: (w,v) €
icN[Ble}

a.'s updated To-Do List function is such that for any statthat is the terminal state of
ani.-compatible transition of, a.'s To-Do List atv contains([¢]., [«].). For all other
states not satisfying this condition, the value of the fimrcis unchanged. The function of
the modal operatdps] is, in effect, to shift the context (by shrinking the modasedo the
set of 5-transitions) and update the result witlp)(«). We thus have the following result.

(180)  c[[[BI(* (@) (@)l IF [B1(O(8)(e)), whenc||[5](}(¢)(a))]| is defined

Proof. Againimmediate giverif4), (175, i« =ic, [¢/a/Blex = [0/ /B e,
and the semantics ¢f)].

5.3.4 Complex Dynamic Formulas

The formula[[G]"(1(¢)(«)) expresses a doubly restricted command: the subject is re-
quired to performu if ¢, supposing a good-enougtsinitial execution of3. We thus
define update witli 57" (!(¢)(«)) so that the updated context validafies]|" (O(¢)(«)).

(181) |ITAN™(M(@) ()|l is defined ifft.« (a.) satisfiesCON*, AV2** | KE2*.
When definedg||[AT™ (1(¢)(a))|| = ¢* = (Sex, aexyiex tex)
® S.x = Sey Qe = Uy Tex = Te
o t.+(d)=t.(d), foralld# a.
o tox(a.) = cl"[te(ac)], the result of executing|-] ont.(a.) n times,
wheren is the smallesk such that!*[t.(a.)] = c*[t.(a.)].

cllte(ac)] =dt te(ac) [v' / te(ac)(v") U{([¢le, [ee) 3],

forall v’ € {v' | Jw3v : (v,0) € minfic N ([7]e x W) N [B]es <t (ae)(w)]}

This definition has it thad.'s updated To-Do List function is such that for any stat¢hat
is the terminal state of ai-compatibler-initial, best-atw transition of 3 (for somew
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compatible withi.), a.’s To-Do List atv’ contains([¢]., [«].). We will prove this.

(182) Claim. Letw € {w | Fw' : (w,w’) €.« }. Then:
<U72}/> )E( r)nin[ic* N ([[ﬂ-ﬂc* X W) N [[ﬁﬂc*)vgtc*(ac*)(w)] = <[[¢7]]C’[[a]]c’> €
tc* Qe* Ul

Proof. Let(v,v) € minfic. N ([7]ex x W) N[B]ex), <t () (w)-

We know that for alku’ such that for somev,u € {w | I’ : (w,w’) €

iex }y (u ') € Minfics N ([w]es x W)N[Blexs <y (a0 )(w)) iMPlies([¢]e, [a]c) €
tC* (G,C* )('LL/), Unles&l[tc* (G,C* )] ?é tc* (ac*), Wh|Ch |S |mpOSS|b|e

Sincew,v € {w | Fw' : (w,w’) € i} and(v,v") € MiNfic, N ([7]ex x
W)N[Bler)s ..o (e )(w))» the claim follows.

It follows that:
(183) [N (M) () I BN (O(¢)(e)), whenc|[TBT™ (1 (#)(cx)) | is defined

Proof. Again immediate giverll{4), (175, icx = ic, [¢/7/a/B]ex =
[¢/7/a/ B3] and the semantics 57" .

5.3.5 Conceptual Virtues

To sum up: our definitions of update potentials for formulaLepa predict that, when
updates are defined, updating a context with an imperativeuta of any stripe reliably
introduces the proper sorts of obligations on their subjdgtit this is not all. A nice addi-
tional bonus: construing imperative formulas or formulastaining imperative formulas
as To-Do List updaters predicts that and explains how intperand “assertive” force—
the sort of force associated with updating a context with @-ingperative formula of the
language—are distinct. A formula (or, more precisely, darance thereof) has assertive
force (may be used assertively) just in case its update pateperates on the informa-
tional parameter of the context, imperative force just igecéis update potential operates
on the action-guiding parameter. Understanding impegatixnamics in terms of update
of the modal base founders on this distinction.

As we noted above, one putative virtue of the imperativesradal-base-updaters ap-
proach is that there is a real (indeed, obvious) connectbnéden the static semantics and
the theory of imperative force. The account on offer shdrisgiroperty. Let us generalize
the idea of constraint semantidgl(13 to formulas ofL; 4 besides those instantiating the
form!(¢)(«). We associate a formutaof £ a with a functiony.(w) : 7 — {0, 1} of a set
characterizing the sétad,,. () of inadmissible To-Do Lists—To-Do Lists thil to val-
idater. (Note on notationr. ,, IF 7 iff 7 is required atevery € {w | Jw’ : (w,w’) €.},
if we utilize 7. ., as the ordering source.)

(184) inady.(m) ={Tc,ac : W 2A | Te.ao W T}

Let = be any formula ofZ)_a that is or contains an imperative. In every case, the update
potential defined above for does nothing more (and nothing less) than to ensure that a
post-update To-Do List validates Thatis to say: whety.(a.) ¢ inad,. (7), ¢||7|| =¢; and
whent.(a.) € inad,. (), c||7]| = ¢*, wheret.« (a.x) ¢ inad,, (7). Genuine, non-vacuous
update is triggered when, and only when,,. is inadmissible at—i.e., 7. .. ¥ 7.72 In

72. All these facts are easy to verify from things proved in themsection. | will not bother with the proofs.
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a nutshell: the static side of the semantics supplies spnéhconstraints on To-Do Lists,
while the dynamic side models diachronic satisfaction esthconstraints.

5.4 Permissive Force

We understand the permissive force of imperatives being roughly conceptually anal-
ogous to their obligation-imposing force: utterances opématives in natural language
(of the sort represented with formulas 6fia) function to confer rights, freedoms, or
entitlements on their addressees, and they fulfill this fioncreliably. The implementa-
tion of this idea, however, will differ significantly from oumplementation of the cor-
responding intuition about obligation-imposing force. illastrate: while the fact that
clF =0O(¢)(«) is no obstacle, per se, to having it be the casedfidt) (o) IF O(¢)(«),
the fact thatc IF =P (¢)(«) certainly ought to be an obstacle to having it be the case that
cf (o) ()|l IF P(¢)(«). While imperatives can cancel prior permissions—uwithirtaia
bounds (which we will explore below)—we will suppose that lermissions they express
must not conflict with prior obligation& So, the technical sense in which imperatives
introduce rights is distinct from the sense in which theyadtice obligations: they do
not alter the truth-values of deontic formulas that describe the jssions they express.
Indeed, if a context is updatable with an imperative formula, the permissiorss the
formula expresses must already be in force.athere is, nevertheless, an obvious sense
in which imperatives confer or introduce rights that theipjects did not have before. It is
just that, given our assumptions, we cannot cash this iotudut in terms of alteration of
contextual parameters with an aim to establishing the wétielevant permission formu-
las. Instead, | suggest we cash it out in terms of additionN@@a-Derivative Rights List
(cf. §4.11.2.

Very roughly: we will conceive of a NDRL function for an inddual d, r.(d), as
a function from worlds to sets alctions that the agent has been granted permission to
perform in those worldérights, entittements, freedoms). Actions that an agestldeen
granted permission to perform are distinguished from mgvetmissible actions: an ac-
tion is permissible just in case the relevant deontic foamaflCp A expressing that the
action is permissible is true. An action is a right just ine#se relevant deontic formula
of LpLa expressing that the action is permissible is targ), additionally, it occurs on the
agent’s NDRL. NDRLs, then, characterize sets of privilegedmissions at a world. Im-
peratives, which are in the business of granting permissiare conceived as adding the
permissions they express to an agent'’s rights. The functi@m NDRL is, as intimated
above, essentially dynamic: the update semantics usestithelmeck whether updating the
context with an imperative formula would conflict with anytbe agent’s rights. While
imperatives can cancel permissions, we will assume thgtdhaenot cancel rights. Update
with an imperative is rejected whenever either (i) the inapige attempts to cancel any
of the subject’s rights or (ii) the updated NDRL function tbe subject would fail to sat-
isfy any of the constraints introduced on NDRLs5i#11.2 repeated here for convenient
reference.

(185) If® € r.(d)(w), thend € r; (d)(w) = {® | P & t.(d)(w)}.
(186) Ifd € t.(d)(w), thend € r.(d)(w) [CR]
(187)  If &y € re(d)(w), then®dy Ndy = @ impliesminic, <, (4)(u)] € P2 [NON]

>t

= =

73. This topic has received next to no attention in recent wortherformal pragmatics of imperative&loni
(2007, of course, is interested in permissive content, but falsonnect this to a theory of permissive force.
Veltman (2008 is a pleasant exception. Although | believe that our actobrgin from similar intuitions about
permissive force, the formalisms do not have anything inroom

74. This actually seems, to me, to require thét P(¢)(«), although | won't actually make this assumption.
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(188) If® e r.(d)(w) andd £ ), then, for soméwv,v’) € ®, (v,0') €i. [AV1-R]
(189) IfPer.(d)(w), then{v | I : (v,0) €i.} C{v| I : (v,0) € P} [KE2-R]
(190) I ®y € ro(d)(w), then if Dy C By, Dy € ro(d)(w) [EX-R]

~ =

While NDRLs will play no direct role in the static interprétan of deontic modals, they
function as the background against which future imperatiterances or grantings of per-
mission may be tested for acceptability. To put it somewhandiosely, the permissive
force of imperatives is understood in terms of the grant obda ef Berlin-ian nega-
tive right: a freedom to resist certain further kinds of fastions or constraints on her
will. Implementing this idea will require redefining updat®r imperative or imperative-
containing formulas of the language. We begin with impgeatbrmulas.

5.4.1 Imperative Formulas

As before, the easiest way of defining the updates requitewialy proposition-action
pairs to occur on an NDRL with respect to an index of evalumtigith the following
interpretation:

(191) (p,®) €re(d)(w) < Hwv,v") € minficN (px W), <te(d)(w)]: D € r.(d)(v)

The presence ofp,®) on an NDRL atw means that the NDRL at the initial state of
each best-froms p-initial transition containsb. We note the following two facts about
permission formulas that follow from this definition. (Nadéso that their converses do
not.)

(192)  ([¢le.[e]c) € re(ac)(w) = c,wF P(¢)(a)
(193) Vwe{w | {w,w') €ic}: ([P, []e) € relac)(w) = clF P(¢)()

Because we are explicitly representing rights, we resursenaifig that a context
contains a parameter that defines Rights List functions-etfans from worlds to sets of
actions—for individuals. Substantively, the changes tdaips are twofold. First, we will
complicate the definedness constraints for updates—irtiaddo requiring that the up-
dated To-Do Lists be admissible, we will require that (i) frermissions expressed by
the imperative not conflict with any prior obligations aniJ (ipdated NDRLs be admis-
sible. Undefinedness is, speaking roughly, the dynamicxreflehe inability to incor-
porate an imperative without revising prior constraintd abligations. Second, we will
have imperatives updating the Rights List function of thbjsct of the imperative. Let
¢ =S¢, ac,ic,t.,7c) De acontext. Update potentials for basic imperative foamijl)(«)
whose salient alternativealt(! (¢)(«)), are given byAs;...; A, are given as follows. (If
the reader is hazy on alternatives and [thlgpermission operator, s€d.11.1)

(194)  c||!(¢)(r)]| is defined iff
o t.(a.) satisfiesCON*, AV2**  KE2*
o cl¥ =[pl[¢][A1;..; A
o 7.+ (a.) satisfiesCR, NON, AV1-R, KE2-R, EX-R
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(195)  If definedg||!(¢)(@)|| = ¢* = (sex, aex ics  tex T )
® S.x, ex, icx, andt.~ as defined ir§5.3.2
o r.+(d) =r.(d), foralld # a.
e 1.+ (a.) is defined stepwise. Seleete {w | Jw' : (w,w') €i.}.
We execute the following changesitg(d).

o If €Ay, letre(ac)(w) =re(ac)(w)U{{[d]c, [a]e))}

o If o€ Agand(v,v’) € minfic N ([¢]c x W) N[ A1]e, <t.. (a0)(w):
letrex (ac)(v) = re(ac) (v) U {(W. [a]c)) }

o If a € A, (v,o'y € mini. N ([¢]l. x W) N
[BAL-DA-1]e: <t . (ae)(w)]s
letrex(ac)(v') = re(ac)(v) UL(W, [ale)}

Rinse, later, repeat, for alt € {w | Jw' : (w,w’") € i.}.

This is a complicated definition, but only two things are lkegbing on. First, To-Do Lists
are updated exactly as before. Second, by defining the upmi#iie NDRL as we do (as
well as by enforcing that updated NDRLs sati§fiR, NON, AV1-R, KE2-R, andEX-R)

we ensure that* I [p][¢][A1;...;Ar], whenever update is defined. The proof of this fact
is omitted, but is obvious enough from the semanticsfdfo][A1;...; A,] together with
(192 and @93). Three things to note about NDRL update:

i. (170 is immediate: if defined;||!(¢)(«) IF V(¢)(alt(!(¢)())), soc||'(¢)(x) I+
H(o)(e).

ii. Choice-offering “disjunctive” imperatives of arbitracomplexity introducing gen-
uine rights (and rather complicated conditional rightsyesponding to the rele-
vant “disjuncts” (cf.§4.11). This will be handy for avoiding a dynamic version
of the Ross Paradox when defining a dynamic analogue of ttie stgailment
relationllt-.

iii. The granting of rights strengthens the definedness tcaimés for updating the
context: in view ofNON, only constraints that are consistent with the exercise of
preexisting rights at a world may be added to an agent’s Ta-iBiaat that world.

In defining updates for more complicated imperative forrautme shorthand will
be useful. Ifi C i., then we let.(a.) £; [p][¢][A1;...; A,] be the result of altering..(a.)
by executing the above procedure on each {w | Jw' : (w,w’) € i} and leaving-.(a.)
otherwise unchange@®. We note, without proving, the following property of NDRL up-
date.

(196)  If[pl[g][A1;-.; An] E [0][¢][Ba; . By, then
® € roac) £ [P)[¢][Bi; -..; Bin) (w) implies® € re(ac) = [p][0][AL . An] (w)

Informally, (196) follows from the fact that.(a.) &; [p][¢][A1; ...;An](w) differs from
r.(a.)(w) only with respect to the addition of actions that[¢]|[A1; ...;A,.] says is permit-

75. Although we are not concerned with performatives with ordymissive interpretations (grants of permis-
sion and the like), it is natural to think they could be haddteterms of updating an NDRL with ] formula
using the+ operation.

74



IMPERATIVE STATICS AND DYNAMICS / 75

ted atw. If [p][#][B1;..; B:n] €Xpresses a permissionatthen that permission is a weak-
ening of a permission th&p][¢][A1; ...; A, ] expresses holds at, since[p][¢][A1;...; A, F
[0][#][B1; -.-; Bm]. The claim then follows by the closure of NDRLs under arlvjtrexpan-
sion EX-R).

5.4.2 Basic Dynamic Formulas

We redefine updates for formulas of the fo(! (¢) («)), wherealt(!(¢)(a)) = A1;...; An,
so that the updated context validat8X [o][¢][A1;-..; Axn)).

(197)  ¢||[B]({(¢)())]| is defined iff
o {.-(a.) satisfiesCON*, AvV2**  KE2*
o ck [B(Hlpl[0][AL - An])
o 7.+ (a.) satisfiesCR, NON, AV1-R, KE2-R, EX-R
(198)  When defined;||[8](1 (@) ()] = ¢* = (Sexy @exyiex, tex)
® Scx, ex, iox, andt.« as defined ir§5.3.3
o 1o (d) =1.(d), foralld # a,
o rex(ac) =relac) iy [Pl[@][A1;...;An], whereig = {v | Jw : (w,v) € i.N
[61}

Essentially the same operation on the context is performekli$ case as in the case of
basic imperative formulas—alteration of the NDRL is simpgtricted to states that are
accessible from some possible initial state by the execwifg3. The following conse-
guences are immediate.

(199) [l [BI( (@) (@) IF [Bl([e ][¢][A1,---, n]), whenc|[[5](1(¢) ()| is defined
(200)  Cl[[BI( (@) (@) - [B](*(#)(a)), whene[|[B](*(¢) ()| is defined

5.4.3 Complex Dynamic Formulas

Finally, we redefine the update potential fai]|™ (! (¢)(«)), wherealt(! (¢)(«)) = A1;...; An,
so that the updated context validafies]™ ([p][¢][A1;...; An]).

(201)  |ITBT™(H(d) ()|l is defined iff
o t.x(a.) satisfiesCON*, AV2** A KE2*
o KB (lpld][AL; - An])
o 7.+ (a.) satisfiexCR, NON, AV1-R, KE2-R, EX-R
(202)  When definedi||[AT™ (1(@)(@))|] = ¢* = (Sex, @exyiex, tex )
® S.x, Qex, icx, andt.~ as defined ir§5.3.4
o 1o (d) =1(d), foralld # a,
® Tex (ac) = Tc(ac) :l:iﬂ./ﬁ [p] [¢] [Aj_, -An]i
whereir s = {v" | JwIv: (v,0") e minfic N ([7]e x W) N [B]es <. (ac)(w)) }

Once again, the relevant update is restricted, in this aaserininal states ofr-initial
transitions of/3 that are best with respect to the updated To-Do Lista.), from the
vantage of some that is compatible witla’s picture of the current state of the world. The
following consequences of this definition are again immiedia

(203)  c[BT™(H(@) ()l 1= TBT" ([pl[¢][As; - Anl), whenc[[[IST™(H(¢)(a))ll is de-

fined

(204)  c[[TBT™ (H(@) ()l =[BT (H(d) (), whene[[TBT™ (1(¢)()) | is defined
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5.4.4 Conceptual Virtues Redux

Let's sum up the attractive features of this system. We ptedat:

e When updates are defined, updating a context with an impertimula of any
stripe reliably introduces both the proper sorts of oblms and rights—most
significantly, precisely the sorts of rights that appear tentged by arbitrarily
complex choice-offering imperatives—on their subjects.

e There is a distinction between performative, permissing, assertive force. We
can, moreover, explain precisely what this difference am®to, by appeal to
different pieces of the semantic and pragmatic apparatsseréive force consists
in update of the modal base. Imperative force consists imtgpaf a To-Do List.
Permissive force consists in the granting of negative sighrights to resist future
attempts to constrain a subject’'s behavior—which we modil the alteration
of an NDRL.

Since we have incorporated permissions, we are able to divlyageneral formu-
lation of a constraint semantics for the imperative languathis is worth doing for two
reasons: (i) it reveals the connection between the statioust we spent most of the
paper developing and our dynamic account of imperativesfobat additionally (and in-
terestingly) (i) it reveals an irreducibly dynamic aspe€the account which cannot be
expressed simply by listing formulas of either the imperatr deontic object languages
that must be validated in order for update to be vacuous. \B&case an arbitrary impera-
tive or imperative-containing formuta of £y a with a functiony. () : (7 x 7) — {0,1}
of a set characterizing the detd, . (7) of inadmissible To-Do List/NDRL pairs.

(205) inad,, () = {{Te,ac> Pe,ac) | Te,ar H T OF Pe||x||,ac # Pejac}

A pair (7c 4., pe.a.) iS inadmissible in case either . or p. 4. is inadmissible. Update is
triggered at a contextjust in case either the subject’s To-Do List or NDRL is inadsit
ble. As before, To-Do Lists are inadmissible if and only iéyfail to validater (if and
only if 7x|.ac # Te.ac)- There is, however, no corresponding static-semanticliion

for inadmissible NDRLs: since NDRLs play no direct role ir ttatic semantics, we are
unable to state an equivalent formulation of the necessadysafficient condition on in-
admissible NDRLs (thagb | ,q. 7 Pe,a.) in terms of the static semantics. To illustrate:
let 7 = 1(¢)(«), and letalt(7) = Ag;...;A,,. Even whenc validates[p][¢][A1;...;A,], it

is often the case that.(a.) £; [p][#][A1;...;An] # rc(ac). Rights are finer-grained than
permissions: while every right is a permission, not everynpssion is a right. Being
granted a right induces changes in parameters of the cathi@ixtannot be fully char-
acterized in terms of the validity of certain formulas inheit the deontic or imperative
object languages. While updating a context witalways (when defined) yields a context
that validategp][¢][Az1;...;A,], inadmissible NDRLs cannot be characterized in terms of
failure or their corresponding context to validte[¢][A1; ...;An].

In short, incorporating permission into the dynamics megimgg up the pleasant
generalization with which we concludé®.3.5—that the dynamic side of our account
models diachronic satisfaction of synchronic constraintsontextual parameters that can
be characterized using the static semantics. Constrainis-®o lists can still be glossed
in this way, but constraints on NDRLs cannot. | do not, to be swant to portray this as
any sort of loss. There is still a genuine connection betwkerstatic semantics and the
theory of imperative force, and | take it that this is a realué of the semantics. It turns
out, moreover, that there is an interesting dimension ofeirafive dynamics—grants of
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permission—that doesn’t reduce to imperative statics.tBist | think, is all to the good:
the dynamic semantics we give in the following section wdldenuinely dynamic, not a
mere notational variant of the static semanfts.

5.5 Dynamic Satisfaction and Entailment

We have defined the dynamic interpretation functjofj for every formula ofCya. This

is the most difficult step in defining a dynamic satisfactieqlirement relation—the rest
is standard, and can be presented quiékij formula ¢ of £ 4 is satisfied by a context
c—c € ¢p—ijust in casec already bears the information that(if ¢ is non-imperative)
or updating with¢ imposes no new constraints and confers no new rights.aiif ¢ is
imperative). Just in case, that is to say, updatimgth ¢ leaves the context as before.

(206) cegiff ¢[|¢]=c
Note thatneitherof the following relationships hold between dynand@nd statidt-.

(207) clF ¢ impliesc € ¢
(208) ce ¢ impliescl- ¢

This is not, of course, surprising in the case of non-impeedbrmulas ofL . Truth of¢
atc does not imply presupposition thagtc, nor vice versa. Things are different, however,
if we restrict our attention to imperativg we find that 208) holds, althoughZ07) does
not. RegardingZ07): this might be thought surprising, since if an imperativalready is
in force atc—c IF g—one might expect that updating the context witlvould leave the
context as before. But we know better: the permissions egprebyy may be in force at
¢, yet not counts as rights there. Regardi2@g): this is an immediate consequence of our
general result that||¢|| IF ¢, wheng is imperative and||¢|| is defined.

Dynamic entailment inC; 4 is also standard. A listy,...,¢, of formulas entails
—0a1, ..., € 1p—just in case updating a context with, ..., ¢,, always (when defined)
yields a context that satisfies/requirgs

(209)  &1,...,0, € 0 iff, forall c: ¢||¢1||...]|¢n] is defined implieg||¢1]|...||n| € ¢

Note the following similarity between the dynamic and statitailment relations: an
imperative formula entails another just in case the form@smmand content and permis-
sive content are each at least strong as the latter’s. Gamaiy two imperative formulas
(¢)(a) and () () such thaslt(!(¢)(a)) = Ag;...; A, andalt(!(4)(5)) =Bz;...;B,,. The
claim receives the following formal statement.

(210)  A9)(a) € Up)(B) it O(d)(a) F O(P)(B) and [p][¢][As;...;A.] F
[][¢][B1;...; By]
Proof. We suppose that the relevant updates are all defiretd ble any
context.

= Suppose(p)(a) € (o) (5).
Thent ) ()l @) @)1 = telli(@) @)1 ANAT 1) (@) 11 @) = Telli(@) ()]
Then([[qb]}c, [[O‘HC> € ﬁc(ac)(w) imp”es<[[¢]]w [[ﬁﬂ(> € tc(ac‘)(w)-

76. The distinction between reducibly and irreducibly dynamicounts is taken fromon Fintel & Gillies
(20079).
77. Classic references for this sort of approach@reenendijk & Stokhof1991); Veltman(1996.
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Suppose, w E O(¢)(«). Then, by 174, ([¢]., [a].) € te(ac)(w).
So([#le. [B]e) € te(ac)(w).

Then, by 74), c,w E O(¢)(B).

A similar argument shows th@p|[¢][A1; ...; Al E [p][0][B1;...; Byl

<1 LetO(¢)(a) F O(¢)(8) and[p][¢][As; i Anl E [0][¢][B1; - Bal.

To show:t. () (o)1 @) ()1l = Lellt(6) (@)l AN e1()(@)I111H (@)@ = Tell (@) (@)
The latter follows immediately fromlQ6).

As for the former, since||! (¢) ()| IF O(¢)(a), ¢||' () ()| IF O(é)(B).

So, by (L75 and the update potential fofd)(3), Eeli () (@)11N () (B)]] =
t. .
clM(e) ()]l

Note that we have an analogue of this result for the statienaive entailment relation
I, which follows from the analysis of static permissive canteresented i§4.11.1

(211)  Yg)(a) IF Y@)(B) iff O()(e) F O(4)(B) and [p][¢][A1;...;A.] F
[0][#][B1;..; Bn)

This is, in the static context, the fact we have exploitedritheo to address the Ross Para-
dox (and arbitrarily complicated versions thereof). Thealiity of the Ross inference is
explained by the fact that, e.g(#))(a + ) generally has richer permissive content than
I(¢)(«). For one imperative to entail another, the permissive cargéthe former must
be at least as strong as the permissive content of the lattersame explanation is what
accounts for dynamic invalidity of the Ross inference, iewbf the above result.

So, while dynamic satisfaction of imperative formulas atatext does not reduce
to static validity at a context (in view of the falsity 02Q7) when ¢ is imperative), we
nevertheless find that dynangatailmentelations between imperative formulas never fail
to coincide with static entailment relations between them:

(212)  (¢)(a) € !()(B) iff
) (a) lIF H(@)(B) iff
cl-1(¢)(«) impliesc Ik 1(4)(3), for arbitraryc

More generally, letr be an arbitrary formula of o embedding (¢)(«)—a formula of
of either the forn{3](...!(¢)(a)...) or [BT¥(...}(#)(c)...)—and letz’ be the result of uni-
formly substituting occurrences ofd)(«) in 7 with !(¢)(8). It follows from the equiva-
lence of dynamic and static entailment relations betweeqaeiative formulas that € =’
iff -7’

We cannot, however, fully generalize the equivalence. Tt say, the following
does not generally hold for arbitrary formulas@f a.

(213) 1,00 €V ff G1,.. 00 IIEW

The equivalence does hold when all@f ..., ¢,,, 1 contain an imperative, as follows from
the generalization of12) to arbitraryL, o embeddings ofZ; » imperatives. But it fails
to hold when a premise is non-imperative. We illustrate thi@twvith a simple example:

(214)  A9)(a),¢ € (T)(), while [(¢)(), ¢ - 1(T)(a)
Proof that [¢)(«),¢ € /(T)(«).
Letc* =¢||!(¢)(@)]|||¢]l, and suppose thatis non-imperative.
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We knowminfic« N ([¢]cx X W), <, (4. )(w)] € [lex @andicx C [@] o x
w.

So it follows thati.« N ([¢]ex X W) = d.x. Thenmin[ic*,gtc* (ags)(w)
] € [0
Soc* IF{(T)(a).

By contrast, we only have)(a), ¢ IF1(T)(«) if we “dynamicize” the static entail-
ment relation, so that information to the turnstile’s lefieidded to the modal base against
which the truth or requirement of the formula to the ture&ilright is checked (roughly
along the lines of the dynamicization suggested toward titeo §3.2). As we noted in
§2.4, validating this argument form is extremely natural for ggdate semantic logic of
planning’® It is less natural, but still potentially reasonable—degieg on whether and
when it makes sense to use a dynamicized version of the statidment relation—from
the point of view of a logic of content.

The reason validating this argument form is extremely rafior an update semantic
logic of planning points to a sense in which the update seicegiven in this section
probably cannot be given a logic of content rationale. Upd&mantic accounts define
entailment in terms of vacuous update oflgdater'scognitive state (or contextual rep-
resentation thereof). From the point of view of the updattre-subject of authority, the
owner of the updated To-Do List—updating with the inforroatthat¢ constrains the rel-
evant possibilities for the current state of the worldstpossibilities. Subsequent update
with the imperative (¢)(«) requires the subject to, in effect, add the acticio her To-Do
List at all the best-worlds. Subsequent to both updates: all the relevant ppitissss for
the current state of the world arepossibilities, and the best ones of those demand
In view of her knowledge of present circumstances, compéarquires that the subject
performa. Subjects are constrained to obey in view of their own infation state. But
authorities are certainly not committed to prefer obedeincview of theirsubjects’in-
formation state—though perhaps committed to prefer olmedién view of her own, the
possibility that the dynamicized entailment relatiorgh4 is designed to accommodate.
While updating a subject’s cognitive state witkh}(«) and¢ may leave her with no choice
but to performe, this is something an authority is not generally commiteendorsing
(if, suppose, her information should differ from that of kabject). | see no real way, then,
to give the subject-oriented update semantics develop#tdsrsection a logic of content
rationale.

5.6 Conclusion: For Pluralism in Imperative Logic

Theories of performative force, imperative or otherwisee addressee-oriented: their
subject-matter is the effect of the use of some linguisticickeon an addressee Be-
cause of this, building an update semantics around a thddamperative performative
force means, as we just saw, difficulties in accounting ferdanse in which imperative
logic is supposed to be normative for an authority’s endoesg. Requiring that a seman-
tics for imperatives be an outgrowth of a dynamic theory giémative performative force,
a laPortner(2008, then, appears to mean automatically marginalizing a @ffexie rea-
sonable, and certainly worthy of study, approach to theclo§imperatives—that which
is characteristic of logics of content.

78. This argument is a roughi; A analogue of argument form43), (13), and (L7). There are less rough
analogues, but making the relevant points would involv@ahicing some complexities about representing future
tense indicatives i) a that aren’t worth the trouble.
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More generally, | think that privileging dynamic semantitaéyses of the imperative
over static treatments, along the lines developed in themsartions of this paper or other-
wise, involves marginalizing a collection of prima faci@senable approaches to the logic
of imperatives. | see no compelling reason for this BfaStatic logics of content attempt
to model the endorsements that an authority is committedacerat a given point in time,
while static logics of planning attempt to model the coristsaon a subject’s planning
that are in force at a given point in time. For a wide array pggs, these things certainly
seem like they would be well worth modeling, and modelingriteertainly seems to re-
quire embracing a static perspective on imperative seggmnttven insofar as we think
of imperative performative force as a (perhaps the) cruasalect of the imperative—as
something that any semantic treatment of the imperativaldteay something about—we
have seen, at some length, that the static treatments ofriperative on offeddo have
quite a lot to say on this subject, from the vantage of a caimgtsemantic orientation.
Even where it proved impossible to characterize inadms$DRL pairs by appeal to
antecedent static validity of the relevant permission fadams, it is easy to see that NDRL
update is designed, in part, to enforce their posterioditgi

In short, a pluralistic attitude toward the semantics oféngpives is warranted. Marginal-
izing reasonable approaches is unwarranted and, moreoeénpdologically suspect, in
particular for philosophers and linguists whose primatgiiest lies in the formal seman-
tics of natural language imperatives. This is an area ofarebeto which relatively little
attention has been paid or progress made since the 1960suglt there are, of course,
a few notable exceptions), and into which contemporary ouglin formal semantics are
only beginning to penetrate. We ought to save the worryirauaivho should be working
on what, at least until the number of recent papers in majon@ls outnumbers the fingers
on one hand.

REFERENCES

Aloni, Maria. 2007. Free choice, modals, and imperatiwatural Language Semantid$: 65-94.
doi:10.1007/s11050-007-9010-2

Aloni, Maria & Robert van Rooy. 2002. The dynamics of questi@and focus. In B. Jackson (ed.)
Proceedings of SALT 1ZLC Publications. URLhttp://staff.science.uva.nl/~maloni/salt02/
salt02.pdf

Asher, Nicholas & Alex Lascarides. 200Bogics of ConversatianCambridge: Cambridge Univer-
sity Press.

Bar-Hillel, Yehoshua. 1966. Imperative inferenéealysis26: 79-82.d0i:10.2307/3326286

Bratman, Michael E. 1987ntention, Plans, and Practical ReasoBambridge: Harvard University
Press.

Broome, John. 1999. Normative requirememRatio12: 398-419.d0i:10.1111/1467-9329.00101

Castaneda, Hector Neri. 1958. Imperatives and deonticc.logi Analysis 19: 42-48.
doi:10.2307/3326749

Castaneda, Hector Neri. 1960. Imperative reasoniR@giosophy and Phenomenological Research
21: 21-49.d0i:10.2307/2104787

Castaneda, Hector Neri. 1971. There are command sh-imsen Analysis 32: 13-19.
doi:10.2307/3327276

Charlow, Nathan. 2008a. Imperative semantics and dynamigspublished ms., University of
Michigan.

79. | don't believe Portner has furnished one, either in pullishwork or personal corre-
spondence (see, e.g., his contribution to the discussiorhtgt//crapulae.wordpress.com/2009/01/30/
portners-mistake-about-imperatives/

80


http://dx.doi.org/10.1007/s11050-007-9010-2
http://staff.science.uva.nl/~maloni/salt02/salt02.pdf
http://staff.science.uva.nl/~maloni/salt02/salt02.pdf
http://dx.doi.org/10.2307/3326286
http://dx.doi.org/10.1111/1467-9329.00101
http://dx.doi.org/10.2307/3326749
http://dx.doi.org/10.2307/2104787
http://dx.doi.org/10.2307/3327276
http://crapulae.wordpress.com/2009/01/30/portners-mistake-about-imperatives/
http://crapulae.wordpress.com/2009/01/30/portners-mistake-about-imperatives/

IMPERATIVE STATICS AND DYNAMICS / 81

Charlow, Nathan. 2008b. Imperatives in context. Unpulelisms., University of Michigan.

Charlow, Simon. 2008c. Free and bound pro-verbs: A unifieattnent of anaphora. In T. Friedman
& S. Ito (eds.)Proceedings of SALT 1&LC Publications. URLhttp://semanticsarchive.net/
Archive/mISYTEyYO!

Chellas, Brian F. 1980Modal Logic: An Introduction Cambridge: Cambridge University Press.

von Fintel, Kai & Anthony S. Gillies. 2007. An opinionated ida to epistemic modality. In
T. Gendler & J. Hawthorne (ed€¥xford Studies in Epistemology: VolumeZxford University
Press. URLhttp://mit.edu/fintel/fintel-gillies-2007-ose2.pdf

von Fintel, Kai & Sabine latridou. 2008. What to do if you waatgo to harlem: Anankastic con-
ditionals and related matters. URittp://mit.edu/fintel/www/harlem-rutgers.pdfnpublished
ms., MIT.

Geach, P. T. 1958. Imperative and deontic lodioalysis18: 49-56.d0i:10.2307/3326785

Geach, P. T. 1963. Imperative inferenémalysis23, Supplement 1: 36—4210i:10.2307/3326619

Geach, P. T. 1966. Dr. Kenny on practical inferen&aalysis26: 76—79.doi:10.2307/3326285

Geurts, Bart. 2005. Entertaining alternatives: Disjumtsias modaldNatural Language Semantics
14: 383-410d0i:10.1007/s11050-005-2052-4

Gillies, Anthony S. 2007. Counterfactual scorekeepih@guistics and Philosophg0: 329-360.
doi:10.1007/s10988-007-9018-6

Gillies, Anthony S. 2008. Iffiness. URLhttp://www-personal.umich.edu/~thony/
iffiness-revised-june2008.pdUnpublished ms., University of Michigan.

Green, Mitchell. 1997. The logic of imperatives. In E. Créigl.) The Routledge Encyclopedia of
Philosophy 717-721. New York: Routledge.

Grice, H. P. 1989Studies in the Way of Word€ambridge: Harvard University Press.

Groenendijk, Jeroen & Martin Stokhof. 1991. Dynamic pratidogic.Linguistics and Philosophy
14: 39-100.doi:10.1007/BF00628304

Hamblin, Charles. 1987imperatives Oxford: Basil Blackwell.

Hare, R. M. 1949. Imperative sentencé&ind 58: 21-39.d0i:10.1093/mind/LVI111.229.21

Hare, R. M. 1952 The Language of Moral€Oxford: Oxford University Press.

Hare, R. M. 1967. Some alleged differences between imperatind indicativesMind 76: 309—
326. d0i:10.1093/mind/LXXV1.303.309

Isaacs, James & Christopher Potts. 2003. Hidden impesat&L http://people.umass.edu/potts/
talks/isaacs-potts-nels34-handout- 1up.pidflk delivered at NELS 34, SUNY Stony Brook.

Jorgensen, Jgrgen. 1937-8. Imperatives and I&gienntnis7: 288—296.

Kenny, A. J. 1966. Practical inferenc&nalysis26: 65—75.d0i:10.2307/3326284

Kolodny, Niko & John MacFarlane. 2008. Ifs and oughts. URttp://johnmacfarlane.net/
ifs-and-oughts.pdfUnpublished ms., UC Berkeley.

Kratzer, Angelika. 1981. The notional category of modality H. Eikmeyer & H. Rieser (eds.)
Words, Worlds, and Context38—74. Berlin: De Gruyter.

Kratzer, Angelika. 1991. Conditionals. In A. von Stechow &\Wunderlich (eds.pemantics: An
International Handbook of Contemporary Resea®b1-656. Berlin: De Gruyter.

Kratzer, Angelika & Junko Shimoyama. 2002. Indeterminatenpuns: the view from Japanese.
In'Y. Otsu (ed.)Proceedings of the Third Tokyo Conference on PsycholitigaiéTCP 2002)
1-25. Tokyo: Hituzi Syobo.

Lemmon, E. J. 1965. Deontic logic and the logic of imperatitagique et Analys8: 39-71.

Lewis, David. 1973 Counterfactuals Malden: Basil Blackwell.

Lewis, David. 1975. Adverbs of quantification. In E. Keenad.fFormal Semantics of Natural
Language 3—15. Cambridge: Cambridge University Press.

Mastop, Rosja. 2005. What can you do? Ph.D. DissertatidrCIL

Ninan, Dilip. 2005. Two puzzles about deontic necessityJ.IGajewski, V. Hacquard, B. Nickel
& S. Yalcin (eds.)New Work on Modalityvol. 51 of MIT Working Papers in LinguisticsCam-
bridge: MITWPL.

Portner, Paul. 2004. The semantics of imperatives withireary of clause types. In K. Watanabe
& R. Young (eds.)Proceedings of SALT 1£LC Publications. URLhttp://semanticsarchive.
net/Archive/mJIZGQ4N/

Portner, Paul. 2008. Imperatives and modal$Natural Language Semantict5: 351-383.

81


http://semanticsarchive.net/Archive/mI5YTEyO/
http://semanticsarchive.net/Archive/mI5YTEyO/
http://mit.edu/fintel/fintel-gillies-2007-ose2.pdf
http://mit.edu/fintel/www/harlem-rutgers.pdf
http://dx.doi.org/10.2307/3326785
http://dx.doi.org/10.2307/3326619
http://dx.doi.org/10.2307/3326285
http://dx.doi.org/10.1007/s11050-005-2052-4
http://dx.doi.org/10.1007/s10988-007-9018-6
http://www-personal.umich.edu/~thony/iffiness-revised-june2008.pdf
http://www-personal.umich.edu/~thony/iffiness-revised-june2008.pdf
http://dx.doi.org/10.1007/BF00628304
http://dx.doi.org/10.1093/mind/LVIII.229.21
http://dx.doi.org/10.1093/mind/LXXVI.303.309
http://people.umass.edu/potts/talks/isaacs-potts-nels34-handout-1up.pdf
http://people.umass.edu/potts/talks/isaacs-potts-nels34-handout-1up.pdf
http://dx.doi.org/10.2307/3326284
http://johnmacfarlane.net/ifs-and-oughts.pdf
http://johnmacfarlane.net/ifs-and-oughts.pdf
http://semanticsarchive.net/Archive/mJlZGQ4N/
http://semanticsarchive.net/Archive/mJlZGQ4N/

82 / NATE CHARLOW

doi:10.1007/s11050-007-9022-y

Potts, Christopher. 2003. Keeping world and will apart: Acdiurse-based semantics for impera-
tives. URLhttp://people.umass.edu/potts/talks/potts-nyu-hangddf Talk delivered at NYU
Syntax/Semantics Lecture Series.

Rooth, Mats. 1992. A theory of focus interpretatioNatural Language Semanticds 75-116.
doi:10.1007/BF02342617

Ross, Alf. 1941. Imperatives and logitheoria7: 53-71.

Schulz, Katrin. 2003. You may read it now or later: A case gtad the paradox of free choice
permission. URLhttp://www.illc.uva.nl/Publications/ResearchReptvisL-2004-01.text.pdf
M.A. Thesis, University of Amsterdam.

Schulz, Katrin. 2005. A pragmatic solution for the paradbkee choice permissiorSynthesd 47:
343-377.d0i:10.1007/s11229-005-1353-y

Schwager, Magdalena. 2006. Conditionalized imperativesM. Gibson & J. Howell (eds.Pro-
ceedings of SALT 16&CLC Publications. URLhttp://user.uni-frankfurt.de/~scheiner/papers/
schwagerFEBO7.pdf

Segerberg, Krister. 1990. Validity and satisfaction in @rgiive logic. Notre Dame Journal of
Formal Logic31: 203—-221doi:10.1305/ndjfl/1093635415

Segerberg, Krister. 1994. A model existence theorem initafinpropositional modal logiclournal
of Philosophical Logi@3: 337-367.d0i:10.1007/BF01048686

Stalnaker, Robert. 1978. Assertion. In Peter Cole (8gijtax and Semantics 9: Pragmatibiew
York: Academic Press.

Stalnaker, Robert. 2002.  Common ground.Linguistics and Philosophy25: 701-721.
doi:10.1023/A:1020867916902

Swanson, Eric. 2006. Interactions with context. Ph.D. &isgion, MIT.

Swanson, Eric. 2008a. Constraint semantics and its apiplicato condi-
tionals. URL http://www-personal.umich.edu/~ericsw/research/Swan
%?20Constraint%20Semantics%20handout.pdffalk delivered at First Formal Epistemol-
ogy Festival, University of Konstanz.

Swanson, Eric. 2008b. Modality in language. Philosophy Compass3: 1193-1207.
doi:10.1111/j.1747-9991.2008.00177.x

Veltman, Frank. 1996. Defaults in update semantiurnal of Philosophical Logi@5: 221-261.
doi:10.1007/BF00248150

Veltman, Frank. 2008. Imperatives at the semantics/prégsiaterface. Unpublished ms., ILLC.

Vorobej, Mark. 1982. Deontic accessibility. Philosophical Studies41: 317-319.
doi:10.1007/BF00353882

Williams, B. A. O. 1963. Imperative inference. Analysis 23, Supplement 1. 30-36.
doi:10.2307/3326619

Yalcin, Seth. 2007. Epistemic modalglind 116: 983-1026d0i:10.1093/mind/fzm983

Zimmermann, Thomas Ede. 2000. Free choice disjunction pistieenic possibility.Natural Lan-
guage Semantids 255-90.doi:10.1023/A:1011255819284

82


http://dx.doi.org/10.1007/s11050-007-9022-y
http://people.umass.edu/potts/talks/potts-nyu-handout.pdf
http://dx.doi.org/10.1007/BF02342617
http://www.illc.uva.nl/Publications/ResearchReports/MoL-2004-01.text.pdf
http://dx.doi.org/10.1007/s11229-005-1353-y
http://user.uni-frankfurt.de/~scheiner/papers/schwagerFEB07.pdf
http://user.uni-frankfurt.de/~scheiner/papers/schwagerFEB07.pdf
http://dx.doi.org/10.1305/ndjfl/1093635415
http://dx.doi.org/10.1007/BF01048686
http://dx.doi.org/10.1023/A:1020867916902
http://www-personal.umich.edu/~ericsw/research/Swanson,%20Constraint%20Semantics%20handout.pdf
http://www-personal.umich.edu/~ericsw/research/Swanson,%20Constraint%20Semantics%20handout.pdf
http://dx.doi.org/10.1111/j.1747-9991.2008.00177.x
http://dx.doi.org/10.1007/BF00248150
http://dx.doi.org/10.1007/BF00353882
http://dx.doi.org/10.2307/3326619
http://dx.doi.org/10.1093/mind/fzm983
http://dx.doi.org/10.1023/A:1011255819284

