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having relevance to some political matter(s). Political mat-
ters include both matters of politics (elections, politicians’ 
character etc.) and matters of policy (immigration policy, 
pandemic policy etc.). Unless otherwise specified, all men-
tions of “information” in what follows refer to politically 
relevant information3. I follow standard practice among mis-
information researchers (Roozenbeek et al. 2023) and define 
debunking as providing corrective information concurrently 
with or subsequently to the alleged misinformation, and 
source reliability labeling as providing assessments (in the 
form of a prominent label) of the reliability of an informa-
tion source alongside the information (e.g. a news story) the 
source presents. In practice, debunking encompasses a num-
ber of distinct interventions. For example, in addition to dis-
playing a corrective message (e.g. “disputed by third-party 
fact-checkers”) alongside the false or misleading posts, 
Meta, the owner of Facebook, Instagram, and WhatsApp, 
would generally also reduce the spread of such content 
(Meta 2024). X (formerly Twitter), in turn, relies on user-
generated Community Notes displayed alongside disputed 
information, seeking to correct it or provide more context, 

3  For a definition of “political beliefs” along similar lines, see, e.g., 
Hannon and de Ridder (2021, 156).

1 Introduction

In this paper, I argue that governments should not pass laws 
aiming to curb, limit, or eliminate the spread of question-
able1 information on social media, to the extent that these 
laws rely on debunking interventions such as fact-checking, 
and source reliability labels (SRL). Governments should 
also refrain from coercively intervening in political dis-
course with the aim of limiting ideological sorting.2 I focus 
specifically on information that is politically relevant, in the 
broad sense of being treated by many of its consumers as 

1  I will use the general term “misinformation” to refer to such infor-
mation. Misinformation, on my understanding, could be false, par-
tially true, or true but misleading. I make no distinction between 
intentional and non-intentional misinformation.

2  For recent work along similar lines, see e.g. Messina (2023); Gib-
bons (2023).
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but the company takes no further steps regarding the mes-
sage’s spread (X Corporation, 2024). YouTube’s approach 
to fact-checks appears similar, except the corrections come 
from externally validated publishers, rather than being user-
generated (Google 2024).

In this paper, I am concerned with debunking in the sense 
of providing corrective information, without imposing fur-
ther sanctions on users; I leave aside the question of content 
removals and user bans.

In making my argument, I do not presuppose any par-
ticular normative theory (for example, I do not assume any 
substantive account of the value of free speech). I rely on 
appeals to empirical evidence and, when necessary, com-
monsense moral intuitions. Nevertheless, the argument has 
broader philosophical and practical import. Its conclusions 
run counter to celebrated works in digital ethics, and stand 
athwart a number of vigorously pursued policy proposals.

1.1 Motivating the case and Presenting the 
Arguments

I will start with an unofficial sequel to a story once told by 
Pigliucci (2018): In the original, Massimo, a distinguished 
philosopher, finds himself discussing some controversial 
matters with a relative of his, a conspiracy theorist by the 
name of Ostinato. The discussion covers a broad variety of 
issues, from the 9/11 attacks to links between vaccines and 
autism. Despite having truth, reason, and logic on his side, 
Massimo fails to get Ostinato to budge on any of the topics. 
Ostinato

denied relevant expertise …, while at the same time 
vigorously—and apparently oblivious to the patent 
contradiction—invoking someone else’s doubtful 
expertise …. He continually side-tracked the conver-
sation, bringing up irrelevant or unconnected points 
… and insisting we should look “beyond logic,” what-
ever that means. The usual fun. I was getting more and 
more frustrated, the wine was running out, and neither 
I nor Ostinato had learned anything or even hinted at 
changing our mind (2018, 7).

For the sequel, let us introduce a third protagonist - Prepo-
tente, the mayor of the town where Massimo and Ostinato 
live.

Prepotente recognizes that Ostinato’s views are not just 
mistaken; they might be downright dangerous (what if 
Ostinato acts on his crazy misinformed beliefs? What if he 
spreads them? What if he votes?), and it would be good for 
Ostinato to change them in line with the evidence. This much 
seems reasonable. But Prepotente then decides to intervene 
in the conversation in the most unusual way: he threatens 

Massimo with significant financial penalties unless he con-
tinues the conversations with Ostinato, on a regular basis, 
so that the latter’s mind can finally be changed. If Massimo 
refuses, Prepotente will confiscate a substantial amount of 
money from him. He can even, when all else fails, throw 
Massimo in a cage.

To make matters starker, imagine one last thing: imagine 
it turns out that when it comes to issues such as the pseu-
doscience of vaccines, Ostinato is literally immune to evi-
dence. No matter what Massimo says, no matter how many 
times he hears it, Ostinato’s prior confidence in his belief 
will equal his posterior. For him, when it comes to matters 
of this sort, p(A|B) = p(A).

Now, what should we make of Prepotente’s actions in this 
story? It seems that Prepotente is acting unjustly. By using 
coercion to get Massimo to engage in what is essentially 
a fool’s errand, Prepotente appears to violate Massimo’s 
rights (a lawyer might say that Massimo’s forced conver-
sations with Ostinato amount to compelled speech), for no 
benefit whatsoever. This is unjustified. Even if Massimo has 
good reasons to generally follow Prepotente’s other orders 
(including orders about what Massimo should say), this case 
is an exception.4

When governments insist on mandating misinformation 
interventions, such as fact-checks and SRLs (especially 
online), they mandate that social media companies (SMCs) 
and other content providers engage, like Massimo, in certain 
types of compelled speech. But if people are like Ostinato in 
the above story, the governments would be coercing SMCs 
for no benefit whatsoever. Since it was unjust for Prepotente 
to do this, it seems unjust for governments to do as well.

As it turns out, when it comes to political information, 
most of us seem to harbor the habits of thought that approxi-
mate Ostinato’s. Thus, governments may not mandate (cer-
tain types of) misinformation interventions.

More explicitly:

(1) (Most) people are (epistemically) politically irrational 
(henceforth simply “politically irrational”) – that is they 

4  One could worry that what drives the intuition condemning Pre-
potente’s act is the mere presence of coercion rather than the futil-
ity of the coerced actions. But that would be too quick. For starters, 
many reasonable people would be willing to accept the permissibility 
of compelling speech at least in some cases (e.g. many reasonable 
people support truth-in-advertising laws; a priori, we should not want 
to condemn such laws merely because they amount to compelled 
speech); indeed, it’s not unreasonable to think that in some instances, 
the government’s use of coercive power to get one party to police 
the speech of another is legitimate. Employers are sometimes legally 
required to restrict expressive activity in the workplace, lest they be 
found liable for creating a hostile work environment. While some 
bemoan such laws, reasonable people can disagree on how well-justi-
fied they are and I do not want to prejudge the issue.
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do not form their political beliefs in truth-conducive 
ways.

(2) If (most) people are politically irrational, then debunk-
ing questionable information in their information 
diets5 will very likely not lead them to becoming better 
informed and make better-informed political choices.

(3) Therefore, debunking questionable information in peo-
ple’s information diets will very likely not lead them 
to becoming better informed6 and make better-informed 
choices. (from 1 to 2)

(4) If governments are justified in passing a law, they need 
to have a good reason to think the law has a high prob-
ability of meeting its goals.

(5) Therefore, governments are not justified in passing laws 
aimed at curbing/removing questionable information 
from the citizens’ information diets. (from 3 to 4)

I rely on empirical findings in political psychology to moti-
vate premises (1) and (2). I rely on commonsense moral 
intuitions, and an appeal to public reason liberalism, to 
motivate premise (4).

If sound, the argument gives us a strong reason to oppose 
government interventions aimed at combating questionable 
information online. Suitably modified, it can also yield the 
conclusion that governments should not attempt to mitigate 
ideological sorting online (ideological sorting, or sorting for 
short, occurs when people tend to interact online primarily 
with those that share their political views). Assuming that 
a reduction in sorting - perhaps achieved by a reduction, 
or even banning, of microtargeted political ads, sometimes 
thought to be one of the culprits behind sorting - would 
mean expanded access to what psychologists call “counter-
attitudinal” information (information that in some way goes 
against one’s views), the second version of the argument is 
this:

(6) (Most) people are politically irrational.
(7) If most people are politically irrational, then expand-

ing their access to a broader range of information in 
their online information diets will very likely not lead 

5  For the purposes of this paper, “information diet” refers to the total-
ity of politically relevant information a person consumes. The quality 
of a person’s information diet refers to the proportion of non-mislead-
ing information in her information diet (the higher the proportion, the 
higher the quality). Misleadingness is context-dependent. For exam-
ple, knowing the crime rate among new immigrants, or the fatality 
rate of some disease, when taken in isolation, could be misleading. 
When put in context (crime rates of other groups, fatality rates of 
other diseases), they could cease to be misleading.

6  A person becomes better-informed when the proportion of her non-
misleading beliefs increases. Choices are better-informed when a per-
son choosing makes her choice at least on the partial basis of the new, 
better information.

them to becoming better informed and making better-
informed choices.

(8) Therefore, expanding people’s access to a broader range 
of information in their online information diets will 
very likely not lead them to becoming better informed 
and making better-informed choices. (from 6 to 7)

(9) If governments are justified in passing a law, they need 
to have a good reason to think the law has a high prob-
ability of meeting its goals.

(10) Therefore, governments are not justified in pass-
ing laws aimed at adding information to the citizens’ 
online information diets, such as laws preventing sort-
ing. (from 8 to 9)

The assumption of political irrationality yields the predic-
tion that actual attempts to debunk misinformation will 
fail to change people’s minds. There is a growing body of 
empirical evidence that confirms this prediction. Debunking 
fake stories, especially in online environments, fails either 
to correct misinformed beliefs or to change evaluative atti-
tudes previously based on misinformed beliefs (or both). It 
fails because people who process information irrationally 
are not epistemically benefited by improvements to the 
quality, quantity or diversity of information they receive. 
Moreover, if misinformation contributes to the adoption of 
more extreme attitudes, fact-checking, in virtue of its fail-
ure to correct belief in misinformation, will fail to prevent 
increased extremism. For the same reason, we can expect 
that exposure to alternative viewpoints will not lead people 
to becoming less extreme, less biased or better informed.

The argument has some implications for the philosophi-
cal literature on (how to deal with) social media misinfor-
mation and sorting. As we shall see, celebrated works in 
these areas – belonging to what I’ll call the “digital ethics of 
misinformation” – tend to assume the negation of premise 1 
and 6 in the above arguments, in order to make recommen-
dations about what to do with the less-than-ideal conditions 
of political discourse on social media. These recommen-
dations frequently include encouraging governments to 
institute policies restricting ideological sorting and curbing 
misinformation. If I am right, these demands are misguided.

Moreover, if I am right, then we should be pessimistic. 
Governments across the world – even those putatively com-
mitted to robust protections of freedom of speech – have 
either already employed a number of restrictive policies 
aiming to combat misinformation, or are planning to do 
more (see e.g., The European Commission’s Code of Prac-
tice on Disinformation (2022)). These policies will not help 
us get better at deliberating online and will not improve our 
knowledge of complex political matters, nor will they help 
us better appreciate opposite viewpoints. So, real-world 
governments are likely already exceeding their legitimate 
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There is in this regard a generally recognized asymmetry 
between coercive and non-coercive acts. Geoffrey Brennan 
and Loren Lomasky (2006), for example, say that:

the onus of justification weighs much more heavily 
on coercive than on consensual activity. Unless there 
is some overriding reason to coerce others, there is 
an overriding reason not to coerce. Different theories 
of political authority will prompt different judgments 
concerning those circumstances in which coercion 
is justified, but any remotely plausible theory will 
acknowledge that the justificatory bar is set consider-
ably higher for force than for voluntary concurrence 
(237, emphasis added).

Bare intuition and appeal to consensus are not the only ways 
to support this premise. In a wide-ranging exploration of 
the principles of public justification, Kevin Vallier (2021) 
argues as follows:

we can only publicly justify coercion if members of 
the public have some way to convince one another that 
the policy in question will have certain effects and that 
the benefits of the policy will exceed the costs asso-
ciated with lost opportunities for choice. I think this 
is arguably an implicit part of what Rawls called the 
“guidelines of inquiry,” and I will call this part policy 
epistemology … Policy epistemology is critical for 
determining which public policies can be publicly jus-
tified, especially in the case of coercive regulations. 
Part of showing that persons have reason to submit to 
coercion is demonstrating that the coercion in ques-
tion is an improvement according to each person’s 
reflective perspective. [footnote omitted, emphasis in 
original]. (155–158)

On Vallier’s account, a coercive act that cannot be demon-
strated to have a reasonable chance of achieving its prom-
ised benefit is not publicly justified. If we’re all political 
Ostinatos, then forcing us to consume (or forcing hap-
less Massimos to feed us) debunking information will not 
secure the benefit of expanding our political knowledge and 
improving our political information-processing. So, it will 
not be publicly justified.

All the foregoing favors the normative premise.
Still, one could object: perhaps the analogies are inapt. 

Coercive policies aimed at corporations do not carry the 
same normative significance as coercive policies aimed at 
individuals. When corporations are found in violation of the 
law, they typically have to pay a fine, sell off their assets, 
break up into smaller units, etc.; when individuals are, they 
could end up in prison, or worse. This is a significant moral 

functions by attempting to fight misinformation, and are 
also likely to continue doing so.

2 Defending the Premises

2.1 The Normative Premise

Premise 4 (9) can be justified by noting, first, that most gov-
ernment policies are coercively enforced. Second, in virtue 
of being harmful, coercion is presumptively unjustified. 
That is to say, whoever wishes to employ coercion must 
provide a good reason for doing so. Moreover, for coercion 
to be justified, it must at least have reasonable chances of 
achieving its goals. Huemer (2012) expresses this thought 
as follows:

there is a kind of moral presumption against coer-
cive interventions. Laws are commands backed up 
by threats of coercive imposition of harm on those 
who disobey them. Harmful coercion against an indi-
vidual generally requires some clear justification. One 
is not justified in coercively harming a person on the 
grounds that the person has violated a command that 
one merely guesses has some social benefit. If it is not 
reasonably clear that the expected benefits of a policy 
significantly outweigh the expected costs, then one 
cannot justly use force to impose that policy on the 
rest of society (2012, 12, emphasis added).

The point seems intuitive (recall Prepotente from the previ-
ous section). Consider the following two cases:

RESCUE 1: A is drowning at sea. In order to save A, B 
decides to use a nearby boat, which belongs to C, and sail 
to A’s rescue. B commandeers the boat, threatening to use 
violence against C if they were to refuse.

RESCUE 2: A is drowning at sea. In order to save A, B 
decides to use a reliquary, which belongs to C, and perform 
a magic ritual to calm the waters. B commandeers the reli-
quary, threatening to use violence against C if they were to 
refuse.

B’s actions in RESCUE 1 seem justified. B’s actions 
in RESCUE 2 don’t seem justified. The only difference 
between them is that, in contrast to RESCUE 1, in RES-
CUE 2 it’s extremely unlikely that the action B coerces C 
to perform will be effective in helping achieve the ethically 
justified goal of saving A. This can be analogized to what 
governments do. While government coercion may some-
times be justified, it may not be justified in cases where 
there is little to no chance of achieving the goal (however 
laudable).
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One can also wonder whether passing laws intended to 
achieve some goal, without caring whether they in fact do 
so (or while knowing, or having an obligation to know, that 
they probably won’t), is an especially effective way of com-
municating one’s commitment to that goal. Indeed, such 
cavalier attitude towards the law’s outcomes undermines the 
message of commitment to the values the law is supposed 
to promote.9

Finally, there are non-coercive ways of signaling such 
a commitment. The government’s expressive powers are 
vast and it seems possible for it to engage in a number of 
non-coercive actions that express endorsement of the value 
of reasoned debate, without threatening anyone with sanc-
tions for failure to say what governments want them to say 
(I return to this point in the penultimate section).

2.2 The Empirical Premise

Premise 1 (6) is true in light of a vast literature on politi-
cal psychology. That literature appears to converge on the 
finding that, when it comes to politics, we are all Ostinatos 
(nearly enough) or “partisan hacks” (Freiman 2021, p. 22 
and passim). We process politically-relevant information 
irrationally. We are partisan and ignorant. We do not listen 
to reason, and frequently do not know (nor care to know) 
what policies our favored candidates endorse. We arrive at 
beliefs about politics in deeply biased and motivated ways. 
In a word, we fail to adhere to basic epistemic norms when 
it comes to forming political beliefs.

This is not to say, however, that such beliefs are formed 
haphazardly or randomly. Just because people are epistemi-
cally irrational about politics, it does not follow that they are 
irrational simpliciter.

In many theorists’ view (Caplan 2007; Huemer (2016; 
Brennan (2016; Freiman (2021; Hannon and de Ridder 
(2021), Somin (2023) non-adherence to the norms of epis-
temic rationality might still be instrumentally rational, might 
still help us achieve our other goals - at least when it comes 
to politics. For when it comes to politics, Bryan Caplan 

whether the standards are successfully set would depend on what the 
general public perceives the standards to be, it is unclear whether 
legally-required debunks would achieve this aim. Plus, there also 
seem to exist non-coercive ways of setting such standards.

9  For an analogy, imagine I teach literature and want to instill love of 
Shakespeare in my students. To do so, I make them memorize long 
passages from Hamlet, and grade them exclusively on how well they 
do it. When told that this method is unlikely to make my students 
appreciate Shakespeare - in fact, it could lead them to resent his work 
instead - I reply that what really matters is that my method of teaching 
expresses my commitment to spreading the love of the Bard, and that 
I intend to make no changes to my teaching style. Such a reply seems 
to show that I am deeply unserious about my alleged commitment. It 
would also be odd to claim that my doing so fosters an environment 
and sets appropriate standards for the appreciation of fine literature.

difference not accounted for in my argument - after all, 
coercive policies I discuss will be aimed at corporations, 
not individuals.

However, recent practice of governments when it comes 
to policing internet speech belies this time-honored dis-
tinction. Real-world democratic governments appear to be 
willing to impose criminal sanctions (inclusive of imprison-
ment) on corporate personnel of various levels, from owners 
and CEOs to regular workers, for violations of government 
demands regarding online speech.

For one example, the executives of Rumble, an online 
video sharing site, risk criminal penalties in the UK for the 
company’s failure to comply with the British governments’ 
demands concerning what speech is “monetized” on the 
platform (Sellman 2023). For another, Brazil-based employ-
ees of X (formerly Twitter) were threatened with arrest for 
the company’s failure to comply with the Brazilian govern-
ment’s demands for censorship (Chakraborty 2024). Thus, 
rank-and-file workers also seem to face threats of prosecu-
tion from governments dissatisfied with how their employ-
ers handle demands about online speech. Consequently, at 
least when it comes to the enforcement of various speech 
laws, analogizing them to coercive acts aimed at individuals 
seems apt.7

It could also be said that, though perhaps the laws are 
not likely to be particularly effective, they express a valu-
able signal: a government’s (or even society’s) commitment 
to a rational, fact-based public discourse. While this could 
be true, there are reasons to think that such symbolic vir-
tues do not justify coercion (especially when combined with 
the law’s practical ineffectiveness): first, while, to some 
people, forcing companies to correct political mispercep-
tions in public discussion communicates the governments’ 
commitment to improved public discourse, it’s not unrea-
sonable to view laws mandating fact-checks as expressions 
of epistemic paternalism, signaling, rather, a distrust in citi-
zens’ capacity to participate in democratic self-governance 
without oversight. The message sent by governments with 
laws like these seems ambiguous, which undermines their 
symbolic force.8

7  Ultimately, it seems that getting corporations to obey laws would 
have to depend on getting individuals to obey commands from the 
state. If this is granted, then the moral strictures on coercion would 
apply to laws targeting corporations to roughly the same degree as 
they do to laws targeting individual behavior, since the chief mecha-
nism for enforcement – coercion directed at individuals - is at work 
in both cases.

8  For the same reason, it’s not clear whether such legislation could 
succeed in setting the standards for public debate and fostering an 
environment where truth and accuracy are prized, regardless of short-
term effectiveness. While it’s possible that some reasonable people 
will see the demands for fact-checking as doing just that, other rea-
sonable people may perceive such demands as fostering an environ-
ment of stifled discussion and elite distrust of common opinion. Since 
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does not harm us in achieving our goals, and holding them 
brings us non-epistemic benefits, we are incentivized not to 
be especially attentive to epistemic norms when forming 
them. It is rational to be irrational about such beliefs.10

In what follows, I choose to focus primarily on politi-
cal beliefs as chief examples of this phenomenon, for three 
reasons: first, in so doing, I simply follow the practice of the 
theorists cited above who endorse some version of rational 
irrationality; second, political beliefs are often taken to be 
paradigmatic examples of rational irrationality; third, the 
correction of specifically political misinformation (or polit-
ically-relevant scientific misinformation) is frequently the 
main target of fact-checking and other forms of debunking.

The scientific evidence of widespread failures of epis-
temic rationality in forming political beliefs is substantial. 
Consider, for starters, this passage from Milton Lodge and 
Charles Taber (2007), summarizing their own work on 
political rationality:

These studies show that [when it comes to political 
issues] people find it very difficult to escape the pull 
of their spontaneously evoked feelings. First, people 
simply feel that the information they agree with is 
stronger than the information with which they dis-
agree. Second, when thinking about the evidence on a 
policy issue, people actively denigrate the information 
with which they disagree while accepting supportive 
information with little scrutiny. Third, people seek 
out confirmatory information and avoid evidence that 
might challenge their priors. Fourth, all of these biases 
conspire to drive attitudes further in the direction of 
priors the more they think and reason about the issues. 
Finally, all of these biases are particularly pronounced 
for citizens with more knowledge and stronger politi-
cal attitudes, the very folks on whom democratic the-
ory relies most heavily (35).

There is, of course, more. In a famous series of stud-
ies, Cohen (2003) gave ideologically sorted participants 
descriptions of two sorts of welfare policy, a “stringent” and 
a “generous” one, and asked them to pick the one they pre-
ferred. In one condition, participants were given no further 
information about the policies. In the other, they were told 
that their party opposed the ideologically congruent policy 
(i.e. that the Democrats opposed the generous policy or that 
the Republicans opposed the stringent one). Cohen found 
that

10  I stress that I do not take this to impugn the general public’s intel-
lectual capacities, nor to justify any form of paternalistic interventions 
‘for the good of the ignorant masses’. Rather, it’s a simple recognition 
that people respond to incentives, and sometimes they’re highly incen-
tivized not to take epistemic norms seriously.

says, “[b]eliefs that are irrational from the standpoint of 
truth-seeking are rational from the standpoint of individual 
utility maximization” (2007, 179). This is because the costs 
of being factually wrong about political matters are usually 
very low or externalized (when I vote on the basis of mis-
taken beliefs about some issue, my vote has a vanishingly 
small chance of changing the outcome, and even if I get 
my way, the costs of the policy my elected representatives 
pursue are borne by the entire society - see Joshi (2024) 
for more on this); on the other hand, the psychological and 
social benefits of holding beliefs endorsed by members of 
our political tribe (regardless of their truth) are significant. 
Being biased, unscientific, and tribalistic in forming political 
beliefs benefits us by way of signaling group-membership, 
solidifying our self-conception as decent human beings, 
and securing social approval - and does little harm. As Ilya 
Somin explains,

when there are few or no negative consequences to 
error, it is rational to make little or no effort to control 
one’s biases. Thus, citizens routinely overvalue evi-
dence supporting their preexisting [political] views 
while downplaying or ignoring anything that cuts the 
other way. These tendencies toward biased evalua-
tions of information are significant and widespread 
among voters on both sides of the political spectrum.
Many of the most attentive citizens tend to be highly 
biased “political fans.” They follow politics closely 
for much the same reasons as sports fans follow their 
favorite teams: not to get at the truth, but to enjoy 
the camaraderie of their fellow fans, the process of 
cheering on their preferred political “team,” and – in 
many cases – detesting opposing “teams” (opposing 
parties and their supporters). There is nothing nec-
essarily wrong with being a political or sports fan. 
But fan behavior is often at odds with truth-seeking. 
People who follow politics primarily to enhance their 
fan experience cannot objectively evaluate political 
information. [2023, 289, emphasis added, references 
omitted]

In other words, in the realm of political belief, (most) people 
have strong incentives to forgo epistemic norms for belief-
forming, and weak incentives to avoid untruths. Not all 
political beliefs fall into this category (e.g. the belief that 
there are 25 EU Member States would likely be easily cor-
rected, regardless of one’s opinion of the institution), and 
some non-political beliefs do (even empirical beliefs - con-
cerning, say, the efficacy of a vaccine, the lethality of a dis-
ease, or the main causes of crime - could become, under the 
right sorts of conditions, vehicles for partisan signaling). But 
insofar as there is a class of beliefs such that their falsehood 
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do not gather enough information to make the optimal 
choice (Chong 2013, p. 96).
Given the evidence cited so far, the question of whether 
political thought could ever amount to a normatively 
satisfying rational-choice process is probably not even 
a subject for debate (Taber and Young 2013, p. 546).
The overwhelming consensus in political psychology, 
based on a huge and diverse range of studies, is that 
most citizens process political information in deeply 
biased, partisan, motivated ways rather than in dis-
passionate, rational ways. … Even [those] who lack 
strong ideologies… don’t care enough about politics 
to form opinions, but if they started to care, they’d 
form opinions in biased ways (Brennan 2016, p. 32).
the studies I’ve reviewed show that political partisans 
are generally unmoved by evidence. When confronted 
with information that threatens our side, we’re mas-
ters at ignoring, downgrading, and discrediting it to 
maintain our partisan allegiance. Thus, even if the evi-
dence points to our side being wrong, we’ll continue 
to believe that we’re right (Freiman 2021, p. 34).

Systematic biases and (rationally) irrational attitudes char-
acterize how typical members of the electorate think about 
politics. Specifically, acquiring new information does not 
lead to a straightforward belief-updating one would expect 
if voters were rational. People respond to new information in 
ways that diverge from how they rationally should respond. 
In general, it seems more important for most to remain firm 
believers in an ideology than to have an accurate picture of 
political matters in light of the available evidence.

The foregoing suggests that interventions aiming at 
debunking misinformation or providing SRLs are unlikely 
to succeed. This is because information that some purported 
facts are not the way originally presented, or that a news 
story is missing context, or is put forward by a disreputa-
ble source, will be reasoned about in the same way that the 
target story was reasoned about: with the aim to maintain 
one’s political identity, not to acquire a more accurate pic-
ture of how the world is and should be.11 It also suggests 
that removing barriers to exposure to, and discussion with, 
people holding different political beliefs, will not signifi-
cantly reduce biases or increase political knowledge, since 
people will reason about this new information in biased and 
motivated ways.

11  Presumably, this should apply to cases in which misinformation is 
entirely prevented from entering into people’s information diets, for 
example via preventive bans on certain content or content providers. 
Once again, improving the quality of information diets seems unlikely 
to improve how that information is processed. People are still likely to 
process true, non-misleading information in ways that are biased and 
motivated, even if their access to false political information is limited. 
Interventions addressing ignorance will not improve rationality.

[e]ven under conditions of effortful [cognitive] pro-
cessing, attitudes toward a social policy depended 
almost exclusively upon the stated position of one’s 
political party. …. Nevertheless, participants denied 
having been influenced by their political group, 
although they believed that other individuals, espe-
cially their ideological adversaries, would be so influ-
enced (808).

In yet another study, Dan Kahan and colleagues (2017) dis-
cover that when processing politically valenced information, 
the cognitive performance of even sophisticated participants 
significantly deteriorates when the information is discordant 
with the participant’s values. As they summarize it,

when policy-relevant facts become identified as sym-
bols of membership in and loyalty to affinity groups 
that figure in important ways in individuals’ lives, they 
will be motivated to engage empirical evidence and 
other information in a manner that more reliably con-
nects their beliefs to the positions that predominate in 
their particular groups than to the positions that are 
best supported by the evidence (74, emphasis added).

This finding has been replicated in a number of other stud-
ies, such as Gampa et al. (2019), Calvillo et al. (2020), and 
Aspernäs et al. (2023).

Su (2022) finds similar results:

people were more reluctant to update their beliefs for 
politically significant issues and … more likely to 
update their beliefs when they received information 
that aligned with their preexisting ideologies. Also, 
… providing subjects with ambiguous information 
caused them to be further divided based on their politi-
cal ideology, although subjects may also discredit the 
ambiguous information altogether when it challenges 
their beliefs to a great extent (8).

These are all examples from individual studies, of course, 
but they seem representative of the literature as a whole. 
Consider these summaries:

in studying the political psychology and behavior 
of citizens, every facet of the rational choice model 
appears to be violated to some degree. People prefer 
policies and engage in behavior such as voting that 
do not further their self-interest. Their preferences are 
often unstable, inconsistent, and affected by how alter-
natives are framed. They do not always respond to 
new information by updating their beliefs and modify-
ing their preferences in accord with their goals. They 
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of references to misinformation, even when people 
acknowledge and demonstrably remember the retrac-
tion …; in some studies, a retraction did not reduce 
reliance on misinformation at all … (114, references 
omitted, emphasis added)13

Though I think it is fair to say that the preponderance of 
evidence is on the side of the ineffectiveness of debunking, 
some research suggests small positive effects.

For instance, a meta-analysis by Chan and colleagues 
(2017) discovers that debunking fake news stories fails 
to prevent the persistence of misinformation, though it 
seems to mitigate it somewhat (specifically, groups that 
are presented with misinformation but no debunking are 
worse informed than controls, groups presented with mis-
information + debunking are better informed than the 
misinformation only group, but groups presented with mis-
information + debunking are still less informed than con-
trols), while recent work by Porter and Wood (2022) finds 
a robust effect of fact-checking on belief accuracy. So, how 
can this apparent discrepancy be reconciled?

Some have proposed that the difference can largely be 
explained by the kind of misinformation that gets corrected 
in different experimental paradigms. Information concern-
ing singular, one-off events (e.g. the racial identity of the 
criminal in a news story) is easier to correct regardless of 
prior (in this case, racial) attitudes, than the more general 
information more tightly tied up with a person’s self-con-
ception as a member of the political tribe (e.g. that members 
of one racial group are on average no more likely to commit 
crimes than members of some other group). As Ecker and 
Ang put it,

a retraction of an attitude-congruent one-off event 
might be easily accommodated with a person’s world-
view because it may not require attitude change. … By 
contrast, accepting a retraction of attitude-congruent 
misinformation that is more general is more likely to 
require attitude change: Misinformation that is gen-
eral is more likely to be relevant to the associated atti-
tude…. For instance, having received and accepted 
misinformation that Aboriginal people are generally 
more likely to commit robberies than Caucasians, 
a racially prejudiced person might be unwilling to 
accept a retraction of that misinformation because this 

13  One could say that this finding demonstrates at least some effec-
tiveness of the corrections; but note that it requires acknowledging and 
explicitly remembering the correction to reduce reliance on the cor-
rected misinformation by a half. It’s doubtful whether we can rely on 
people - especially on partisans - to consciously keep counterattitudi-
nal corrections firmly in mind outside of experimental settings.

3 Empirical data on Correcting 
Misinformation12

3.1 Debunking

If the above is correct, then we should expect actual debunk-
ing interventions, including interventions in online environ-
ments, to mostly fail at improving people’s knowledge and 
reasoning processes. There is ample empirical confirmation 
of this prediction.

A number of studies have now found little effect of inter-
ventions aimed at countering politically relevant misinfor-
mation (and some have found them to achieve the opposite 
effect of increasing confidence in misinformation).

Let us consider some examples.
Prasad et al. (2009) find that people retained their belief 

in the link between Saddam Hussein and the 9/11 terror-
ist attack on New York City, despite being confronted with 
information to the contrary.

Nyhan and Reifler (2010) discover that “ideological sub-
groups failed to update their beliefs when presented with 
corrective information that runs counter to their predisposi-
tions.” (304).

Ecker and Ang (2019) replicate these results, finding, 
however, that conservatives are more likely to stick to their 
guns in the face of counterattitudinal evidence.

Lewandowsky et al. (2012) summarize the (then current) 
literature on misinformation correction in a similarly pessi-
mistic vein, documenting the so-called “continued influence 
effect,” whereby the original misinformation continues to 
exert influence on how people reason:

Research … has consistently found that retractions 
rarely, if ever, have the intended effect of eliminat-
ing reliance on misinformation, even when people 
believe, understand, and later remember the retraction 
…. In fact, a retraction will at most halve the number 

12  My presentation of the empirical research could strike some as 
one-sided - aren’t I straying too close to simply cherrypicking stud-
ies that happen to fit my preexisting normative conclusions? In trying 
to prevent such charges, I sought, where possible, to rely on meta-
analyses and literature reviews; where I could find no such work, I 
sought to rely on multiple papers supporting my empirical claims, 
rather than a single reference. If this still seems unsatisfying, it’s worth 
pointing out that such practice is par for the course in the literature 
on the topic. Even cursory discussions of the empirical methodology, 
or acknowledgments of research disputing their empirical claims are 
rarely included. Indeed, high-quality, insightful, well-received philo-
sophical articles on the ethics of fake news and misinformation often 
rely on single studies or even trade paperbacks, in justifying some of 
their important empirical premises (Pham and Castro 2020; Fritts and 
Cabrera 2022; Fraser 2023). If one accepts that it is more secure to rely 
on meta-analyses and literature reviews than on individual papers, then 
the foundation for my empirical premises seems stronger than (some 
of) those authors’. If not, then I am at least in good company.
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counterattitudinal fact-checking) are significantly lim-
ited. (367, emphasis added)

A similar finding has been reported by Chan and Albarracin 
(2023), whose meta-analysis of over 70 studies of debunking 
scientific misinformation, also discovered that “attempts to 
debunk science-relevant misinformation were, on average, 
not successful” (1514). Moreover, to the extent that small 
positive effects were observed, they concerned corrections 
of counterattitudinal misinformation. Just as the hypothesis 
of political irrationality would predict, people were more 
likely to believe corrections aligned with their worldview, 
and disinclined to believe counterattitudinal corrections.

One could worry that the research I cite at best shows lit-
tle effectiveness of debunking on committed partisans; but, 
one could argue, political neutrals might still benefit from 
fact-checks, since they aren’t as infected with bias.

There are two reasons to resist this worry: first, the objec-
tion might underestimate the proportion of partisans in the 
general population; after all, most of the studies demonstrat-
ing the ineffectiveness of fact-checks that I discuss here do 
not specifically select for partisanship but rather tend to rely 
on random sampling. So, if they do demonstrate the inef-
fectiveness of fact-checking/sorting prevention, they dem-
onstrate the ineffectiveness of fact-checking on the beliefs 
of (what approaches) a random sample of citizens.

Second, empirical research appears to show that politi-
cal misinformation is in fact overwhelmingly consumed 
and shared by committed partisans (Narayanan et al. 2018; 
Guess et al. 2018; Osmundsen et al., 2021). Consequently, 
the corrections of such misinformation will also overwhelm-
ingly be accessed by political partisans.

Overall, despite the outliers, we should, it seems, retain 
substantial confidence that debunking interventions don’t 
work.15

Though there’s less empirical work on SRLs (see 
Roozenbeek et al. 2023), some of the most recent research 
appears to confirm the futility of these interventions, in line 

15  Can’t we rather conclude that since the intervention works bet-
ter in laboratory conditions than in the real world, we should seek to 
transform real-world conditions to approximate whatever happens in 
the lab? Then, the interventions would boast higher real-world effec-
tiveness. This is easier said than done, however. Consider that people’s 
relevant incentives in the laboratory are significantly shifted because 
the likely audience is changed: first, due to demand characteristics, 
participants might be more willing to respond in the way they believe 
researchers would like them to respond; second, in the relative privacy 
of the experimental conditions. participants incur no social oppro-
brium for disavowing their previously held views. These incentives 
are reversed in the real world. It’s unclear whether and how they can 
be changed through policy - but if they can, if being factually correct 
about political matters can somehow become more beneficial, then 
people will have independent, self-regarding reasons to seek out cor-
rect information, making fact-checking mandates superfluous.

would necessitate a certain amount of attitude change 
(2019, 4)14.

Secondly, while in some cases people may respond to cor-
rections by rationally updating their beliefs, political ratio-
nality would also seem to require that they typically modify 
their evaluative attitudes towards questions about politics 
and policy accordingly (e.g., support for a candidate should 
decrease at least somewhat if it was based on faulty – but 
later corrected – information about her character or record). 
Generally, this isn’t so, as demonstrated by empirical data 
explicitly examining the effect of debunking on changes in 
political attitudes - see e.g. Swire et al. (2017), Nyhan and 
Zeitzoff (2018), Nyhan et al. (2020), Swire-Thompson et al. 
(2020), Sides (2021), and Klofstad and Uscinski (2023). All 
these studies find no effect of improved relevant political 
knowledge on evaluative attitudes.

This is in line with Dennis Chong’s (2013) summary 
of the literature on political belief-updating: “[i]n general, 
new facts do not change opinions as much as the perceived 
implications of those facts, which are themselves subject to 
partisan biases” (113).

Thirdly, it appears that studies with more ecological 
validity, either closely mimicking actual online environ-
ments or directly examining data therefrom tend not to find 
any positive effect of debunking. For example, in a study of 
54 million Facebook users interested either in scientific or 
conspiracy content, Zollo and colleagues (2017) find that

[debunking] information online is ignored [by people 
interested in conspiracy theories]. Indeed, our results 
suggest that debunking information remains confined 
within the scientific echo chamber and that very few 
users of the conspiracy echo chamber interact with 
debunking posts. Moreover, the interaction seems to 
lead to an increasing interest in conspiracy-like con-
tent. (9)

Lastly, meta-analyses of empirical work on debunking 
appear largely to confirm the ineffectiveness of the inter-
vention. Walter and colleagues’ (2020) paper is a case in 
point. Having examined a range of individual studies, the 
authors find that

the effects of fact-checking on beliefs are quite weak 
and gradually become negligible the more the study 
design resembles a real-world scenario of exposure 
to fact-checking. For instance, though fact-checking 
can be used to strengthen preexisting convictions, its 
credentials as a method to correct misinformation (i.e., 

14  Indeed Ecker and Ang confirm this hypothesis.
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Supposing that limiting17 sorting would expand access 
to more diverse information, the sad fact of political irra-
tionality once again throws a spanner in the works of better 
political discourse. As we shall see, much of the research 
demonstrates that exposure to alternative political view-
points does little to persuade people to modulate their own 
positions. So it seems we should not really expect people to 
arrive at their political beliefs more rationally after being 
exposed to alternative perspectives.

This line of thought suggests that not just increased pas-
sive exposure to, but also more frequent active discussion 
with, people who hold different views would be unlikely 
to remedy the problems with political discourse on social 
media. And though the empirical literature’s verdict on the 
effects of deliberation (on- and offline) appears less clear-cut 
than what the literature on political irrationality says, it is, 
still, hardly encouraging. In one philosopher’s estimation,

On its face, the empirical evidence seems to show us 
both that people are too [biased] to deliberate prop-
erly and that deliberation makes them more [biased] 
… [T]here is ample empirical evidence that delibera-
tion often stultifies or corrupts us, that it frequently 
exacerbates our biases and leads to greater conflict. 
(Brennan 2016, p. 66, emphasis added)

Others are slightly less pessimistic. In their overview of the 
empirical literature on deliberation, political scientists C. 
Daniel Myers and Tali Mendelberg (2013) note that:

Deliberation can help correct some of the pathologies 
of individual information processing, …, although it 
can lead to other information-based or socially based 
pathologies, such as group polarization or conver-
gence. … However, while deliberation is supposed to 
result in more inclusive decision-making, and racially 
heterogeneous groups may provide information-
processing benefits …, the process of deliberation is 
rarely free of the inequalities of social status, race, and 
gender. These problems can be addressed, but specific 
conditions must be in place to do so. … [O]ther forms 
of heterogeneity, such as preference heterogeneity, can 
have complicated effects on the quality and outcomes 
of deliberation. Process research can also identify 
biases that are not anticipated by normative schol-
ars, such as [the] finding … that the influence of an 

17  How could governments do this? One proposal is to ban personal-
ized advertising. Without personalized advertising, the argument goes, 
internet users would no longer receive specially tailored information 
that ensconces them in an information bubble. Indeed, the European 
Union has just recently banned Facebook from engaging in this prac-
tice (von Hoffman 2023).

with what we should expect given political irrationality. As 
Aslett et al. (2022) put it,

evidence from a preregistered randomized field exper-
iment among a large representative sample of Ameri-
cans reveals that the particular intervention studied 
here—providing dynamic, in-feed source reliability 
labels—does not measurably improve news diet qual-
ity or reduce misperceptions, on average, among the 
general population. Our estimates, based on both sur-
vey and behavioral data collected over an extended 
period, are precise and rule out even modest effect 
sizes by conventional standards. (7)

A good explanation of these findings (explicitly embraced 
by both Walter et al. and Chan & Albarracin) is politically 
motivated reasoning. People prefer to maintain their politi-
cal identity at the expense of genuinely taking on-board 
information that contradicts their political views. This is 
why they do not change their minds even when told that the 
information they’d previously relied on was false.

There is good reason to think that debunking and SRL 
interventions will continue failing to achieve their goals., 
Failures of political rationality are not remedied by inter-
ventions targeting political ignorance. Consequently, gov-
ernments should not mandate them.

3.2 Sorting

By the same token, governments should not pursue inter-
ventions that aim to reduce ideological sorting by increasing 
exposure to politically discordant points of view. Sorting 
occurs when different groups of politically opposed peo-
ple tend only to interact with other partisans of the same 
viewpoints, tend to consume the same (often biased) news 
sources, and rarely try to engage the other side in a serious 
debate – or attempt to apprehend their opponents’ perspec-
tives charitably.16

16  This characterization bears a similarity to what Thi Nguyen has 
described as an “echo chamber” (2020), i.e. “an epistemic commu-
nity which creates a significant disparity in trust between members 
and non-members. This disparity is created by excluding non-mem-
bers through epistemic discrediting, while simultaneously amplifying 
members’ epistemic credentials. Finally, echo chambers are such that 
general agreement with some core set of beliefs is a prerequisite for 
membership, where those core beliefs include beliefs that support that 
disparity in trust” (146, emphasis removed). Nguyen contrasts echo 
chambers with what he calls epistemic bubbles - epistemic commu-
nities where information is also filtered out, though not necessarily 
maliciously or even intentionally. Bubbles can be burst easily, whereas 
escape from echo chambers is often very difficult.
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justification: some reasonable citizens would take the above 
cited studies to demonstrate (to a satisfactory degree) the 
ineffectiveness of anti-sorting interventions, grounding the 
opposition to mandating them. Such mandates would, there-
fore, not be publicly justified, in virtue of failing the require-
ments of policy epistemology.

In conclusion, governments should not engage in polic-
ing misinformation, whether by mandating debunking and 
SRLs, or by attempting to ban microtargeting in an effort to 
decrease ideological sorting.18

4 Digital Ethics of Misinformation

This conclusion runs counter to a number of proposals in 
the philosophical literature on social media ethics, having 
to do both with the spread of misinformation and increasing 
ideological sorting (see, for example, Cohen 2012; Tufekci 
2014; Rini 2017; Singer 2017; Véliz 2020; Pasquale 2020; 
Castro and Pham 2020; Fritts and Cabrera 2022; Howdle 
2023; most of whom take inspiration from the well-known 
work on polarization and echo chambers by Pariser (2011); 
see also Bozdag and van den Hoven (2015) for a survey of 
such arguments). These authors seem explicitly or implic-
itly committed to the denial of premise 1 & 6 in my argu-
ments. That is, they seem to assume that people exposed 
to political information online will rationally update their 
beliefs and adjust their attitudes on the basis of this informa-
tion. This – so the thinking goes – could become very dan-
gerous when the information is false. In contrast, if people’s 
beliefs were more accurate, if they had access to what the 
other side thinks, and if they engaged with those positions 
in good faith, the threat of misinformation would be dimin-
ished. Call this “the rationality assumption.”

For instance, Véliz (2020) argues that

Personalized ads fracture the public sphere into indi-
vidual parallel realities. If each of us lives in a dif-
ferent reality because we are exposed to dramatically 
different content, what chance do we stand of having 
healthy political debates? When politicians have to 
design one ad for the whole of the population, they 
tend to be more reasonable, to appeal to arguments 
that a majority of people are likely to support. Person-
alized ads are more likely to be extreme … When we 

18  One could object that the studies at best offer evidence of short-
term ineffectiveness of debunking. It’s possible the intervention could 
offer longer-term benefits. While true, it seems to me that in light 
of the fact that, as discussed by Gardner (2012) and Tetlock (2017), 
any longer-term predictions are riddled with extreme uncertainty, it 
would be problematic to base a justification for coercion on necessarily 
speculative long-term predictions about the effects of, say, fact-check 
mandates.

argument depends on whether the argument is intro-
duced by someone who shares the majority’s interests, 
not just on the informational value of the argument 
(721-2, references omitted).

This does not inspire confidence that getting people to 
engage with opposing viewpoints would result in a better 
political discussion on social media, especially in light of 
the fact that the above summaries also include in their scope 
highly structured and moderated deliberative exercises. 
In contrast, online political discussion is frequently much 
more free-wheeling and unstructured.

In any case, the more recent evidence on the effects of 
online political discussion on participants is, at best, ambig-
uous. Some studies (e.g. Bail et al. 2018; Suhay et al. 2018; 
Oswald and Bright 2022) find that exposure to political 
disagreement online increases partisan attitudes, including 
the dislike of opponents. Zhang and colleagues (2022) find 
that such exposure leads people to actively filter out (by 
blocking or unfriending) opposing viewpoints which may, 
paradoxically, lead to more ideological sorting. Torcal and 
Maldonado (2014) and Guidetti and colleagues (2016) find 
that political disagreement reduces interest in (and knowl-
edge of) politics. It also contributes to feelings of psycho-
logical discomfort (Jeong et al. 2019).

Bago and colleagues (2022) find that deliberation has 
little to no effect on reducing belief in conspiracy theo-
ries. Wojcieszak and Price (2010), Robison and colleagues 
(2018) and Robison (2020) similarly find that exposure 
to and discussion of opposing views has no effect on bias 
reduction or attitude strength.

Collectively, the findings suggest that increased expo-
sure to and discussion of alternative political viewpoints 
has negative to null effects on opinion change, partisan bias, 
political knowledge, and political interest. Kevin Simler 
and Robin Hanson (2018) argue that political irrationality 
explains these results:

When our beliefs are anchored not to reasons and evi-
dence, but to social factors we don’t share with our 
conversation partners (like loyalty to different politi-
cal groups), disagreement is all but inevitable, and our 
arguments fall on deaf ears. We may try to point out 
one another’s hypocrisy, but that’s not exactly a recipe 
for winning hearts and minds (298, footnote omitted).

Consequently, it is highly questionable whether govern-
ments can claim to have sufficient evidence that limiting 
ideological sorting will achieve their ends of improving 
political discourse, political knowledge, and political rea-
soning. So it is highly questionable whether they are jus-
tified in passing such mandates. In the parlance of public 
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Howdle (2023) argues, along the same lines, that, in the 
absence of political discussion with others,

citizens are unable … to help each other develop their 
understandings and deliberative stances in the light 
of information they receive from one another. They 
cannot escape or supplement their limited pools of 
information. They are unable to update their beliefs 
and preferences in light of what they learn from their 
fellow citizens’ responses to politicians’ claims, pro-
posals, and policies. (451)19

Singer (2017) also castigates fake news as a threat to 
democracy:

fake news … is contrary to one of the fundamental 
premises on which democracy rests: that voters can 
make informed choices between contending candi-
dates. (np.)

These authors appear to think that exposure to, or delibera-
tion with, others not sharing our views (Cohen, Howdle), 
exposure to fact-checks (Véliz, Rini, the EC), and access 
to accurate information (Pasquale, Singer) will improve the 
way people think and talk about politics, because, presum-
ably, people are (more or less) rational in how they process 
this information (what else could the explanation be? ).

As we saw, the rationality assumption flies in the face 
of empirical evidence. Digital ethics of misinformation, as 
practiced by these scholars, needs to let go of the excessively 
optimistic view of what the interventions they support may 
accomplish (Fritts and Cabrera 2022 is one example of tak-
ing the ineffectiveness of political fact-checks seriously; the 
already mentioned Nguyen 2020 is an example of taking 
seriously the difficulties with preventing sorting20). Since 
the rationality assumption underlies the policy proposals 
put forward by Véliz, Pasquale, and others, it follows that 

19  The trouble is, of course, that citizens don’t “update their beliefs 
and preferences” even when they have access to others’ views.
20  It seems to me that Nguyen’s account bolsters the case I am mak-
ing in this paper. On Nguyen’s view, echo chambers are extremely 
difficult, if not impossible, to escape merely by increased exposure to 
counterevidence. Nguyen attributes such difficulties less to individual 
members’ rational irrationality (the literature on which he does not 
engage with) and more to the structural features of such communities, 
but in either case, fact-checking and cross-partisan exposure are likely 
to be ineffective against echo chambers. Things may be different when 
it comes to breaking out of epistemic bubbles. Here, mere provision 
of neglected information is sufficient to “burst” them. However, given 
the sorts of psychological profiles of people antecedently interested in 
politically relevant information, it is unclear whether any politically 
partisan epistemic communities are better characterized as bubbles 
than echo chambers.

all see the same ads, we can discuss them. Journalists, 
academics, and political opponents can fact-check 
and criticize them. Researchers can try to measure 
their impact. All that scrutiny puts pressure on politi-
cal candidates to be consistent. (83, emphasis added)

Véliz’s point about the salutary effects of fact-checking is 
repeated by other scholars. Frank Pasquale, for example, 
claims that: “If Google and Facebook had clear and publicly 
acknowledged ideological agendas, adult users could grasp 
them and inoculate themselves accordingly, with skepticism 
toward self-serving content” (2020, 98, emphasis added).

Rini (2017) predicts in the same vein that “[a] story that 
has been flagged as disputed is, presumably, less likely to 
be trusted on the basis of testimony, and people who persist 
in sharing disputed stories may suffer reputational conse-
quences” (57) and proposes, as a further development of 
counter-misinformation strategies, for SMCs to introduce 
reliability labels for individual users.

The European Commission itself is on board. In expand-
ing upon the already mentioned Disinformation Code of 
Practice (as of now voluntary, but rumored to become man-
datory soon), the august body says:

signatories [to the Code] should commit to extend the 
cooperation with fact-checkers. Increasing the impact 
of fact-checking can be also achieved through a bet-
ter incorporation and visibility of content produced by 
fact-checkers. Signatories should look into efficient 
labelling systems as well as the creation of a com-
mon repository of fact-checks, which would facilitate 
its efficient use across platforms to prevent the resur-
gence of disinformation that has been debunked by 
fact-checkers. (The European Commission 2021; np., 
emphasis added)

Véliz’s claims about the harmful effects of “fragmentation” 
(or what I call sorting) are also embraced in the literature. 
Cohen (2012), for instance, says:

networked citizen-consumers move within personal-
ized “filter bubbles” that conform the information 
environment to their political and ideological commit-
ments. This is conducive to identifying and targeting 
particular political constituencies, but not necessarily 
to fostering political dialogue among diverse constitu-
encies in ways that might enable them to find common 
ground… through robust and open debate, which lib-
eral democracy requires to sustain and perfect itself 
(1917, emphasis added).
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take it, is ultimately the point behind Howdle’s complaints 
about microtargeting). Countering misinformation increases 
the probability of the public accessing correct information. 
This is sufficient for the intervention’s feasibility. Hence, 
this paper doesn’t show it should not be mandated.

I do not think the objection works: for starters, people 
already have access to accurate information – it’s just a 
Google search (or a library visit) away; social media itself is 
awash with reliable data (it’s not just misinformation, after 
all). Consequently, the necessary condition for, for example, 
rationally forming political opinions on the basis of the best 
evidence, is already met, absent any mandates.

It could be replied that prominently displayed fact-checks 
make access to accurate content easier, since they don’t 
require people to actively search for information - scrolling 
through news feeds alone would suffice. This, in turn, could 
raise the probability of people accessing, consuming, and 
internalizing the corrections.

There is reason to doubt this claim, however: for starters, 
if the backfire effect is real, then consuming counterattitu-
dinal fact-checks will entrench partisan views, rather than 
mitigating them; corrections could also result in more shar-
ing of questionable content, as some researchers have found 
(Mosleh, et al., 2021). Moreover, since people generally find 
exposure to political disagreement unpleasant, and since 
encounters with counterattitudinal fact-checks are likely to 
be seen as encounters with political disagreement, people 
could be discouraged from using social media entirely - and 
seek out venues less committed to fact-checking (perhaps 
the comment sections of partisan news outlets).

It is also worth bearing in mind that governments appear 
to have at their disposal less coercive alternatives enabling 
them to raise the probability that misinformation is properly 
countered. They can simply use their own ability to com-
mand attention and project epistemic authority through offi-
cial communications, and issue corrective messages across 
social media and other information channels, without man-
dating anything.

In addition to communication and messaging, it might 
be possible for governments to promote educational efforts 
aiming to foster media literacy and critical thinking (though 
see Gibbons 2023 for skepticism about the efficacy of such 
measures, in virtue of their failure to genuinely incentivize 
people to apply these skills to political discussion). Indeed, 
some have suggested that governments could incentivize 
being well-informed about politics by simply paying people 
for doing well on the annual national political knowledge 
test (Caplan, 2013) - this solution seems to address people’s 
incentives, and could conceivably work better than educa-
tion-based alternatives. In any case, there is a wide scope for 
government interventions that do not compel speech.

these proposals are not well-motivated, whether they target 
misinformation or ideological sorting.

A wrinkle on the above argument could be that I am over-
stating the consequences of political irrationality. The find-
ings do not suggest, after all, that people will never reliably 
update their normative and descriptive beliefs about politics 
in light of new evidence; moreover, failures of rationality 
need not be particularly pronounced either, and are con-
sistent with a serviceable manner of dealing with political 
information. After all, in general, all the well-studied cog-
nitive biases notwithstanding, humans are pretty good at 
arriving at largely true beliefs. As Goldman (1999) puts it:

None of the psychological literature on biases suggests 
that people are wholly incapable of forming veridical 
beliefs. Most of it contends that native cognitive heu-
ristics just don’t coincide with normatively appropri-
ate procedures. … This hardly establishes—nor does 
it purport to establish—that they have zero capacity 
for accurate belief formation. Indeed, other segments 
of cognitive science confirm that people are extremely 
accurate in their beliefs (231).

However, there is a crucial difference between an aver-
age person’s belief about most things and her beliefs about 
politics. As political psychologists persistently find out, the 
average person knows very little about politics (see, e.g., 
Somin 2013)21. This suggests that Goldman’s reason to 
think that, in general, our ordinary thinking processes are 
by-and-large reliable at getting at the truth does not apply 
to the special case of politics. People are extremely inac-
curate in their political beliefs. So we have reason to think 
that the biases operative in political thinking are more 
pronounced than those that operate in everyday thinking 
about non-political matters, and make our political belief-
forming processes singularly unreliable. Interestingly, the 
already cited papers exploring deteriorating performance in 
politics-related cognitive tasks discover just the significant 
differences in the processing of political vs. non-political 
information predicted by uniquely political irrationality.

5 Regulation: Insufficient but Necessary?

Suppose one objects: while the policy of countering misin-
formation may be insufficient to attain the goal of improving 
public debate, such policy is nevertheless a necessary con-
dition for improving public debate. Specifically, for public 
debate to be improved, it is necessary (though not sufficient) 
that the public have access to accurate information (this, I 

21  And those in the minority who do know a lot show evidence of 
being a lot more biased anyway.
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not. Further research is required - the thin normative presup-
positions I am embracing in this paper only go so far.

Second, what should we make of SMCs’ decision, of 
their own free will, to institute debunking and SRL? Again, 
nothing in this paper answers this question. Again, the thin 
normative presuppositions only take us so far.

Third, in principle, my conclusions are consistent with 
the permissibility of governments requiring the debunk-
ing of non-political information - though this seems to be 
of limited practical significance, since most debunking 
efforts are directed at politically relevant content. In most 
cases where the harms from holding false (or badly formed) 
beliefs are likely smaller than the benefits of irrationality, 
we should expect attempts at fact-checking to fail, even for 
uncontroversially non-political issues (e.g. those that ani-
mate devoted sports fans). However, as the costs of error 
increase, and/or are increasingly internalized (e.g. when it 
comes to making personal decisions about where to go to 
school or work, whom to date, or even what city to visit on 
vacation), this incentivizes people to try to get things right. 
So, relevant fact-checking would tend to work for them. 
Ultimately, it is a matter of the sorts of social, psychologi-
cal, and other incentives people face, and it just so happens 
that, empirically, political beliefs tend to be ones where the 
incentives for indulging in irrationality frequently outweigh 
the incentives for factual correctness for most ordinary 
people.
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Lastly, learning new accurate information is not neces-
sary for becoming better informed. It may sometimes make 
things worse. As a review of a wide range of evidence by 
Gerd Gigerenzer and Wolfgang Gaissmaier (2011) finds, 
in some cases having access to more information impedes 
judgment accuracy. As the authors put it “ignoring part of 
the information can lead to more accurate judgments than 
weighting and adding all information” (451). Thus, access 
to new, accurate data is not required for epistemic success, 
especially in the circumstances of “low predictability and 
small samples” (Gigerenzer & Gassmaier, 2011, 451). Some 
political information environments have precisely this fea-
ture. So, increased consumption of accurate information is 
not necessary to make us better informed or reach better 
decisions. 22

6 Conclusion

Governments need to have good reason to think their poli-
cies will achieve their stated aims for those policies to be 
justified. Debunking misinformation (and providing SRLs) 
on social media is unlikely to improve people’s political 
knowledge and political decision-making. So governments 
aren’t justified in mandating that misinformation on social 
media be debunked. For the same reason, governments 
aren’t justified in passing laws aiming to prevent the frag-
mentation of political discourse online.

Some issues remain: first, a number of interventions other 
than debunking and SRLs (e.g. cognitive nudges and “pre-
bunking”) have been extensively explored in the empirical 
literature. They seem to have moderately positive effects 
on political knowledge, rationality, and attitudes (see e.g. 
Pennycook et al. 2021). Would governments be justified in 
mandating these? Nothing I said so far suggests they would 

22  For an intuitive example, consider a voter picking between two 
candidates. Suppose she has made - by all accounts - a reasonable deci-
sion, based on all information she had available, to vote for A over 
B. Suppose she then learns that 20 years ago, A used a derogatory 
term when talking about immigration. This upsets the voter to such 
an extent that she develops a strong bias against A, discounting all 
positive information about the candidate, and exaggerating all evi-
dence against them. It seems intuitive that, epistemically, the voter 
is worse off after learning new information than before, and that her 
decision based on that plus all the information she had previously, will 
be worse. For another very schematic example, consider a conspiracy 
theorist, deeply skeptical about the truth of some generally accepted 
account of some historical event E. It’s not unlikely that the theorist 
has substantial knowledge about minute details of E that most non-
experts lack; but it’s not obvious it would be right to say that she is 
therefore better informed than the non-experts who believe the official 
account. Alternatively, think of two people, A and B, with the same 
knowledge of E, except A, a believer in astrology, also knows that, 
at the time of E, Mercury was in retrograde. A knows more than B 
concerning E, but it’s not at all obvious he is better informed about it.
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