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Abstract

This paper studies the relationship between promoting people’s welfare and respecting their autonomy of choice under risk. I highlight a conflict between these two aims. Given compelling assumptions, welfarists end up disregarding people’s unanimous preference, even when everyone involved is entirely rational and only concerned with maximizing their own welfare. Non-welfarist theories of social choice are then considered. They are shown to face difficulties, too: either they fail to respect the value of welfare in at least one important sense, or they end up prioritizing different people’s welfare differently in non-risky choices, on the basis of their attitudes to risk, which are intuitively irrelevant in this context.

1 Introduction

Everyone agrees that the well-being of individuals matters. Welfarists believe it is all that matters. Welfarism is commonly assumed in social choice theory, and has many proponents in ethics. The aim of this paper is to study the connection between the value of welfare and that of respecting people’s autonomy of choice under risk. I present a framework for carrying out this task, and then offer two impossibility theorems about the connection between welfare and autonomy. First, I will show that, given compelling assumptions, any welfarist theory is committed to disrespecting the unanimous preference of individuals for a given policy over another. This will pave the way for an exploration of non-welfarist theories of social choice that respect people’s autonomy in conditions of risk. For illustration

---

1For the significance of welfarism in social choice theory, see, e.g., Mongin and d’Aspremont (1998, p. 394) and Adler (2019, p. 27); for discussions of welfarism in ethics, see, e.g., Moore and Crisp (1996) and Keller (2009).
purposes, I will consider two classes of non-welfarist theories, and discuss distinct problems that they each face; I will then show that there is no non-welfarist theory that avoids both of those types of problem.

Let me introduce in more detail my contribution by situating it within two broad traditions. First, there is a variety of well-established objections to welfarism based on appeals to the value of autonomy. Different authors are interested in different facets of this value, but non-interference is usually a common focus. Famously, Sen (1970), (1979) highlights a tension between welfarism and a certain liberal value of individual discretion over personal choices. Sen shows that a unique concern for welfare in social choice rules out the possibility of a sphere of private concern over which people have freedom to act as they wish. Nozick (1974) pursues a distinct but related line of thought when he argues against “patterned” principles of distributive justice—which include all welfarist theories—on the basis that no such principle “can be continuously realized without continuous interference with people’s lives” (Nozick, 1974, p. 163), since “liberty upsets patterns” (Nozick, 1974, p. 160).

Here, I will be interested in an aspect of the value of autonomy that is only loosely connected to non-interference, and refers instead to a form of deference to people’s own attitudes towards risk. This notion comes from the second broad tradition that I shall address, which is the literature on social choice under risk. The main question in this area is as follows: suppose we need to choose one of various possible policies, each of which will affect the welfare of a number of individuals. We are uncertain about the outcome that each policy will bring about, but can assign probabilities to the different possible states of the world. What principles should guide our decision in such a situation?

One of the most widely discussed principles encapsulates the ideal of autonomy

---

2There are then authors who deny welfarism for other reasons; I shall mention two strands of literature. One rejects welfarism—at least if understood as a unique concern with “final well-being” as a measure of “how well [a person’s] life goes” (Voorhoeve & Fleurbaey, 2016, p. 936)—because of concerns with the fairness of how a certain distribution of welfare is attained—see, e.g., Voorhoeve and Fleurbaey (2016) and Voorhoeve (2021). The other rejects welfarism to take account of equality of opportunity, where social evaluation is based on information relating to an individual’s effort as well as on how well off they are—see Ferreira and Peragine (2016) for an overview.

3For overviews of this literature, see Mongin and Pivato (2016), Fleurbaey (2018), and Adler (2019).
that will be our focus: it roughly says that, if everyone involved prefers a certain policy over another, then we shouldn’t choose the latter. Versions of this thought are usually referred to as the *ex ante Pareto* principle. I shall later qualify this principle, and make it precise. What is important to note now is that this principle, together with *dominance* reasoning, gives rise to a range of striking impossibility results. Dominance reasoning connects the evaluation of acts to that of outcomes—the principle of statewise dominance, in particular, says that if an act results in at least as good an outcome as another act under every possible state of the world, then the former act is at least as good as the latter. The impossibility results of interest here all trace back to Harsanyi’s (1955) aggregation theorem, and build upon it in various ways. A strengthened version of Harsanyi’s result shows the following (Fleurbaey, 2009, 2010). Assume that individual preferences over policies satisfy the axioms of the orthodox view in decision theory, expected utility theory. Then, under weak assumptions, ex ante Pareto and statewise dominance entail that policies must be ranked at the social level by a sum of individual decision-theoretic “utilities”—these are the numbers representing the quantity whose expectation individuals maximize. When this quantity is equated with welfare, Harsanyi’s aggregation theorem becomes an argument for utilitarianism, and this is indeed how Harsanyi himself interpreted his theorem (Harsanyi, 1977, 1982). The equation of decision-theoretic utility and welfare means that individuals are expected welfare maximizers, an assumption that has come to be known as Bernoulli’s Hypothesis, or *Bernoulli* for short (Broome, 1991b; Adler, 2019).

Some recent work shows that if we reject Bernoulli by relaxing expected utility theory and allow individuals to have heterogeneous preferences for policies, the conflict between ex ante Pareto and statewise dominance is not solved, but rather exacerbated: those who evaluate outcomes in a utilitarian fashion face it too (Blessenohl, 2020; Nissan-Rozen, 2020; Bradley, 2022). It is tempting to interpret these recent

---


5To get the mathematical expectation of an uncertain quantity, we multiply the value the quantity takes in each possible state of the world by the probability of that state, and then sum all such probability-weighted values.

6There are two other ways of relaxing Bernoulli in the context of Harsanyi-style results: one is to relax expected utility but assume that there is a homogenous ranking of policies among individuals (McCarthy et al., 2020), the other involves relaxing expected utility theory as an assumption but
impossibilities as arguments in favor of expected utility theory. However, restoring expected utility theory is not enough. For we can relax Bernoulli while retaining expected utility at the individual level. This was in fact part of Sen (1976), (1977) and Weymark’s (1991), (2005) critique to Harsanyi’s interpretation of his theorem (see also Roemer, 2008, pp. 141-45). On the Sen-Weymark line of thought, utilitarianism relies on a quantitative notion of welfare that is independent of an individual’s preferences in conditions of risk (Sen, 1986, p. 1123). Given such independently given quantities of welfare, requiring Bernoulli amounts to an unmotivated substantive assumption of risk neutrality.

This paper will build upon the Sen-Weymark observation, and offer an alternative interpretation of the impossibilities stemming from Harsanyi’s aggregation theorem, which is focused on questioning welfarism. In Section 2, I shall relax Bernoulli but leave open that individuals may be expected utility maximizers. I then show that, given some plausible principles involving dominance reasoning and impartiality at the level of social evaluation, ex ante Pareto entails that welfarism must be false. I will lay out a framework for social choice under risk in Section 3, and use it to state the conflict between autonomy and welfarism precisely in terms of a first impossibility theorem. An intuitive illustration of this result is given in Section 4. My interest in presenting this argument is partly to utilize it as a springboard for considering non-welfarist views that respect the value of autonomy. Section 5 begins an exploration of what such views might look like; I describe two different types of non-welfarist views: one ends up disregarding the value of welfare altogether, while the other gives priority to people’s welfare on the basis of their risk attitude. Section 6 generalizes the point via a second impossibility theorem, showing that any autonomy-based non-welfarist theory entails some version of one of these two implications. Section 7 concludes by considering different reactions one might have to the results of the paper.

7 Mogensen (2024) interprets the results by Blessenohl (2020), Nebel (2020), and Bradley (2022) as showing that the motivation for respecting people’s preferences ex ante (in the context of Buchak’s (2013) non-orthodox decision theory) is incompatible with consequentialism—cf. Frick (2013, p. 132). In this paper, I retain instead a broadly consequentialist framework and pin the blame on the claim that only welfare matters to the social evaluation of outcomes. Blessenohl (2020, pp. 505-506) briefly mentions a non-welfarist response to his impossibility result, a version of which I took up and defended in Cibinel (2022). My aim here is to explore this suggestion at a much greater level of generality.
Before we delve into the details, it will be useful to have a rough version of the conflict between welfarism and autonomy on the table; I illustrate it now with an example. There are only two individuals affected, and we need to choose between one of two policies. Policy 1 gives 10 units of welfare to the first individual, and 0 to the second, if event $E$ occurs. It gives 0 units of welfare to the first individual, and 10 to the second, if event $\neg E$ occurs. Each of $E$ and $\neg E$ have probability 0.5 of occurring. Policy 2 gives 5 units of welfare to both individuals, no matter whether $E$ or $\neg E$ obtains. Perhaps, both individuals are suffering from a moderate illness (welfare level 0), and there is a medicine that will fully cure the first individual (welfare level 10) and leave the second ill if $E$ obtains, and fully cure the second individual and leave the first ill if $\neg E$ obtains. However, a second medicine will guarantee partial recovery for both (welfare level 5). We can represent the case in matrix form, as follows.

<table>
<thead>
<tr>
<th></th>
<th>$E$</th>
<th>$\neg E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>policy 1</td>
<td>(10, 0)</td>
<td>(0, 10)</td>
</tr>
<tr>
<td>policy 2</td>
<td>(5, 5)</td>
<td>(5, 5)</td>
</tr>
</tbody>
</table>

Each cell in the matrix represents a certain final outcome that might obtain; a pair of numbers $(r_1, r_2)$ stands in for the first individual getting $r_1$ units of welfare, and the second individual $r_2$ units of welfare, in the given outcome. Welfarists think that well-being is all that matters to evaluating outcomes. They say: no matter what other circumstances obtain, there is a fixed fact of the matter as to whether, for example, the outcome of policy 1 under $E$ is better than the outcome of policy 2 under $E$. The matter is fixed, according to welfarists, because we know how well off each individual would be in those outcomes. Since nothing else matters, this is enough to evaluate them.

---

8 The example makes certain assumptions about welfare measurement that are carefully considered only in Section 2.

9 This kind of case is very often used to illustrate the puzzles raised by Harsanyi’s aggregation theorem; see, e.g., Fleurbaey and Voorhoeve (2013, p. 116), Frick (2015, p. 191), Nissan-Rozen (2017), and Doody (manuscript). The connection it exemplifies between risk aversion and equality on the one hand, and risk-seekingness and inequality on the other, predates even Harsanyi’s aggregation theorem—see, e.g., Friedman (1953, p. 278). See also the literature on “option luck”, concerning whether individuals should be held responsible for the results of “deliberate and calculated gambles” (Dworkin, 1981, p. 293). Footnote 28 below compares my result based on this case, Theorem 1, and additional related work—especially Hammond (1981) and Fleurbaey and Zuber (2021b), (2022).
However, on pain of violating people’s autonomy, we can show there are additional circumstances that should affect our evaluation of outcomes. One way to fill in the details of the case might be this. Suppose both individuals are risk-seeking and prefer policy 1 to policy 2. By the ex ante Pareto principle, policy 1 is indeed better than policy 2 on this version of the case. But, plausibly, policy 1 can’t be better unless there is some state in which its outcome is better than that of policy 2. Moreover, clearly the outcome of policy 1 under $E$ is exactly as good as the outcome of policy 1 under $\neg E$. So, on this version of the case, both of the possible outcomes of policy 1 are better than the single outcome that policy 2 is sure to result in.

Here is a different way to fill in the details of the case. Suppose both individuals are risk-averse and prefer policy 2 to policy 1. By the ex ante Pareto principle, policy 2 is indeed socially better than policy 1 on this version of the case. But, plausibly, policy 2 can’t be better unless there is some state in which its outcome is better than that of policy 1. Moreover, since the two possible outcomes of policy 1 are equally good, the single outcome that policy 2 is certain to result in must be better than both, on this version of the case.

Under one set of circumstances, an outcome with distribution of welfare $(10, 0)$—or $(0, 10)$—is better than one with distribution of welfare $(5, 5)$. Under another set of circumstances, the outcome with welfare distribution $(5, 5)$ is better than that with welfare distribution $(10, 0)$—or $(0, 10)$. The facts about welfare remain the same, but our evaluation changes. Therefore, welfarism is false. Very informally, this is the argument that motivates the study that follows.

2 Welfare and Risk

This section clarifies the assumptions about welfare and risk attitudes that the argument just presented relies upon. We begin with a qualification on ex ante Pareto. As I said, this principle gives voice to a certain ideal of autonomy, to do with respecting people’s attitudes to risk when their welfare is at stake. My earlier, first pass formulation was this:

if every individual involved prefers a certain act or policy over another,
then we shouldn’t choose the latter.

Without qualification, this principle is dubious. Suppose the individuals involved prefer a certain act over another, but we know that this is because they have false beliefs, either about their environment or about what their good consists in. Even if we don’t know that their beliefs are false, we might know that they are based on much less evidence than we possess, and that their preferences would change if they knew more. Or perhaps we all share the same beliefs and evidence, but these individuals’ preferences are in some sense irrational. A staunch opponent of paternalism might claim that even so, we should defer to what these people want. But some would concede that in such circumstances people’s preferences may legitimately be overridden.\textsuperscript{10} I will leave this issue to one side. I am concerned with a special kind of case, in which, I think, failing to respect people’s preferences is much more problematic.

Suppose every individual affected shares the same evidence, and they all share the same evidence with us, who are engaged in the exercise of ranking policies. All of our beliefs are modeled by a single, given probability distribution over the possible states of the world. Moreover, the individuals affected know exactly what would be ultimately good for them, always and only preferring outcomes in which they get more welfare (we needn’t make the rather implausible assumption that everyone is self-interested, but only the more innocuous one that self-interested preferences are the legitimate input to social choice). Individuals’ preferences over policies with uncertain consequences are rational, in the most stringent sense of the term. First, they are coherent in the sense of satisfying the axioms of the correct decision theory. Second, they are reasonable in the sense of not being in any other way criticizable from the perspective of someone who is uniquely concerned with their interest.\textsuperscript{11} In this context at least, the ex ante Pareto principle is very hard to resist. It is this restricted version of the principle that I shall use throughout the paper.

\textsuperscript{10}See Broome (1987, p. 408) for an early statement of the problems that arise for ex ante Pareto when probabilities differ; cf. Mongin (2016), who suggests that ex ante Pareto should be rejected in all cases of “spurious unanimity”, in which (roughly) people’s preferences all agree but are based on different reasons.

\textsuperscript{11}For this second sense of rationality, I draw on Parfit (2011, p. 33). Buchak (2017, p. 620) and Hájek (2021, p. 190) specifically give a version of this distinction in relation to attitudes to risk. Those skeptical of there being anything more to rationality than coherence can simply disregard this point: my assumption, for them, is just that all individuals are rational in the sense of having preferences that are coherent.
I shall assume that we can compare the welfare levels and improvements of different people on a single scale, before any apparatus for dealing with risk is introduced—this assumption corresponds to taking seriously the Sen-Weymark challenge to Harsanyi mentioned in Section 1. In the technical jargon, welfare is cardinally measurable and fully comparable. What this means is that it makes sense to say things like “person 1’s welfare in some outcome is greater than person 2’s welfare in another” and “person 1 would benefit more if we acted in this way than person 2 would if we acted in that way”. These assumptions make it possible to represent welfare levels with numbers.12 When, below, I say that a certain individual gets welfare level $x$ in a certain outcome, with $x$ a real number, what I mean is that this individual gets $x$ units of welfare as measured by a scale appropriately chosen to reflect the assumptions about welfare that I just described (i.e., what is called an interval scale, common among all individuals).

These assumptions also entail that it makes sense to speak of risk neutrality, risk aversion, and risk-seekingness in relation to welfare. I will call someone risk-neutral if and only if they are always indifferent between policies that yield the same expectation of welfare for them, risk-averse if and only if they always prefer a policy that gives them $x$ units of welfare for sure to a policy with uncertain consequences that gives them $x$ units of welfare in expectation, risk-seeking if and only if they always prefer a policy with uncertain consequences that gives them $x$ units of welfare in expectation to a policy that gives them $x$ units of welfare for sure.13 Orthodox decision theory and its rivals alike make room for risk neutrality, risk aversion, and risk-seekingness for welfare (see Broome, 1991a; Buchak, 2013; Bottomley & Williamson, 2024). So there is no doubt that both risk-averse and risk-seeking preferences, as well as risk-neutral ones, can be rational in the sense of satisfying the axioms of the correct decision theory. All I will assume about a person’s preference relation over policies is that it is an ordering (namely, it is reflexive, complete, and transitive); this makes what I have to say compatible with

---

12See Krantz et al. (1971, ch. 4), for the relevant representation theorems; Adler (2019, p. 268) and Nebel (2024) specifically apply Krantz et al.’s results to the issue of welfare measurement.

13This is a standard characterization of risk preferences with respect to a given quantity—see, e.g., Buchak (2013, p. 21-22) for a discussion of it and of related characterizations. Note also that my definitions of risk aversion and risk-seekingness are “global”; it is worth noting that my results below actually only rely on risk aversion and risk-seekingness being displayed “locally” with respect to some interval of welfare levels.
orthodox decision theory, but also with any of its main rivals.

A further question one might ask is which patterns of preferences for risk are reasonable, in the sense of being immune from any kind of criticism from the perspective of someone concerned with the person’s interest. We have already assumed that people always prefer more welfare to less. The question is whether there is any prudential advantage that one particular attitude—for example, risk neutrality—possesses over the others. I shall assume that the answer is “no”. Perhaps extreme levels of proneness to risk, as well as extreme levels of risk aversion, can be ruled out on this basis. But there is certainly a range of entirely reasonable preferences for risk involving one’s welfare.\(^{14}\) I will call this thesis \textit{welfare-risk permissivism}.

The thesis of welfare-risk permissivism gives a positive spin to the negative observation of Sen and Weymark, according to which Harsanyi is unwarranted in assuming Bernoulli. Before moving on, we should briefly consider two related attempts to salvage Bernoulli. The first strategy claims that we do not in fact possess any independently given quantitative notion of welfare, relative to which individuals can display differing risk attitudes. The suggestion would then be that equating decision-theoretic utility with welfare allows us to give meaning to quantitative statements concerning welfare, which would otherwise make no sense or display semantic indeterminacy (Broome, 1991b, 2004; Risse, 2002; Greaves, 2017). The second strategy claims that, while we do have some quantitative notion of individual “benefit” prior to choice under risk, an individual’s \textit{welfare} is nonetheless affected not only by what benefit they receive, but also by the probability that was associated with receiving that benefit.\(^{15}\) An individual may be risk-averse with respect to what benefits they get, but should come out as risk-neutral with respect to welfare itself.

Both of these strategies, however, deliver counterintuitive verdicts, owing to the fact that risk attitudes seem irrelevant to determining how well off an individual is.

\(^{14}\)Versions of this thought are articulated by Buchak (2017), Hájek (2021), and (on one reading) Broome (1991a, p. 6). Broome (1991b), however, ends up accepting a version of Bernoulli, which requires reasonable people to be expected welfare maximizers. I will discuss this issue presently.

\(^{15}\)This strategy could be developed by appealing to Stefánsson and Bradley’s (2015) denial of what they call “chance neutrality”; see also Goldschmidt and Nissan-Rozen (2020) and Bradley and Stefánsson (2023). Cohen et al. (2022, p. 2562) specifically show how such a strategy can help respond to Nissan-Rozen’s (2020) impossibility, which I mentioned above. I thank a referee for inviting me to consider this view.
(see Fleurbaey & Zuber, 2022). To illustrate, suppose you are uniquely concerned with a particular individual’s welfare. You don’t know whether this individual is risk-averse or risk-seeking with respect to experiencing pain but you do know that they ended up in some state of pain. Would you rather learn that they are risk-seeking and in more pain, or risk-averse and in less pain? On both of the strategies for salvaging Bernoulli just considered, there will be attitudes to risk and states of pain such that you should be indifferent between which of the two pieces of news you’d rather learn.\footnote{On the first strategy, since the shape of the individual’s expected utility function is different depending on whether they are risk-averse or risk-seeking with respect to pain, equal increases in pain can lead to different welfare losses. See Adler (2019, pp. 55-64) and Fleurbaey and Zuber (2021a) for more on this topic. Below we will consider a view where expected utility is not a measure of welfare differences, but rather of the moral significance of welfare differences—see Section 5.1 and especially footnote 29 (compare Nebel, 2022, p. 24). On the second strategy, if we assume that the pain resulted from a risky option, the welfare loss that the risk-seeking individual gets from the risk (i.e. the antecedent probability of that pain) will be lower than for the risk-averse (and may even be a gain, see Stefánsson & Bradley, 2015, p. 605). This will make up for the added pain the risk-seeking individual experiences.} But if all you genuinely care about is this person’s welfare, you should be relieved to know they are in less pain, and indifferent about what risk attitude they have. So, you should want the individual risk-averse and in less pain. To the extent that we might be inclined to prefer them risk-seeking and in “more pain”, it seems to me that this is because it comes natural to associate risk-seekingness with a greater ability to endure misfortune. But this is not how we are supposed to think about this example, for surely such an ability would affect how much pain one feels. Notice, moreover, that while the example is specifically about pain, the point it makes does not rely on assuming hedonism about welfare. We could instead suppose that the individual fares better, if risk-averse, along any other objective good (such as friendship, knowledge, and so on) or with respect to desire satisfaction and strength of preference (provided that the latter is measured independently of risk, which can be done along the lines indicated by Bell and Raiffa (1988)).

This argument no doubt falls short of a conclusive refutation of the strategies considered for salvaging Bernoulli.\footnote{I aim to explore in much greater detail how quantities of welfare can be obtained independently of risk in another paper; see Dietrich (manuscript) for a recent proposal on how to disentangle welfare from decision-theoretic utility.} But it does at least suggest that following the Sen-Weymark critique and severing our notion of quantities of welfare from that...
of risk attitudes has intuitive appeal. The study of the paper can then be seen as exploring the consequences of this approach for those who want to both promote welfare and respect autonomy under risk.

3 Framework and First Result

I now lay out a framework that will allow us to state the conflict between autonomy and welfarism more precisely. The framework I use combines a simplified version of Sen’s (2017) approach of social welfare functionals with a minimal apparatus for choice under risk.\(^{18}\) To reiterate, the key component of our approach will be that cardinal facts about welfare are given; people’s preferences between policies are then formed on the basis of what quantities of welfare they would receive from each policy, with which probabilities.

We assume that there is a set \(N\) of \(n\) individuals whose welfare our choices might affect, with \(n \geq 2\). There is a set \(X\) of outcomes, each of which includes all information relevant for purposes of ethical evaluation: any outcome will certainly tell us about every individual’s welfare, but we leave open that it may contain other information, too, since we don’t want to prejudge the question of welfarism. Information specifically about welfare is captured by a fixed welfare function \(W\), which associates to each outcome a list of welfare levels: the first entry in the list is a number representing the welfare level the first individual gets in that outcome, the second entry is a number representing the welfare level of the second individual, and so on.\(^{19}\) So, for example, with two individuals, there may be some outcome \(x\) such that \(W(x) = (10, 0)\). To single out the \(i^{th}\) entry in this outcome’s list of welfare levels, we write \(W_i(x)\). Individual preferences over outcomes in \(X\) are encoded in

\(^{18}\)Two early frameworks that make use of Sen’s approach in the context of choice under risk are given by Mongin (1994) and Mongin and d’Aspremont (1998). For two recent frameworks, more similar to mine, see Chambers and Echenique (2012) and Fleurbaey and Zuber (2021a)—some differences are highlighted in footnotes below. Another connection is with frameworks that explicitly make room for a non-welfare component, if only to better characterize welfarism (see Blackorby et al., 2005, ch. 3, 2006). The non-welfare component, in my framework, will be given by the apparatus for choice under risk.

\(^{19}\)Our assumption of a fixed welfare assignment should be acceptable for those who think that there couldn’t be a welfare difference for an individual without a difference in the outcome that individual gets. Those who reject this claim should see the choice of a fixed welfare profile as a simplification to limit the number of variables in my framework; all my results could be restated in a more general setting with multiple welfare profiles (following Sen (2017) more closely).
the welfare function $W$, given our assumption that all individuals ultimately care about is improving their welfare—or, at least, that such self-interested concern is the legitimate input to social choice.

To model uncertainty, let $S$ be a finite set of $k$ states of nature, and let $\pi(s)$ be the probability of state $s$. This fixed probability function reflects the assumption I made that everyone shares the same evidence and beliefs. I will assume that $S$ can be partitioned into two equiprobable events, $E$ and $\neg E$; these could be, for instance, the two possible results of a fair coin flip. There is a set $A$ of policies or acts, which we model as functions from states of nature to outcomes. Crucially, we do not make the following common assumption (following Broome’s (1991b, p. 80) nomenclature).

**Rectangular Field:** $A$ is the set of all functions from states to outcomes.

In other words, we leave open that only some of the functions from states to outcomes stand in for genuine policies we may implement. The reason for this will emerge in due course, but is roughly the following: it is important for some of the theories I will consider below that outcomes include information about how they come about. If an outcome $x$ results from a genuinely risky act, and such information is included in the outcome itself, it would indeed make little sense for there to be a function in $A$ that returned $x$ in all states.

Each individual $i$ associates to each act $a$ a prospect $a_i$, which tells us how much welfare $i$ gets in each of the states, if act $a$ is chosen.\(^{20}\) Individuals have preferences over prospects, encoding their risk attitudes: for each individual $i$, there is a reflexive, complete, and transitive relation $R_i$—that is, a “weak preference” ordering—over the prospects $A$ offers to $i$. Strict preference and indifference are understood in the usual way and denoted by $P_i$ and $I_i$ respectively.\(^{21}\) I assume that individual preferences are defined over the same set of prospects, so that it makes sense to say that two individuals share the same preference relation or risk attitude.\(^{22}\) Notice that, when a prospect results in a given outcome with certainty, the

\(^{20}\)Formally, for all states $s \in S$, $a_i(s) = W_i(a(s))$.

\(^{21}\)For all acts $a, b \in A$, if $a_i R_i b_i$ and not $b_i R_i a_i$, we write $a_i P_i b_i$. If both $a_i R_i b_i$ and $b_i R_i a_i$, we write $a_i I_i b_i$.

\(^{22}\)This imposes some constraints on the sets $X$ of outcomes and $A$ of acts. In particular, if $i, j \in N$ and $a \in A$ are fixed, there must be $b \in A$ such that $a_i = b_j$. In turn, this has implications for what
individual’s ranking of that prospect is determined by how much welfare it gives to that individual: the more, the better.

These orderings over prospects $R_i$ are grouped together by an $n$-tuple $R = (R_1, ..., R_n)$, which we call a risk profile, or simply a profile. The set of all rational risk profiles is denoted by $\mathcal{R}$. A risk profile is rational if it is made up entirely of rational orderings, both in the sense of rationality as coherence and in the sense of rationality as reasonableness. We can now state formally the claim that there are multiple rationally permissible attitudes to risk involving one’s welfare.

**Welfare-Risk Permissivism:** $\mathcal{R}$ includes profiles with risk-neutral, risk-averse, and risk-seeking orderings of prospects.

Notice that all results below actually only need there to be two distinct orderings—for example, one risk-averse and one risk-seeking. With this setup in place, we can formulate the problem of social choice under risk as follows: given any profile $R$, we want to be able to rank acts and outcomes. Our primary focus will be on the following kind of functional relations:

- A *social quasi-ordering function* is a function that maps each profile $R \in \mathcal{R}$ to a pair of reflexive and transitive social preference relations, i.e. quasi-ordered, $(\succeq^A_R, \succeq^X_R)$, with $\succeq^A_R$ over $A$ and $\succeq^X_R$ over $X$.

Strict preference and indifference over acts are denoted by $\succ^A_R$ and $\sim^A_R$, each again defined in the standard way; the analogous convention holds for preference over outcomes.\(^{23}\)

A note about the need for two social preference relations, one over acts and another over outcomes. Had I assumed Rectangular Field above, I could have defined the social preference relation over outcomes in terms of how $\succeq^A_R$ ranks *sure acts*, that is, acts that return the same outcome in every state of the world. But I did not make this assumption, so there is no guarantee that, given some outcome $x$, we will find an act $a$ in $A$ that returns $x$ in every state. If risk has a certain kind of normative relevance, there might be good reasons to think that such a search should systematically fail, as briefly hinted at above and explained more carefully below (see also outcomes exist. However, this assumption is uncontroversial if we think of acts as possible policies a decision-maker might face, and of outcomes as merely possible final states of affairs.

\(^{23}\)For all $a, b \in A$, and $R \in \mathcal{R}$, if $a \succeq^A_R b$ and not $b \succeq^A_R a$, we write $a \succ^A_R b$; if both $a \succeq^A_R b$ and $b \succeq^A_R a$, we write $a \sim^A_R b$. The analogous convention holds for $\succeq^X_R$.\)
We can finally address the problem of social choice under risk: how should we rank acts and outcomes? We impose three axioms on social quasi-ordering functions. For each axiom, I will first describe it informally, and then give a formal statement. The first axiom is a package of dominance principles, which guarantees that our evaluation of acts coheres with our evaluation of outcomes. This axiom has two parts. Part (i) says: if an act is better than another socially speaking, then the outcome of the former is better than the outcome of the latter in at least some possible state of the world. And part (ii) says: if the outcome of an act is socially better than the outcome of another act in every state, then the former act is socially better than the latter.

**DOMINANCE PACKAGE:** For all profiles $R \in \mathcal{R}$, and for all acts $a, b \in A$, (i) if $a \succ_R b$ then there exists $s \in S$ such that $a(s) \succ_R b(s)$; (ii) if $a(s) \succ_R b(s)$ for all $s \in S$, then $a \succ_R b$.\(^{24}\)

Next, we have the ex ante Pareto principle discussed in Section 2. This principle ensures that if everyone affected prefers their prospect with some act when compared to their prospect with another act, then the former act is indeed socially better than the latter. Formally, we have

**EX ANTE PARETO:** For all profiles $R \in \mathcal{R}$ and acts $a, b \in A$ such that $a_i \neq b_i$ for some $i \in N$, if $a_i P_i b_i$ for all $i$ such that $a_i \neq b_i$, then $a \succ_R b$.

The third principle is required for impartiality, or equal concern for all individuals. Say that two acts $a$ and $b$ are permutations of one another if they distribute the very same prospects, though possibly to different people.\(^{25}\) In words, the principle states that when everyone shares the same preferences for risk, and two acts are

\(^{24}\)Some (e.g., Hare, 2010; Bader, 2018) will be suspicious of part (i) of Dominance Package because, given incompleteness, it conflicts with stochastic dominance in cases of “opaque sweetening”, for which see Hare (2010). While I do not assume completeness for social preference, this needn’t worry us. Variants of my results could be proved using the following weaker principle, which Hare’s case gives us no reason to doubt: if $a$ is better than $b$ then either $a$ stochastically dominates $b$ or there exists a state in which the outcome of $a$ is better than that of $b$. For my first result, alternatively, Lederman’s (forthcoming) “negative dominance” could be employed instead. I use Dominance Package (i) to avoid complicating my discussion and proofs.

\(^{25}\)Formally, there is a bijection $\sigma : N \rightarrow N$ such that for all $i \in N$, and for all $s \in S$, $W_i(a(s)) = W_{\sigma(i)}(b(s))$. 

Broome, 1991b, pp. 115-117). For readability, however, I will omit the superscripts when no confusion arises.
permutations of one another, then it can’t be that one of the two acts is better than the other.

**Homogenous Anonymity:** For all profiles $R \in \mathcal{R}$ and acts $a, b \in A$, if $a$ and $b$ are permutations of one another, and $R_i = R_j$ for all $i, j \in N$, then neither $a \succ_R b$ nor $b \succ_R a$.

Our three axioms constrain social quasi-ordering functions in different ways. Dominance Package constrains social quasi-ordering functions with respect to how they relate social preference over acts in $A$ to social preference over outcomes in $X$, in any given profile. Ex Ante Pareto and Homogenous Anonymity constrain social quasi-ordering functions with respect to how they rank acts in any given profile. When combined with Dominance Package, these two axioms are capable of entail- ing verdicts about social preferences over outcomes. Notice, however, that we do not assume any axiom directly about social preference over outcomes.

Lastly, we need to characterize welfarism. In social choice theory, the welfarist stance is regimented in terms of the thesis that “[...] the ethical ranking of outcomes is determined by individual well-being. [...] It takes a well-being difference to make an ethical difference in the outcomes” (Adler, 2019, p. 27). In the current framework, this thesis can be formulated as follows: there is a single reflexive and transitive relation on lists of welfare levels that fully determines the social ranking of outcomes. Formally, call $W$ the subset of $\mathbb{R}^n$ (which is the set of all $n$-tuples of real numbers) such that $(r_1, \ldots, r_n) \in W$ just in case there exists an outcome $x$ in $X$ with $W(x) = (r_1, \ldots, r_n)$. Then we have

**Welfarism:** There exists a unique quasi-ordering $\succeq$ on $W$ such that for all outcomes $x, y \in X$ and for all profiles $R \in \mathcal{R}$, $x \succeq_R y$ if and only if $W(x) \succeq W(y)$.

We can better understand the commitments of Welfarism by noticing that it entails two distinct principles. The first, Pareto Indifference, says that—keeping the risk profile fixed—two outcomes associated with the same list of welfare levels must be ranked as equally good. The second, Independence of Irrelevant Alternatives, says that changing non-welfare aspects of a situation should not affect the ranking.

---

26Cf. Bossert & Weymark, 2004, p. 1107. Standard formulations often assume that the “welfarist” relation $\succeq$ is complete; since every ordering is a quasi-ordering, but not the other way around, the formulation I use here is more general.
of outcomes. In our framework, this means that tweaking what risk attitudes individuals have should not make a difference to how outcomes are assessed: a social quasi-ordering function satisfying Independence of Irrelevant Alternatives assigns the same quasi-ordering over outcomes to every profile in \( \mathcal{R} \). Formally, we have (cf. Bossert & Weymark, 2004, pp. 1105-1106):

**Pareto Indifference:** For all outcomes \( x, y \in X \) and for all profiles \( R \in \mathcal{R} \), if \( W(x) = W(y) \), then \( x \sim_R y \).

**Independence of Irrelevant Alternatives:** For all outcomes \( x, y \in X \) and for all profiles \( R, R' \in \mathcal{R} \), \( x \succeq_R y \) if and only if \( x \succeq_{R'} y \).  

Since these two principles are entailed by Welfarism, if either of them fails Welfarism does, too.

We are now in a position to present the first main result of the paper formally: in our framework, Welfarism is incompatible with the conjunction of Dominance Package, Ex Ante Pareto, and Homogenous Anonymity—given a technical assumption about the sets of outcomes and policies which I will call Domain Condition.

**Theorem 1.** Given Welfare-Risk Permissivism and Domain Condition, no social quasi-ordering function satisfies Dominance Package, Ex Ante Pareto, Homogenous Anonymity, Pareto Indifference, and Independence of Irrelevant Alternatives.\(^{28}\)

---

\(^{27}\)Chambers and Echenique (2012, p. 587) and Fleurbaey and Zuber (2017, p. 680) consider a principle structurally identical to Independence of Irrelevant Alternatives, which they call “Invariance to risk attitudes for constant acts”. Substantially, however, the two principles are different: both Chambers and Echenique and Fleurbaey and Zuber only assume, as a matter of framework, ordinal non-comparability for individual welfare. As a result, their principle is as much a restriction on well-being comparisons and measurement as it is on social evaluation. Importantly for our purposes, a denial of their principle is compatible with Welfarism. For example, they understand accepting Bernoulli as a rejection of their principle (ibid.). In my framework, where cardinal measurability and full comparability of welfare are built-in, accepting Bernoulli should be seen as claiming that \( \mathcal{R} \) only includes the risk-neutral ordering of prospects. Bernoulli thus entails Independence of Irrelevant Alternatives.

\(^{28}\)This theorem can be related to two strands of extant work, both connected to Harsanyi’s aggregation theorem. First, the conflict it points to is reminiscent of the debate spawned by Harsanyi on whether the “social welfare function” should be applied *ex ante* or *ex post*; see especially Hammond (1981), (1982). The main difference here is that my theorem is *multiprofile*: in this context, welfarism corresponds to the idea that the social welfare function *ex post* should not depend on what profile we’re in. Denying welfarism in this sense is compatible with a range of approaches to the *ex ante-ex post* debate, including a rapprochement of the two perspectives, with the ex post social
The proof of Theorem 1 is given in the Appendix, together with a statement of the Domain Condition, which is of little philosophical import. Essentially, by combining Ex Ante Pareto and Homogenous Anonymity (which concern social preference over acts) with Dominance Package (which connects social preference over acts with social preference over outcomes) we get verdicts about social preference over outcomes that contradict Welfarism (which concerns social preference over outcomes). The next section explains the impossibility that Theorem 1 gives rise to, giving a more detailed exposition of the argument sketched in Section 1.

4 A More Detailed Illustration

Suppose there are only two individuals, and that they share the same ordering of prospects. For ease of exposition, I assume completeness (i.e., that $\succeq^A_R$ and $\succeq^X_R$ are orderings); Theorem 1 shows it is not actually needed. Consider first a choice between the following two sure acts, $a$ and $b$, where $s^*$ is the disjunction of all states.

<table>
<thead>
<tr>
<th></th>
<th>$s^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>(10, 0)</td>
</tr>
<tr>
<td>$b$</td>
<td>(0, 10)</td>
</tr>
</tbody>
</table>

Act $a$ gives 10 units of welfare to individual 1 and 0 to individual 2 for sure, and welfare function differing in each profile (Secion 5.1), and a denial of the ex post approach, which however retains dominance reasoning (Section 5.2). The second strand of extant work is more recent and shares with the present paper a focus on multiprofile results, together with a rejection of Bernoulli; see Chambers and Echenique (2012) and Fleurbaey and Zuber (2017), (2021b), (2022). The closest results are by Fleurbaey and Zuber (2021b), (2022): they show that social evaluation cannot both comply with statewise dominance and a weak version of ex ante Pareto while not paying attention to risk attitudes in the absence of risk (see their Theorem 1 in Fleurbaey & Zuber, 2021b, p. 14, and their Theorem in Fleurbaey & Zuber, 2022, p. 459). Here is a comparison with my Theorem 1. Formally, their results rely on social evaluation across profiles, e.g. “outcome $x$ with profile $R$ is better than outcome $y$ with profile $R'$”. My result, by contrast, only relies on intraprofile social evaluation. The proof strategy is nonetheless similar; each proof proceeds by considering two profiles with homogenous but different risk attitudes. At the philosophical level, they do not interpret their results as questioning welfarism. This is because, in their framework, risk attitudes are not with respect to independently given and interpersonally comparable quantities of welfare (as they are in mine). So, they take a denial of their principles forbidding risk attitudes to count in the absence of risk to mean that risk attitudes must play a role in the measurement of individual welfare (Fleurbaey & Zuber, 2021b, p. 25, 2022, p. 463). They do not consider the alternative route, which my Theorem 1 is precisely supposed to highlight, of claiming that while risk attitudes do not affect individual welfare measurement, they do affect social evaluation in a way that is inconsistent with welfarism.
$b$ gives 0 units of welfare to individual 1 and 10 to individual 2 for sure. $a$ and $b$ are thus permutations of one another. By Homogenous Anonymity, neither is better than the other. By the contrapositive of Dominance Package (ii) and completeness, a welfarist must conclude that:

\[ (*) \text{ any outcome with welfare distribution (10, 0) is exactly as good as any outcome with welfare distribution (0, 10).} \]

Consider next a second choice, a copy of the one introduced in Section 1.

<table>
<thead>
<tr>
<th></th>
<th>$E$</th>
<th>$\neg E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c$</td>
<td>(10, 0)</td>
<td>(0, 10)</td>
</tr>
<tr>
<td>$d$</td>
<td>(5, 5)</td>
<td>(5, 5)</td>
</tr>
</tbody>
</table>

$E$ and $\neg E$ partition $S$, the set of possible states, into two equiprobable events. By Welfare-Risk Permissivism, we may assume there is some profile $R \in \mathcal{R}$ such that both individuals prefer $c$ to $d$, and some profile $R' \in \mathcal{R}$ such that both individuals prefer $d$ to $c$. Consider first $R$. Because both individuals prefer $c$ to $d$ in $R$, by Ex Ante Pareto $c \succeq_R d$. But then by Dominance Package (i) and ($*$), a welfarist must accept that:

\[ (\dagger) \text{ any outcome with welfare distribution (10, 0) is better than any outcome with welfare distribution (5, 5), and any outcome with welfare distribution (0, 10) is better than any outcome with welfare distribution (5, 5).} \]

However, consider next profile $R'$. Because both individuals prefer $d$ to $c$ in $R'$, by Ex Ante Pareto we have $d \succ_{R'} c$. Then, by Dominance Package (i) and ($*$), a welfarist must conclude that any outcome with welfare distribution (5, 5) is better than any outcome with welfare distribution (10, 0) and also better than any outcome with welfare distribution (0, 10). But this contradicts ($\dagger$).

Since all of Dominance Package, Ex Ante Pareto, and Homogenous Anonymity are very plausible, the above argument may be taken as an objection to Welfarism. The particular aspect of Welfarism to be blamed is Independence of Irrelevant Alternatives. For we can avoid contradiction by accepting that in some cases (under profile $R$, where both individuals prefer $c$ to $d$) the outcome with welfare distribution (10, 0) or (0, 10) is better than that with welfare distribution (5, 5), but in other cases (under profile $R'$, where both individuals prefer $d$ to $c$), the outcome
with welfare distribution \((5, 5)\) is better than that with welfare distribution \((10, 0)\) or \((0, 10)\). But this means that changing some non-welfare aspects of a situation—in particular, what risk attitudes people have—can make a difference to the ranking of outcomes, which is what Independence of Irrelevant Alternatives denies.

5 Non-Welfarist Possibilities

What does a non-welfarist theory that accommodates all of Dominance Package, Ex Ante Pareto, and Homogenous Anonymity look like? This section considers two classes of non-welfarist theories that satisfy these principles. One of these lets individual risk attitudes influence how much weight each person’s welfare receives in the social ranking of outcomes. The other violates Pareto Indifference, which I see as the more innocuous implication of Welfarism. In Section 6, I show that this is no coincidence: in our framework, any theory that satisfies Dominance Package and Ex Ante Pareto entails one of these two \textit{prima facie} unpalatable conclusions.

5.1 The Risk-Priority View

The first class of theories prioritizes individuals differently depending on their attitude to risk; I call theories in this class Risk-Prioritarian, and the general class of theories the Risk-Priority View. Risk-Prioritarian theories sometimes give priority to the welfare of more risk-averse individuals, and sometimes instead attach greater importance to the welfare of more risk-inclined people. This differential prioritization obtains because outcomes are ranked in terms of a transformed sum of individual welfare levels, where the transformation of welfare is potentially different for each person: it is a function that \textit{also} represents this person’s risk attitude.\textsuperscript{29}

Unlike the class of theories considered in the next subsection, the Risk-Priority View gives us no reason to reject Rectangular Field, as defined above (see Broome, \textsuperscript{29}The Risk-Priority View is the theory Harsanyi would end up with if he accommodated the Sen-Weymark critique and granted that decision-theoretic utility needn’t be linear in welfare, while at the same time retaining ex ante Pareto. For precedents in the literature, see especially Broome (1991b, pp. 211-213), but also Blackorby et al. (1980, especially pp. 19-31) and Dietrich (manuscript, section 5). As hinted at in footnote 16, there is also an analogy here with the literature that accepts Bernoulli and addresses the question of when risk aversion in various goods should be seen as an advantage/burden with respect to one’s welfare, that is, how utility/welfare should be normalized (e.g., Adler, 2019, pp. 55-64; Fleurbaey & Zuber, 2021a). I consider these issues in more detail in Cibinel (manuscript).
To streamline the presentation, we can thus help ourselves to this assumption—though we need to remember that it does not hold in general, but rather conditional on the Risk-Priority View. So, for each outcome there is now a “sure” act resulting in that outcome in all states.

To develop the proposal, we need more structure on the individuals’ preferences over prospects. This will allow us to better measure their degree of proneness to risk. In particular, we assume that each individual $i$’s preference relation over prospects admits of an expected utility representation $U_i$: a function from prospects to real numbers representing the individual’s preferences, with the expected utility property—that is, the utility of an act is its expected utility. Utility functions with expectational form encode an individual’s risk attitude towards their welfare (in the standard sense of Pratt (1964) and Arrow (1971)) and are unique up to positive affine transformation.

Here is how the view works, in detail. Let $R_e$ be any rational ordering of prospects an individual could have. We pick out a privileged expected utility representation for this ordering, and call it $U_{R_e}$. Next, we do this for all other possible rational orderings of prospects. Define finally, for each profile $R \in \mathcal{R}$ and act $a \in A$,

$$ U_R(a) := U_{R_1}(a_1) + \ldots + U_{R_n}(a_n), $$

where for all individuals $i \in N$, $U_{R_i}$ is the privileged expected utility representation of $R_i$, the ordering that $i$ has under profile $R$. The Risk-Priority View then considers an act as socially better than another if and only if $U_R$ assigns it a greater value. Notice: first, privileged expected utility representations are assigned to orderings; then, orderings are assigned to individuals given any profile $R \in \mathcal{R}$. As a result, any two individuals with the same ordering get the same privileged expected utility representation (whether within or across profiles). The ranking of outcomes immediately follows from the ranking of sure acts. If an act $a$ results in some single outcome $x$ in all states, we abuse notation slightly and write:

$$ U_R(x) := U_{R_1}(W_1(x)) + \ldots + U_{R_n}(W_n(x)) $$

So, in this sub-section I am assuming, for illustration purposes, orthodox decision theory’s account of risk aversion, as presented by, e.g., Broome (1991a) and Wilkinson (2022).
This last equation, moreover, makes vivid the distinctive feature of the Risk-Priority View: outcomes are ranked in terms of a transformed sum of individual welfare levels, where the transformations are particular utility functions that also represent the individuals’ risk attitudes. This class of theories satisfies Ex Ante Pareto, Dominance Package, Homogenous Anonymity, and Pareto Indifference (Claim 1 in the Appendix). I say this is a class of theories, rather than a single theory, because different choices of privileged expected utility representations are possible.

An illustration may help us get a better grip on the Risk-Prioritarian approach, and also show why some will find it unpalatable.\footnote{This example is inspired by a case in Blessenohl (2020, p. 509). Blessenohl uses that case as an objection to a different theory of social choice, which incorporates Buchak’s (2013)’s non-orthodox decision theory but shares with the Risk-Priority View a focus on giving weight to risk attitudes in situations where one might have thought them irrelevant.} Suppose there are two individuals, and fix some profile in which the first individual is risk-neutral and the second risk-averse. Consider the following three pairs of choices in matrix form, where $s^*$ is the disjunction of all states.

<table>
<thead>
<tr>
<th></th>
<th>$s^*$</th>
<th></th>
<th>$s^*$</th>
<th></th>
<th>$s^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>(10, 0)</td>
<td>$c$</td>
<td>(5, 0)</td>
<td>$e$</td>
<td>(2, 0)</td>
</tr>
<tr>
<td>$b$</td>
<td>(0, 10)</td>
<td>$d$</td>
<td>(0, 5)</td>
<td>$f$</td>
<td>(0, 2)</td>
</tr>
</tbody>
</table>

It’s easy to check that some versions of the Risk-Priority View deliver the following verdicts: relative to this risk profile, $a$ is better than $b$, $c$ and $d$ are equally good, and $f$ is better than $e$.\footnote{Suppose, for example, that $U_{R_1}(10) = 10$, $U_{R_1}(5) = 5$, $U_{R_1}(2) = 2$, $U_{R_1}(0) = 0$, and $U_{R_2}(10) = 8$, $U_{R_2}(5) = 5$, $U_{R_2}(2) = 3$, $U_{R_2}(0) = 0$.} These Risk-Prioritarian theories give more weight to the first individual in the first choice and to the second individual in the third choice. But it’s natural to think that people’s risk attitudes shouldn’t affect our judgments about the relative merits of $a$ and $b$, and of $e$ and $f$: intuitively, $a$ and $b$ are equally good, and so are $e$ and $f$, since they distribute the same amounts of welfare, only to different people. Nor is this a peculiar feature of some Risk-Prioritarian theories; all versions of the Risk-Priority View will entail similar verdicts.\footnote{Incidentally, notice that the Risk-Priority View is sensitive to stakes: this means that, if we were working with multiple welfare profiles (as entertained in footnote 19 above), it would violate the relevant invariance condition, i.e., invariance with respect to a common positive affine transformation. I take this to be a feature of the view worth emphasizing, but not necessarily an objection—see Nebel’s (2024) critical investigation of invariance principles, to which I owe this point.}

(compare Broome, 1991b, p. 211). Then, outcomes with greater $U_R$ value are better.
Those tempted to reject this theory in light of these kinds of examples will want to embrace a different non-welfarist approach. In particular, we can consider a cousin of Homogenous Anonymity: the idea that, at least when there is no risk involved, equal quantities of welfare matter in the same way—indeed, independently of what risk attitudes people have.

SURE-ACT ANONYMITY: For all sure acts \(a, b \in A\), and for all profiles \(R \in R\), if \(a\) and \(b\) are permutations of one another, then neither \(a \succ_R b\) nor \(b \succ_R a\).

Requiring Sure-Act Anonymity to hold, then, will serve as an antidote to the arguably objectionable verdicts of the Risk-Priority View considered above.\(^{34}\)

### 5.2 The Unanimity Rule

Let us turn to examine a non-welfarist theory that respects Sure-Act Anonymity, as well as Ex Ante Pareto, Dominance Package, and Homogenous Anonymity (see Claim 3 in the Appendix). This theory can be understood as a generalization of the idea that motivates Ex Ante Pareto. While Ex Ante Pareto says that autonomy matters, this theory says that it is all that matters. According to what we can call the Unanimity Rule:

- An act is at least as good as another just in case everyone weakly prefers it (adapted from Sen, 2017, p. 75);
- An outcome is at least as good as another just in case the act that brings it about is weakly preferred by everyone.

This theory entertains much *incomparability* between acts and outcomes. If some individuals prefer a first act to a second, and others prefer the second to the first, then the two acts will be incomparable (in the sense that the social preference relation fails to hold either way). Similarly, two outcomes will be incomparable whenever there is no unanimity of preference over the respective acts that bring them about.

\(^{34}\)Thus, Sure-Act Anonymity is perhaps closer to the spirit of Chambers and Echenique (2012) and Fleurbaey and Zuber’s (2017) principle than Independence of Irrelevant Alternatives—see footnote 27 above. As we will see in the next section, there are views that satisfy Sure-Act Anonymity while violating Independence of Irrelevant Alternatives and also Chambers and Echenique (2012) and Fleurbaey and Zuber’s (2017) principle. These views do not intuitively take notice of risk attitudes in riskless contexts, suggesting that Sure-Act Anonymity is best suited among these principles to capture a concern with not letting risk attitudes make a difference when there is no risk.
Moreover, the Unanimity Rule is not well-defined unless we assume a tight restriction on which outcomes can result from which acts (Claim 2 in the Appendix): roughly, what we need is that each outcome is the output of exactly one act—I call this the “Act-Outcome Restriction” in the Appendix. Recall that, in laying out my framework, I explicitly avoided assuming Rectangular Field, the claim that \( A \) includes all functions from states of nature to outcomes. We can now better see the reason for this choice.

A non-welfarist who cares about the value of autonomy may think that the history of how a certain social arrangement came about is ethically relevant. If so, outcomes in \( X \) will include such historical information, since outcomes include all normatively relevant information. But then we should want to impose strict requirements on which outcomes can be combined together, on pain of allowing in our model impossible acts: an example being an act \( \alpha \) that delivers an outcome \( x \) in only some of the states, where part of the description of \( x \) is that it results from a context of zero risk.\(^{35}\) Imposing these restrictions is part and parcel of the idea that motivates certain non-welfarist, autonomy-based approaches to social choice. The Unanimity Rule exemplifies this class of views: all that matters in evaluating an outcome, according to it, is what kind of act it resulted from. A rejection of Rectangular Field and the imposition of stringent requirements on what kinds of functions from states to outcomes constitute genuine acts is easily justified given this stance.\(^{36}\)

This line of thought is bolstered by the following fact, proved in the Appendix: given Welfare-Risk Permissivism and Domain Condition*, a slight modification of the technical domain assumption required for Theorem 1, if Rectangular Field holds, no social quasi-ordering function satisfies Dominance Package, Ex Ante Pareto and Sure-Act Anonymity (Claim 4 in the Appendix, which is essentially a variant of the result in Blessehohl 2020, though I draw a different lesson from it). Since these three latter principles can be motivated by a viable ethical outlook involving concern for autonomy, a certain kind of impartiality, and coherence in

\(^{35}\)That a theory allows for such impossible entities is often seen in the literature as a strong objection against it; see, e.g., Broome (1991b, pp. 115-117) and Joyce (1999, p. 108).

\(^{36}\)The Risk-Priority View, by contrast, is compatible with Rectangular Field because it does not need to include in an outcome’s description any information about how it came about. Different non-welfarist theories accommodate Ex Ante Pareto in different ways—including historical information in an outcome is one such way, but it is not necessary.
evaluating acts and outcomes, it seems entirely legitimate for those attracted to this outlook to take the fact just stated as an argument against Rectangular Field.

The real problem with the Unanimity Rule is that, while it fully accommodates autonomy, it gives no ethical weight at all to how well off people are. Suppose act $a$ is preferred unanimously over $b$, and that everyone is equally well off in some possible outcome of $a$, $x$, as they are in some possible outcome of $b$, $y$. Then the Unanimity Rule ranks $x$ as better than $y$, violating Pareto Indifference. Worse still, suppose $a$ involves some risk that everyone will end up badly off, in outcome $z$. The Unanimity Rule ranks $z$ as better than any of the outcomes that $b$ could result in, even if in some such outcomes everyone fares very well indeed. This is implausible; as I said at the beginning of the paper, everyone agrees that the well-being of individuals matters.

6 The Value of Welfare

How then can we accommodate the thought that welfare matters within a non-welfarist framework, so as to avoid the bad implication of the Unanimity Rule? The lesson seems to be that our theory should evaluate outcomes so that, if everyone is strictly worse off in $x$ than in $y$, then $x$ isn’t ranked as socially better than $y$; in fact, we should want $y$ to be ranked as better than $x$. Formally, the requirement our social quasi-ordering function would need to satisfy is

$$\textbf{EX POST PARETO}. \text{ For all outcomes } x, y \in X \text{ and for all profiles } R \in \mathcal{R}, \text{ if } W_i(y) > W_i(x) \text{ for all } i \in N, \text{ then } y \succ_R x.$$

Kaplow and Shavell (2001) show that given a widely accepted “continuity” assumption, any theory that violates the principle of Pareto Indifference entails violations of Ex Post Pareto, too. We can therefore understand Pareto Indifference as a condition that must be satisfied by theories wishing to avoid the sort of insensitivity to the value of welfare exemplified by the Unanimity Rule.

Here, however, we encounter a new problem, which serves as a counterpoint to Theorem 1. Let us step back: the Unanimity Rule stands as an alternative to the Risk-Priority View, in that it satisfies Sure-Act Anonymity. But, it turns out, it violates Pareto Indifference. The Risk-Priority View, by contrast, satisfies Pareto
Indifference but violates Sure-Act Anonymity. The following theorem confirms that this is no coincidence.


The proof can be found in the Appendix, and is based on a case due to Broome (1991b, p. 190) and Blessenohl (2020, p. 486); like Claim 4 above, Theorem 2 is closely related to Blessenohl’s own result. Domain Condition* is stated in the Appendix, too. The first main result of the paper was an impossibility involving welfarist theories: they are incompatible with Ex Ante Pareto, Dominance Package, and Homogenous Anonymity in my framework. This second result can be seen as an impossibility for non-welfarist theories. Even if we deny Independence of Irrelevant Alternatives, and so Welfarism, we need to choose between Pareto Indifference, which encodes a kind of concern for people’s welfare, and Sure-Act Anonymity, which amounts to the thought that risk attitudes shouldn’t affect what priority different people’s welfare receives in non-risky choices.

The comparison is non-obvious because of differences in our respective frameworks. For one, Blessenohl’s (2020) is a “single-profile” framework (individuals’ risk attitudes are fixed) while mine is “multiprofile” (they vary with $R \in \mathcal{R}$). Further, Blessenohl bakes Pareto Indifference into that framework, and defines social preference over outcomes in terms of social preference over sureacts. For reasons given above, if neither Pareto Indifference nor Rectangular Field are assumed, this definitional move is not available. Blessenohl shows that an analogue of Welfare-Risk Permissivism is inconsistent with the conjunction of statewise dominance and an analogue of Ex Ante Pareto, given the principle of “Constant Anonymity” (Blessenohl, 2020, p. 495). Restated in my framework, Constant Anonymity says that for any profile $R \in \mathcal{R}$, and any two outcomes $x, y \in X$, if $W(x)$ and $W(y)$ are permutations of one another, then $x \sim_R X y$. Note that Pareto Indifference follows from Constant Anonymity by taking the identity permutation. Given Rectangular Field, completeness of social preference, and Dominance Package, Sure-Act Anonymity and Constant Anonymity are equivalent. Therefore, under these assumptions Sure-Act Anonymity entails Pareto Indifference, and Theorem 2 adds nothing to Claim 4, which I called a variant of Blessenohl’s result. Moreover, assume that for any list of welfare levels $(r_1, ..., r_n)$ such that $W(x) = (r_1, ..., r_n)$ for some $x \in X$, there exists a sure-act $a \in A$ whose unique outcome $y$ is such that $W(y) = W(x) = (r_1, ..., r_n)$. Then given completeness of social preference and Dominance Package, the conjunction of Pareto Indifference and Sure-Act Anonymity is equivalent to Constant Anonymity, so again we see the connection. In my proof of Theorem 2, however, I assume neither Rectangular Field nor Pareto Indifference: instead, I use Dominance Package, Ex Ante Pareto, and Sure-Act Anonymity to derive a violation of Pareto Indifference. This re-framing of the significance of Blessenohl’s case reflects my interest in seeing Theorem 2 as an exploration of (im)possibilities for non-welfarism.

One might wonder whether Theorem 2 opens up an alternative way out of Theorem 1: if we deny Pareto Indifference to block this second impossibility, can we retain Independence of Irrelevant Alternatives after all? I haven’t formally ruled this option out, but it is unpromising. The proof of Theorem 1 uses Pareto Indifference to derive a conclusion that is anyway surely correct for
ever, Theorem 2 helps us get a better view of the space of non-welfarist theories that satisfy Ex Ante Pareto, Dominance Package, and Homogeneous Anonymity.

7 Conclusion

As we conclude, it will be helpful to have a clear picture of the theoretical options that the work of this paper left open. Here it is.

<table>
<thead>
<tr>
<th>Welfare-Risk Permissivism, Dominance Package, Homogenous Anonymity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex Ante Pareto?</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>Welfarism fails (Independence of Irrelevant Alternatives is the culprit)</td>
</tr>
<tr>
<td>Sure-Act Anonymity?</td>
</tr>
<tr>
<td>Yes</td>
</tr>
<tr>
<td>Pareto Indifference fails (e.g., The Unanimity Rule)</td>
</tr>
<tr>
<td>No</td>
</tr>
<tr>
<td>Pareto Indifference can be satisfied (e.g., The Risk-Priority View)</td>
</tr>
</tbody>
</table>

It is now clear that both welfarists and non-welfarists face difficult choices. To wrap up, let’s begin by summarizing the welfarist’s predicament. All of Welfare-Risk Permissivism, Dominance Package, and Homogenous Anonymity seem to me extremely plausible. But we should return in closing to what is perhaps the simplest way out for the welfarist: namely, to deny Welfare-Risk Permissivism. There are two ways to do this. One is to retain our assumption that there are independently given quantities of welfare, and insist that some particular attitude to risk involving one’s welfare—for example, risk neutrality—is uniquely rational. The other in-those who accept Sure-Act Anonymity; in the choice between c and d of Section 4, it is the claim that the outcome of c under E is neither better nor worse than the outcome of c under ¬E. This claim alone, coupled with Dominance Package and Ex Ante Pareto, allows us to derive violations of Independence of Irrelevant Alternatives.

39 See Zhao (2021) for a recent defence of risk neutrality, though note that Zhao’s argument vindicates risk neutrality in a certain range of cases only (Zhao, 2021, p. 157; Wilkinson, 2022).
volves denying that quantities of welfare exist independently of choice under risk, in one of the two ways suggested in Section 2. Welfarists who find these claims hard to believe need to reject Ex Ante Pareto, and the value of autonomy it expresses. For those antecedently committed to either of these positions, the results of the paper will look like additional evidence in their support.

But I’m inclined towards a different interpretation of the results: if both Welfare-Risk Permissivism and Ex Ante Pareto are true, somehow we need to thread the needle between the two possibilities that Theorem 2 leaves us with. Non-welfarist theories of social choice have been underexplored compared to their welfarist rivals, and much work remains to be done in figuring out what kind of non-welfarist one should be.\footnote{However, see Chang (2001), Fleurbaey et al. (2003), Fleurbaey and Maniquet (2008), and the literatures on fairness and equality of opportunity mentioned above for discussions of extant non-welfarist approaches in social choice. Also relevant is my proposal in Cibinel (2022) responding to Blessenohl (2020), again cited above, which however needs to be supplemented to generate a full theory of social choice. In our taxonomy, any theory incorporating that proposal will fall in the bottom-left corner of the diagram sketched, together with the Unanimity Rule.} For those who reject Sure-Act Anonymity: can a plausible normative story be given for letting risk attitudes have normative relevance in non-risky choices? For those who reject Pareto Indifference: what alternative ways are there to accommodate the obvious fact that welfare matters? Without clear answers to these questions, our ability to simultaneously promote the values of welfare and autonomy remains at risk.\footnote{As I see it, the lesson of the paper is in line with the program propounded by Sen (2017, pp. 339-44), of critically inspecting and, as appropriate, expanding the “informational basis” of social choice.}
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Appendix

This appendix states some domain assumptions left out of the main text and gives statements and proofs of the Theorems and Claims mentioned therein. As a piece of convention applying throughout, for all \( p, q \in \mathbb{R} \), let \((p, q)\) denote:

- the \( n \)-tuple assigning \( p \) to the first \( \frac{n}{2} \) entries and \( q \) to the remaining ones if \( n \) is even,

- the \( n \)-tuple assigning \( p \) to the first \( \frac{n-1}{2} \) entries, \( q \) to the next \( \frac{n-1}{2} \) entries, and some fixed arbitrary number \( r \in \mathbb{R} \) to the last entry if \( n \) is odd.

Recall that \( E \) and \( \neg E \) partition \( S \) into two equiprobable events.

**Domain Condition:** For some \( l, m, t \in \mathbb{R} \), with \( l > m > t \) and \( l - m = m - t \), there exist outcomes \( v, w, x, y, z \in X \) and acts \( a, b, c, d \in A \): \( a(s) = v, \forall s \in S \), with \( W(v) = (l, t) \); \( b(s) = w, \forall s \in S \), with \( W(w) = (t, l) \); \( c(s) = x \) for \( s \in E \) and \( c(s) = y \) for \( s \in \neg E \), with \( W(x) = (l, t) \) and \( W(y) = (t, l) \); \( d(s) = z, \forall s \in S \), with \( W(z) = (m, m) \).

To illustrate in matrix form, Domain Condition simply guarantees the existence of the following acts, where, e.g., “\( v : (l, t) \)” indicates that the outcome is \( v \) and the list of welfare levels associated to \( v \) is \( (l, t) \).

<table>
<thead>
<tr>
<th></th>
<th>( E )</th>
<th>( \neg E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>( v : (l, t) )</td>
<td>( v : (l, t) )</td>
</tr>
<tr>
<td>( b )</td>
<td>( w : (t, l) )</td>
<td>( w : (t, l) )</td>
</tr>
<tr>
<td>( c )</td>
<td>( x : (l, t) )</td>
<td>( y : (t, l) )</td>
</tr>
<tr>
<td>( d )</td>
<td>( z : (m, m) )</td>
<td>( z : (m, m) )</td>
</tr>
</tbody>
</table>

For Theorem 2, we need the following variation on Domain Condition.
DOMAIN CONDITION*: For some \( l, m, t \in \mathbb{R} \), with \( l > m > t \) and \( l - m = m - t \), there exist outcomes \( q, r, u, v, w, x, y, z \in X \), and acts \( a, b, c, d, e, f \in A \): \( a(s) = x \) for \( s \in E \) and \( a(s) = y \) for \( s \in \neg E \), with \( W(x) = (l, m) \) and \( W(y) = (t, m) \); \( b(s) = v \) for \( s \in E \) and \( b(s) = w \) for \( s \in \neg E \), with \( W(v) = (m, l) \) and \( W(w) = (m, t) \); \( c(s) = z \), \( \forall s \in S \), with \( W(z) = (l, m) \); \( d(s) = u \), \( \forall s \in S \), with \( W(u) = (m, l) \); \( e(s) = q \), \( \forall s \in S \), with \( W(q) = (t, m) \); and \( f(s) = r \), \( \forall s \in S \), with \( W(r) = (m, t) \).

In matrix form, this condition guarantees the existence of the following acts.

<table>
<thead>
<tr>
<th></th>
<th>( E )</th>
<th>( \neg E )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>( x : (l, m) )</td>
<td>( y : (t, m) )</td>
</tr>
<tr>
<td>( b )</td>
<td>( v : (m, l) )</td>
<td>( w : (m, t) )</td>
</tr>
<tr>
<td>( c )</td>
<td>( z : (l, m) )</td>
<td>( z : (l, m) )</td>
</tr>
<tr>
<td>( d )</td>
<td>( u : (m, l) )</td>
<td>( u : (m, l) )</td>
</tr>
<tr>
<td>( e )</td>
<td>( q : (t, m) )</td>
<td>( q : (t, m) )</td>
</tr>
<tr>
<td>( f )</td>
<td>( r : (m, t) )</td>
<td>( r : (m, t) )</td>
</tr>
</tbody>
</table>

**Theorem 1.** Given Welfare-Risk Permissivism and Domain Condition, no social quasi-ordering function satisfies Dominance Package, Ex Ante Pareto, Homogenous Anonymity, Pareto Indifference, and Independence of Irrelevant Alternatives.

**Proof.** I show that if the first four principles are satisfied, Independence of Irrelevant Alternatives fails. Let \( l, m, t \in \mathbb{R} \), \( v, w, x, y, z \in X \), and \( a, b, c, d \in A \) satisfy Domain Condition, so that \( l > m > t \) and \( l - m = m - t \); \( a(s) = v \) for all \( s \in S \), with \( W(v) = (l, t) \); \( b(s) = w \), with \( W(w) = (t, l) \); \( c(s) = x \) for \( s \in E \) and \( c(s) = y \) for \( s \in \neg E \), with \( W(x) = (l, t) \) and \( W(y) = (t, l) \); and \( d(s) = z \) for all \( s \in S \), with \( W(z) = (m, m) \).

Note that for all \( i \in N \) with \( c_i \neq d_i \), \( \sum_{j=1}^{k} c_i(s_j) \pi(s_j) = \sum_{j=1}^{k} d_i(s_j) \pi(s_j) \) but \( c_i \) has uncertain consequences while \( d_i \) does not. By Welfare-Risk Permissivism and the fact that \( \mathcal{R} \) is the set of all rational risk profiles, we can select \( R \in \mathcal{R} \) such that \( R_i = R_j \) for all \( i, j \in N \), and \( c_i P d_i \) for all \( i \in N \) with \( c_i \neq d_i \). And we can select \( R' \in \mathcal{R} \) such that \( R'_i = R'_j \) for all \( i, j \in N \), and \( d_i P' c_i \) for all \( i \in N \) with \( c_i \neq d_i \).

By Homogenous Anonymity, neither \( a \succ_R b \) nor \( b \succ_R a \). By Dominance Package (ii), neither \( v \succ_R w \) nor \( w \succ_R v \). By Pareto Indifference, \( v \sim_R x \), \( w \sim_R y \). By transitivity, neither \( x \succ_R y \) nor \( y \succ_R x \).

29
By Ex Ante Pareto, \( c \succ_R d \) and \( d \succ_R c \). By Dominance Package (i) either \( x \succ_R z \) or \( y \succ_R z \), and either \( z \succ_R x \) or \( z \succ_R y \). There are four possibilities. If \( x \succ_R z \) and \( z \succ_R y \), or \( y \succ_R z \) and \( z \succ_R y \), we have a violation of Independence of Irrelevant Alternatives. Suppose next \( x \succ_R z \) and \( z \succ_R y \). Since \( x \succ_R z \) and \( \neg(x \succ_R y) \), it follows by transitivity that \( \neg(z \succ_R y) \). But then Independence of Irrelevant Alternatives is violated, given \( z \succ_R y \). Suppose finally \( y \succ_R z \) and \( z \succ_R x \). Since \( y \succ_R z \) and \( \neg(y \succ_R x) \), it follows by transitivity that \( \neg(z \succ_R x) \), which violates Independence of Irrelevant Alternatives given \( z \succ_R x \).


**Proof.** I show that if the first three principles are satisfied, Pareto Indifference fails. Let \( l, m, t \in \mathbb{R}, u, v, w, x, y, z \in X \), and \( a, b, c, d \in A \) satisfy Domain Condition*, so that \( l > m > t \) and \( l - m = m - t \); \( a(s) = x \) for \( s \in E \) and \( a(s) = y \) for \( s \in \neg E \), with \( W(x) = (l, m) \) and \( W(y) = (t, m) \); \( b(s) = v \) for \( s \in E \) and \( b(s) = w \) for \( s \in \neg E \), with \( W(v) = (m, l) \) and \( W(w) = (m, t) \); \( c(s) = z \), \( \forall s \in S \), with \( W(z) = (l, m) \); \( d(s) = u \), \( \forall s \in S \), with \( W(u) = (m, l) \).

Fix \( R \in \mathcal{R} \) such that \( a_i P_i b_i \) for all \( i \in N \) such that \( a_i \neq b_i \); by Welfare-Risk Permissivism and the fact that \( \mathcal{R} \) is the set of all rational risk profiles, we can make this assumption. By Ex Ante Pareto, \( a \succ_R b \). By Dominance Package (i), either \( x \succ_R v \) or \( y \succ_R w \).

Suppose that \( x \succ_R v \). By Sure-Act Anonymity, neither \( c \succ_R d \) nor \( d \succ_R c \). By Dominance Package (ii), neither \( z \succ_R u \) nor \( u \succ_R z \). If \( v \succ_R u \), or \( u \succ_R v \), or neither \( v \succ_R u \) nor \( v \succ_R u \), Pareto Indifference is violated. So, suppose \( v \sim_R u \). By transitivity, \( x \succ_R u \). But given \( \neg(z \succ_R u) \), it follows that \( \neg(x \sim_R z) \), which violates Pareto Indifference. The case of \( y \succ_R w \) is analogous, and requires a consideration of \( e, f \in A \) as specified by Domain Condition*.

**Claim 1.** Risk-Prioritarian theories are social quasi-ordering functions that satisfy Ex Ante Pareto, Dominance Package, Homogenous Anonymity, and Pareto Indifference.

**Proof.** It’s easy to see that \( \succeq^A_R \) and \( \succeq^N_R \), as defined by the Risk-Priority View, are quasi-orderings. Now let \( R \in \mathcal{R} \) be given. Choose \( a, b \in A \) so that \( a_i \neq b_i \) for some \( i \in N \) and \( a_i P_i b_i \) for all \( i \in N \) such that \( a_i \neq b_i \). Then \( U_i(a_i) > U_i(b_i) \)
for all \( i \) with \( a_i \neq b_i \) and \( U_i(a_i) = U_i(b_i) \) for all \( i \) with \( a_i = b_i \). It follows that \( U_R(a) > U_R(b) \). So Ex Ante Pareto is satisfied. For Dominance Package (i), suppose \( a \succ_R b \). Then \( U_R(a) > U_R(b) \), which cannot be true unless there exists \( s \in S \) such that \( U_R(a(s)) > U_R(b(s)) \). For Dominance Package (ii), if \( a(s) \succ_R b(s) \) for all \( s \in S \) then \( U_R(a(s)) > U_R(b(s)) \) for all \( s \in S \), and so of course \( U_R(a) > U_R(b) \). For Pareto Indifference, if \( W(x) = W(y) \) then \( U_R(x) = U_R(y) \) and so \( x \sim_R y \). Note that we are here using the assumption that \( W_i(x) \geq W_i(y) \) just in case \( U_i(W_i(x)) \geq U_i(W_i(y)) \), for all \( i \in N \). Finally, if \( U_i = U_j \) for all \( i, j \in N \) and \( a \) and \( b \) are permutations of one another, then \( U_R(a) = U_R(b) \). So, Homogenous Anonymity follows.

We now give a formal statement of the Unanimity Rule. For all acts \( a, b \in A \) and for all profiles \( R \in \mathcal{R} \), define \( a \sim_R b \) to mean \( a_i R b_i \) for all \( i \in N \).

According to the Unanimity Rule:

- For all profiles \( R \in \mathcal{R} \) and acts \( a, b \in A \), \( a \succeq^A_R b \) if and only if \( a \sim_R b \) (adapted from Sen, 2017, p. 75);
- For all profiles \( R \in \mathcal{R} \) and outcomes \( x, y \in X \), \( x \succeq^X_R y \) if and only if there exist \( a, b \in A \), with \( x = a(s) \) for some state \( s \in S \) and \( y = b(s) \) for some state \( s \in S \), such that \( a \sim_R b \).

The Unanimity Rule requires the

\textbf{Act-Outcome Restriction.} For all outcomes \( x \in X \) and acts \( a, b \in A \), if \( x = a(s) \) for some state \( s \in S \) and \( x = b(s) \) for some state \( s \in S \), then \( a_i R b_i \) for all \( i \in N \) and \( R \in \mathcal{R} \); for all \( x \in X \), there is some \( a \in A \) such that \( x = a(s) \) for some \( s \in S \).

\textbf{Claim 2. If Act-Outcome Restriction fails, the Unanimity Rule contradicts the reflexivity of weak social preference.}

\textbf{Proof.} Consider the first conjunct of Act-Outcome Restriction, and suppose there exists \( R \in \mathcal{R} \) such that \( \neg(a \sim_R b) \), with \( x = a(s) \) for some \( s \in S \), but also \( x = b(s) \) for some \( s \in S \). Then the Unanimity Rule entails \( \neg(x \succeq_R x) \), contradicting reflexivity (moreover, if in addition \( b \sim_R a \), we can also deduce \( x \succeq_R x \), with a contradiction following even apart from reflexivity). For the second conjunct, suppose there exists some \( x \in X \) for which there is no \( a \in A \) such that \( a(s) = x \) for some \( s \in S \). Then
on the Unanimity Rule for all outcomes \( y \in X \), \( \neg(x \succeq_R y) \). So, in particular, \( \neg(x \succeq_R x) \), again in violation of reflexivity.

**Claim 3.** Given Act-Outcome Restriction, the Unanimity Rule is a social quasi-ordering function that satisfies Ex Ante Pareto, Dominance Package, Homogenous Anonymity, and Sure-Act Anonymity.

**Proof.** That the Unanimity Rule is a social quasi-ordering function given Act-Outcome Restriction follows from the fact that the individual preference relations over prospects \( R_1, \ldots, R_n \) are all orderings. Ex Ante Pareto follows from the clause for \( \succeq^A_R \), and Dominance Package from the clause for \( \succeq^X_R \). For Homogenous Anonymity, note that if \( a \) and \( b \) are permutations, and \( R_i = R_j \) for all \( i, j \in N \), either every individual is indifferent, or some prefer \( a \) and some prefer \( b \). Either way, neither \( a \succ_R b \) nor \( b \succ_R a \). A similar argument establishes Sure-Act Anonymity.

**Claim 4.** Given Welfare-Risk Permissivism and Domain Condition*, if Rectangular Field holds, no social quasi-ordering function Satisfies Dominance Package, Ex Ante Pareto and Sure-Act Anonymity.

**Proof.** We repeat the first paragraph of the proof of Theorem 2 (and so use Welfare-Risk Permissivism, Domain Condition*, Ex Ante Pareto, and Dominance Package (i)) to get \( x \succ_R v \), with \( x, v \) and \( R \) defined as in that proof (note that we don’t need the full strength of Domain Condition*). By Rectangular Field, we can find \( c, d \in A : c(s) = x, \forall s \in S \) and \( d(s) = v, \forall s \in S \). By Dominance Package (ii), since \( x \succ_R v \), \( c \succ_R d \), violating Sure-Act Anonymity.
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