
1 
 

Normativity and the Intelligent Matter Framework 

Barnaby Crook 

 

 

Abstract An emerging field at the intersection of artificial intelligence, materials science, 

physical chemistry, and nanotechnology targets the creation of intelligent matter. However, 

despite demonstration of interesting behaviors in molecular systems and soft materials, the 

production of truly intelligent matter remains elusive. To address this, Kaspar and colleagues 

articulate a theoretical framework purporting to guide and evaluate the progress of the field. 

In this chapter, I argue that the absence of a normative criterion by which to assess the 

behavior of proto-intelligent material systems prevents the framework from adequately 

serving its guiding and evaluative functions. Without a clear specification of what kinds of 

behaviors count as intelligent, researchers are unlikely to develop material systems that 

exhibit them. I propose to augment the IMF with a normative criterion requiring purportedly 

intelligent systems to implement concrete behaviors which contribute towards higher-order 

goals in virtue of the coordinated activity of their functional elements.  

 

1. Introduction 

The intelligent matter research program aims to develop physical materials which implement 

intelligent behavior [1], [2], [3]. To coordinate this effort, Kaspar and colleagues formulate 

the Intelligent Matter Framework (IMF), which classifies material systems on the basis of 

which functional elements they possess.1 Only by possessing the right set of functional 

elements can a system ascend to the category of intelligent. However, as I will show, this 

framework lacks normativity. That is, the IMF does not proffer any normative criterion2 by 

which to judge patterns of behavior more or less intelligent. Absent such a criterion, I 

contend, any framework for intelligence will be inadequate. For one thing, theoretical terms 

such as adaptivity become divorced from their ordinary meanings. One cannot distinguish a 

material system’s being adaptive from merely variable without some normative criterion by 

which to judge whether patterns of stimulus-induced dispositional change are beneficial. 

More fundamentally, without a normative standard dictating what counts as intelligent at 

the level of behavior, the IMF risks losing touch with the target phenomena that motivated 

 
1 I ascribe the name Intelligent Matter Framework to Kaspar and colleagues’ work; it is not used in their original 
article.  
2 By normative criterion I mean any evaluative standard by which a system’s behavior may be judged 
acceptable or unacceptable (in a dichotomous sense) or better or worse (in a continuous sense). No 
connotations to richer human domains of values and ethics are implied [4].  
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the research program in the first place. As such, I will argue, considerations of normativity 

are essential for any theoretical framework for intelligence [5], [6], [7], [8], [9], [10].  

I critically analyze Kaspar and colleagues’ theoretical framework for the intelligent matter 

research program from a philosophical perspective. I suggest that the IMF serves two 

complementary functions: i) an evaluative function, assessing progress towards the goals of 

the research program, and ii) a guiding function, which sheds light on how such progress 

might be achieved. I first highlight the lack of a normative criterion in Kaspar and colleagues’ 

presentation of the IMF, before elaborating on the claim that this omission is problematic. In 

particular, I argue that without a normative criterion with which to judge behavior, the 

framework fails to adequately serve its functions. On the one hand, its evaluations fail to 

track intuitive judgements regarding behavioral sophistication. On the other hand, material 

systems which follow its recommendations may not exhibit any intelligent behavior at all. To 

explore how this might be rectified, I elaborate on the concept of normativity, distinguishing 

between the source of a normative criterion and how normativity is constituted in a physical 

system. I then discuss how normativity should be integrated into the IMF. I suggest that, in 

light of the intelligent matter research program’s commitments to interdisciplinarity, 

practical applicability, and decentralized information processing, the IMF should be 

augmented with a normative criterion requiring material systems to implement extrinsically 

specified concrete behaviors which serve higher-order goals in virtue of the coordinated 

activity of their functional elements.  

The structure of the chapter is as follows. In section 2, I present the IMF, describing how it 

divides material systems into classes based on their functional elements. In section 3, I focus 

on the absence of normativity in the IMF, arguing that the lack of a normative criterion 

leaves the IMF poorly suited to fulfilling its evaluative and guiding functions. In section 4, I 

cover normativity in more detail, clarifying the distinction between the source of a 

normative criterion and how it is constituted in a system. In section 5, I discuss which notion 

of normativity is best suited for integration into the IMF. I then conclude the chapter.  

 

2. The Intelligent Matter Framework 

In this section I introduce the IMF as described by Kaspar and colleagues in their 2021 article 

[1]. Before doing so, however, I briefly motivate focusing on this particular articulation of the 

intelligent matter research program. Since the aim of this chapter is to address conceptual 

issues arising in the definition and evaluation of intelligence, it is necessary to engage with a 

presentation explicitly delivered in conceptual terms, like the IMF. Further, research which 

falls under the purview of intelligent matter is conducted across a broad range of technical 

scientific disciplines, each with idiosyncratic terminology and research foci. What 

distinguishes the intelligent matter research program as a whole from any one discipline is 

its integrative nature. It is the challenge of combining diverse strands of technical work into 

a coherent research agenda that Kaspar and colleagues’ IMF purports to address. And that 
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challenge has, I will argue, particular consequences for how normativity relates to the IMF. 

Finally, focusing on the IMF usefully restricts the scope of the chapter. 

2.1 Introducing the Intelligent Matter Framework 

The IMF classifies material systems on the basis of their internal functional complexity. In 

particular, the classification is sensitive to the presence of four specific functional elements: 

sensors, actuators, memory, and an interaction network. These elements are defined as 

follows. Sensors detect external stimuli, such as heat or force, by implementing an energy 

transformation (e.g., converting heat into electrical potential). Actuators produce a 

response, such as a physical or chemical change, when external stimuli are detected. 

Memory is any element in a system with the ability to retain information over a temporal 

window such that it can be exploited to modulate behavior later. Finally, an interaction 

network is constituted by signal pathways through which sensor, actuator, and memory 

elements can interact with one another, enabling feedback and other action-relevant 

information to be utilized. With all four of these functional elements in place, argue Kaspar 

and colleagues, a material system will be capable of sophisticated information processing 

and learning from its environment [1, p. 347].   

Kaspar and colleagues use the functional elements described above to classify material 

systems. The most basic kind of system is structural matter. It does not possess sensors, 

actuators, memory, or an interaction network. Therefore, once a structural material system 

has been synthesized, it cannot change its properties. This means that, although such a 

system may have numerous functions and significant structural complexity, it is inherently 

unable to implement any behavior that requires adaptation, learning, or behavioral 

flexibility. The second class of material system Kaspar and colleagues describe is responsive 

matter. Systems belong to this category if they have sensors and actuators but no memory 

or interaction network. Because responsive material systems lack memory, the response 

their actuators produce when particular stimuli are detected by their sensors is always the 

same [1, p. 346]. The third class of material system is adaptive matter. The IMF classifies 

systems as adaptive if they augment the sensing and actuating capacities of a responsive 

system with an interaction network. Such a network allows a material system to implement 

feedback by altering its internal states and, consequently, its behavioral responses (e.g., in 

response to repeated presentation of a stimulus). Since adaptive material systems exhibit 

state-dependent responses to stimuli, the principles governing their behavior can become 

exceedingly complex (see [3] for discussion). The final and most sophisticated class of 

material system is intelligent matter. In addition to the functional elements required for a 

system to count as adaptive, an intelligent system must possess long-term memory storage. 

This enables previously sensed or self-generated information to be retained over time and 

deployed when needed. As well as guiding future action by modulating the behavior of 

actuators, feedback information retained as memory can be used to alter a system’s internal 

states, implementing a form of learning.  
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2.2 Preliminary Comments on the Intelligent Matter Framework 

I start by making three preliminary observations about the IMF. First, as a terminological 

matter, Kaspar and colleagues reserve the term intelligent for the final class of systems, 

stating that “if one of the key functional elements is lacking, then, according to our 

definition, the material is not considered intelligent” [1, p. 349]. Despite this assertion, the 

IMF can be interpreted as specifying discrete gradations of intelligence, with the four classes 

serving as distinct levels. Ultimately, the difference between these two perspectives is more 

semantic than substantial. For clarity, I will stick with the authors’ usage moving forwards.  

Second, the classificatory scheme of the IMF does not partition the space of possible 

material systems exhaustively. For example, where should a system possessing sensors and a 

memory, but no interaction network, be classified? Kaspar and colleagues discuss a soft 

matter system with such a functional repertoire and suggest that “such matter would not 

classify as adaptive matter owing to the lack of a network, [but nevertheless] goes beyond 

responsive capability” [1, p. 349]. While the existence of material systems which straddle the 

IMF’s boundaries raises questions about its aptness, I put this issue aside for now.  

Third, Kaspar and colleagues state that their notion of intelligence is not applicable to 

human beings or biological organisms more generally. For example, they write that “such 

matter which we term here intelligent does not show the same level of intelligence as would 

be understood in a psychological sense” [1, p. 345]. And, with respect to basal biological 

intelligence, they stress that the “key functional elements […] are not sufficient to enable the 

emergence of will or cognition, which distinguishes synthetic matter from intelligent living 

beings” [1, p. 347]. Such caution is admirable. Given the domain of research the IMF intends 

to support, eschewing psychological connotations seems appropriate. Indeed, such minimal 

strategies are common to researchers studying the evolution of intelligence [11], bacterial 

intelligence [12], plant intelligence [13], and artificial intelligence [14]. However, these 

disavowals raise the question of what relation the IMF’s notion of intelligence does bear to 

those of other disciplines. One natural answer, not adopted by the IMF, is that diverse 

intelligence concepts are united by capturing systematic variation in behavior [6], [15]. That 

the IMF does not account for this will be the focus of my critique in section 3.3. 

2.3 Guide and Evaluate: The Two Functions of the Intelligent Matter Framework 

To critically discuss the IMF, it is necessary to consider what it hopes to achieve.3 According 

to Kaspar and colleagues, they set out to provide “a roadmap towards intelligent matter” [1, 

p. 353] and to coordinate a “concerted, interdisciplinary and long-term research effort” [1, p. 

353]. In other words, by specifying requirements for different levels of material intelligence, 

the IMF is intended to constitute a coherent and unified framework which can evaluate and 

 
3 This is a pragmatic approach which eschews metaphysical worries, e.g., about what intelligence 
fundamentally is or whether simple material systems can really possess it. Such questions, while plausibly 
interesting, are not within the stated remit of the IMF. 
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guide a distributed and diverse set of research practices. I suggest that this goal can be 

factored into two closely related functions which I describe below.  

On the one hand, the IMF has a guiding function, serving to specify how the intelligent 

matter research program should aim towards implementing intelligence in material systems. 

According to Kaspar and colleagues’, no extant system satisfy their criteria for intelligence [1, 

p. 353]. As such, the IMF’s more demanding classifications serve as a lodestar for 

researchers to navigate towards. This role is explicit in the authors’ concluding call to action: 

“…we must proceed from learning matter to truly intelligent matter, which receives input 

from the environment via sensory interfaces, shows a desired response encoded via 

embedded memory and artificial networks, and can respond to external stimuli via 

embedded transducers” [1, p. 353]. On the other hand, the IMF also has an evaluative 

function, enabling progress towards the goals of the intelligent matter research program to 

be assessed. To achieve this, specific material systems are examined and sorted according to 

the IMF’s classificatory scheme. For example, Monreal Santiago and colleagues [16] 

developed a synthetic molecular system exploiting positive feedback to enable self-

replication. According to the IMF, the system’s possession of sensing, actuating, and 

interaction elements render it adaptive matter, but its lack of a long-term memory element 

precludes it being classed as intelligent.  

Clearly, the guiding and evaluative functions of the IMF are intertwined. By evaluating extant 

systems and specifying which functional elements they are lacking, the future work required 

to develop intelligent matter is made apparent. To sum up, it is with respect to the IMF’s 

aptness to guide and evaluate that it ought to be judged. 

 

3. The Missing Role of Normativity 

In this section I argue that the IMF has a weakness. In particular, it fails to provide normative 

constraints on which kinds of behaviors count as adaptive and intelligent according to its 

criteria. I begin by explaining the sense in which the IMF lacks normativity. I then contrast 

the IMF with definitions of intelligence which do provide this kind of normativity, to provide 

further clarity on what exactly is missing. Finally, I argue that normativity is critical for both 

the evaluative and guiding functions of the IMF.  

3.1 Normative Criteria as Behavioral Standards 

Clearly, the IMF provides some criteria for assessing the intelligence of material systems, 

namely those described in section 2.1. To explain the sense in which normative criteria are 

missing, then, a terminological distinction is required. I will refer to the criteria delineated by 

Kaspar and colleagues in the IMF as functional criteria, since they refer to a system’s 

possession of, or constitution by, certain functional elements (i.e., sensors, actuators, an 

interaction network, long-term memory). There is a straightforward sense in which these 

functional criteria can be considered normative, since they specify properties that systems 
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need to have (i.e., constitutive norms to which systems need adhere) in order to achieve 

particular classifications. However, what I mean to refer to by normative criteria are 

standards applied to the behavior of a system (i.e., what it does). For example, a thermostat 

is judged (prima facie) by its capacity to minimize the difference between the temperature 

of a physical system and a specified set-point. In this sense, normative standards function as 

performance measures by which a system’s ability to implement target behaviors may be 

assessed [14]. Possessing the right combination of functional elements may be a pre-

requisite for achieving some behavioral outcomes, but the achievement of most outcomes 

will typically require something over and above possession of those elements (e.g., the 

elements being organized such that their operation in typical environments reliably 

produces the relevant outcomes). To capture this distinction, when I speak of normative 

criteria moving forwards, I am always referring to standards by which systems’ behavior may 

be evaluated, regardless of differences in the functional elements involved.  

So then, to make my claim that the IMF lacks a normative criterion precise, it can be re-

phrased as follows. According to the IMF, conditional on the set of functional elements that 

a given material system possesses, variation in the behavioral propensities of that system is 

immaterial to the class into which it should be sorted. That is, once we know which 

functional elements a system is endowed with, we do not need to know anything more 

about how those functional elements interact or which patterns of behavior they produce in 

order to know how intelligent that system is.4 I now contrast the IMF with other frameworks 

of intelligence in order to clarify the typical role of normative criteria.  

3.2 Normativity and Definitions of Intelligence 

In their review of definitions of intelligence, Legg and Hutter synthesized over 70 proposals 

from psychology, cognitive science, and artificial intelligence into a single sentence: 

“Intelligence measures an agent’s ability to achieve goals in a wide range of environments” 

[17, p. 9]. This broad and general definition brings two distinctions with the IMF to light. 

First, the synthesized definition explicitly invokes normative criteria through reference to 

“goals”. While the notion of a goal remains imprecise in the definition, however it is spelled 

out, it will constrain what a system needs to do in order to achieve a certain degree of 

intelligence (I will have more to say on goals in section 4.2). This is exactly what the IMF 

lacks. Second, in contrast to the IMF, the synthesized definition specifies no functional 

criteria at all. That is, it does not place any requirements on how a given system achieves its 

goal. I do not suggest that the IMF is wrong to specify functional criteria. On the contrary, 

specifying such criteria enables the IMF to fulfil its guiding function (with the proviso that it 

will only function well as a guide under the condition that the criteria are well-motivated). 

 
4 As I will discuss in section 3.4, textual evidence casts suggest that Kaspar and colleagues did not intend this to 
be a property of their framework. Rather, the omission of an explicit normative criterion by which the 
behaviour of purportedly intelligent systems may be judged is more likely an oversight. 
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Instead, my claim is that, especially for the IMF to fulfil its evaluative function, it needs 

normative criteria in addition to functional ones.  

Appeals to normative notions in the definition and evaluation of intelligence are ubiquitous. 

Normativity in Legg and Hutter’s definition of intelligence is conferred by the use of the word 

“goal”. However, there are numerous ways for normativity to enter a definition or 

framework for intelligence.5 For example, Russell and Norvig structure their approach to AI 

around the idea that “some agents behave better than others”, which “leads naturally to the 

idea of a rational agent—one that behaves as well as possible” [14, p. 95]. Through invoking 

notions of better, worse, and best behaviors, their concept of rationality becomes 

normative. One might argue here that the approach relevant to traditional AI agents should 

differ from that for material systems. However, Russell and Norvig define an agent as 

“anything that can be viewed as perceiving its environment through sensors and acting upon 

that environment through actuators” [14, p. 96]. As such, their approach is clearly minimal 

enough to be compatible with intelligent matter (indeed, even responsive matter is 

covered). A non-exhaustive list of terms, common to definitions of intelligence, which 

(usually) connote a normative standard include: rationality [18], problem-solving [19], 

indistinguishability from human beings [20], adaptability/adaptivity [10], task-performance 

[7], and more besides [6], see [15], [21]. All definitions which invoke such notions 

incorporate normativity.  

One term mentioned above, adaptivity, appears in the IMF and is important to discuss in 

greater detail. One might think the worry about normativity is forestalled by the IMF’s 

inclusion of this term. However, there is a critical contrast between how the IMF uses the 

word adaptive and how it is typically applied in biological and AI settings. Recall that in the 

IMF a material system is adaptive if it possesses sensors, actuators, and an interaction 

network [1, p. 346]. In biology, in contrast, adaptivity is normally defined in terms of how a 

trait contributes to the inclusive genetic fitness of the organism that possesses it [22]. For 

example, it is adaptive for cacti to grow spines because they deter herbivores who might 

otherwise eat the cacti, preventing them from replicating and propagating their genetic 

material [23, p. 26]. We can readily imagine a scenario in which a cactus’ growing of spines 

depends upon the presence of some environmental trigger, such as a particular quantity of 

rainfall. In such a case, the cactus is making use of sensors, to detect the presence of rain, 

actuators, to initiate the growth of spines once the threshold is reached, and a network, 

through which the signals from sensation to actuation are propagated. However, from a 

biological perspective, such behavior only counts as adaptive if the inclusive genetic fitness 

of the cactus, conditional on its spine-growing behavior, is greater than its inclusive genetic 

fitness in a counterfactual world in which the spine-growing behavior was absent. In other 

words, biological adaptivity tracks beneficial contribution, not functional complexity. While 

 
5 I do not distinguish sharply between definitions and frameworks here. Roughly speaking, the IMF is a 
framework composed of a set of hierarchically arranged definitions. However, the evaluative and guiding 
functions of the IMF may also be played by singular definitions [10]. 
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particular forms of complexity might be necessary to attain certain benefits [11], unless they 

actually do attain those benefits, at least in expectation, they are not considered adaptive.6 

3.3 Normativity is Crucial for the Evaluative and Guiding Functions of the IMF 

So far in this section, I have specified what is meant by the claim that a normative criterion is 

absent from the IMF as stated and shown that this feature marks the IMF out as unusual 

among attempts to define or conceptualize intelligence. I now argue directly that 

augmenting the IMF with an explicit normative criterion is required for it to adequately 

serve its evaluative and guiding functions. 

Pei Wang contends that a working definition for artificial intelligence (like the IMF) ought to 

adhere to four requirements (initially proposed by Carnap in his discussion of probability 

[24], [10] (see [6] for a related approach). Those requirements are as follows: i) similarity to 

the way the term is commonly used, ii) exactness, iii) fruitfulness, and iv) simplicity. The 

similarity requirement prevents an academic definition of a term from becoming divorced 

from its ordinary meaning. For example, we could stipulatively define intelligence for 

material systems as a measure of, say, conformational flexibility. But this would leave us with 

a term utterly failing to capture the sense of intelligence that motivated the need to define it 

in the first place. The exactness requirement demands that a definition be precise enough to 

aid scientific discourse. In the context of intelligent matter, exactness is critical for the IMF to 

serve its evaluative function.7 The fruitfulness requirement demands that a definition be 

informative enough to serve a practical role. For the IMF, this equates to fulfilling its guiding 

function. As Wang states, researcher definitions of intelligence typically do not describe 

“something that already fully exists, but something to be built” [10, p. 5], a description that 

applies clearly to the IMF. The simplicity requirement demands that a definition be as simple 

as possible, given that it satisfies the first three requirements.8  

I suggest that an explicit normative criterion is crucial for any definition or framework of 

intelligence to adhere to the similarity requirement. As Kryven and colleagues put it, 

“attributing intelligent behavior relies on interpreting an agent’s actions as … reasonable in 

the first place” [26, p. 15]. In other words, the purpose of ascribing intelligence to entities is 

as a means to explain and predict systematic differences in their observed behaviors. In the 

human domain, some people are able to complete cognitive tasks that others cannot. As 

Sternberg notes [27, p. 308], it is with respect to such observations that the ascription of 

 
6 The AI use of adaptivity is essentially parasitic on the biological notion e.g., [10, p. 19] but with inclusive 
genetic fitness exchanged for a quantitative performance measure. 
7 As illustration of the perils of inexactness, consider Legg and Hutter’s synthesized definition of intelligence 
(section 3.1). By invoking undefined notions of agents, goals, and environments, this definition leaves much up 
to interpretation should one attempt to apply it to a real-world material system (see [25] for an attempt to 
make that definition exact). 
8 There is a tension between this requirement and the third, since simple definitions may lack the detail 
required for informativity, but discussing this trade-off is beyond the scope of this chapter. 
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differing degrees of intelligence to individuals has explanatory value.9 For this reason, any 

framework of intelligence that fails to track observed variation in relevant behavioral 

outcomes is insufficiently similar to the ordinary concept [6].10  

While it may not immediately seem catastrophic for the IMF to fail to adhere to one out of 

four requirements, the value of providing a sufficiently exact and fruitful definition can only 

be realized given similarity is satisfied. Otherwise, the way in which systems are evaluated, 

even if precise, will ultimately fail to track our intuitive judgements. Furthermore, systems 

which follow the guidance of the IMF may fail to demonstrate behavior which would 

independently strike us as intelligent. If my critique is right, there should be possible systems 

which would satisfy the IMF’s criteria for adaptivity and intelligence but fail to produce 

intelligent behavior. To that end, consider a system equipped with a sensor that periodically 

detects (external) temperature, a memory system that stores experienced temperatures as 

sequences (of length 3, say), an actuator that can trigger the rotation of the system (like a 

bacterial flagellar motor), and a network mechanism connecting these functional elements. 

The network mechanism evaluates the most recent trajectory of temperatures and, if it 

matches a stored sequence, signals the actuator to trigger the rotation of the system. The 

implementational details of this imagined case are not important.11 The point is that this 

system would, in virtue of its possession of all functional elements specified by the IMF, 

constitute intelligent matter. Despite that, it is hard to see how such a system could possibly 

implement behavior that would count as intelligent by a practical normative standard.  

As well as failing to track intuitive judgements in cases where functional complexity is put to 

unintelligent use, the IMF also overlooks that what a system does is limited in important 

ways by numerous factors beyond which functional elements it possesses. These factors 

include i) the variety of things it can sense, ii) the range of actions available to it, and iii) the 

fit between the behavioral policy it implements and the conditions of the environment [30]. 

It is true that an enlarged functional repertoire expands the space of possible behaviors. 

However, merely possessing such a repertoire does not ensure that the behaviors plucked 

from that vast space belong to the subset of valuable ones. For this reason, a measure of 

intelligence that focuses entirely on functional criteria is bound to overrate systems which 

do useless things for sophisticated reasons. In order to cleave to the ordinary sense of the 

term intelligent, then, the IMF must augment its specification of the functional elements 

necessary for intelligence with some kind of normative criterion for the behaviors material 

systems implement.  

 
9 Indeed, one might view intelligence as no more than a useful shorthand for speaking about these observed 
differences in capabilities and behaviours (see [28] for such a view). Of course, there are more theoretically 
laden ways to interpret intelligence, with the IMF being an example. The point is that, to satisfy similarity, an 
explication of the concept ought to summarize observations in a compact and predictively valuable manner. 
10 This is not to say that the exact outcomes over which variation is tracked need to be the same as in the 
human case. As acknowledged in section 2.2, Kaspar and colleagues do not intend their notion of intelligence 
to be applicable to psychology.  
11 One can imagine such a system as a variant of Braitenberg’s Vehicle 5 [29]. 
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Before I discuss normativity in more detail, I briefly examine textual evidence suggesting that 

Kaspar and colleagues implicitly invoke normativity when applying the IMF. 

3.4 Implicit Normativity in Applying the IMF 

Although normativity is absent from the explicit presentation of the IMF, it still factors into 

the judgements Kaspar and colleagues make about the intelligence of material systems. 

There are two ways this plays out. First, although the IMF only directly classifies systems 

with respect to how they implement behaviors (i.e., functional criteria), there are implicit 

criteria governing which range of behaviors a system must display to be deemed interesting 

enough to warrant examination (i.e., implicit normative criteria). Second, comments from 

Kaspar and colleagues imply that further details relating to how systems implement 

normativity are relevant to how intelligent they consider them to be. I address these points 

in turn.  

Normative criteria implicitly govern which systems are candidates for classification as 

intelligent by the IMF. Consider Yu and colleagues’ demonstration of self-swarming behavior 

in paramagnetic nanoparticles [31]. Due to their magnetic interactions, upon exposure to 

oscillating magnetic fields these particles display a range of pattern-forming collective 

behaviors. In their assessment, Kaspar and colleague state that, because the nanoparticles 

“rely on the input of an external programmer who manipulates the magnetic field… the 

particles do not show intelligent behavior by themselves” [1, p. 347]. Notice that this 

statement pertains to the behavior of the nanoparticle system as a function of 

environmental variation (i.e., input). It is because this pattern-forming behavior is only 

observed under environmental conditions which require close external control that the 

system is deemed less autonomous and, thus, less intelligent. Such a claim implicitly invokes 

a normative criterion by focusing on behaviors deemed interesting from the outside (e.g., 

collective motility). Without such a criterion, there would be no reason for the pattern-

forming behavior, generated through controlled deformations of the particle swarm, to be 

distinguished from any other behavior. Similarly, He and colleagues [32] (described in [1, p. 

350]) develop a system which, through a feedback loop involving the mechanical action of 

temperature-responsive hydrogel and the chemical action of exothermic catalytic reactions, 

maintains its temperature in a narrow range. In this case, thermoregulation is the behavior 

judged worthy by an implicit normative criterion. The failure to make these implicit 

judgements explicit may seem trivial. However, the hypothetical system considered in the 

previous section shows how this can manifest in unintuitive judgements. Further, since the 

IMF is supposed to guide research, leaving such criteria implicit is unsatisfactory (see section 

5.4 for further discussion). 

Second, Kaspar and colleagues suggest a further constraint, not prescribed by the IMF, on 

how norms should be implemented. In particular, they imply that the criterion by which a 

material system’s behavior should be judged must, in some sense, be generated from within 

the system. For example, when assessing a swarm of autonomous robots that can assemble 
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into two dimensional patterns, Kaspar and colleagues state that “since an external 

programmer predefines the targeted shape and gives instructions in [the] form of an 

algorithm, the whole group of robots is not intelligent according to our definition” [1, p. 

346]. It is not clear how the authors derive this judgement from their definition of intelligent 

matter, which does not mention goals or the achievement of target states, whether defined 

externally or not. However, this comment (and the similar comment about the swarming 

paramagnetic nanoparticles) suggests that Kaspar and colleagues intend the IMF to limit the 

ascription of intelligence to systems which, in some respect, generate their own normative 

criteria. Call this an intrinsicality condition on normativity. I discuss this requirement further 

in section 5.2. 

 

4. Aspects of Normativity 

In section 3 I observed that the IMF lacks a normative criterion and argued that this 

omission is problematic. To rectify this situation, I suggest, some notion of normativity ought 

to be explicitly incorporated into the IMF. This should serve to make the framework sensitive 

to behavioral capacities in a way that tracks the ordinary notion of intelligence, thus 

satisfying the similarity requirement (see section 3.3) and enabling the IMF to serve its 

evaluative and guiding functions effectively. However, for this to be possible, clarity around 

which notion of normativity ought to be incorporated is required. To that end, this section 

unpacks the concept of normativity. 

I suggest that questions about normativity can be divided into two distinct categories.12  One 

set of questions pertains to the source of the normativity. That is, where does the normative 

criterion originate? By what process does it arise? Another set of questions pertains to the 

constitution of the normativity. That is, how is the normativity physically instantiated in the 

system? Are there explicitly represented goal states against which actual states can be 

compared? Or is the normativity governed by the organization of the entire system? Let us 

take a closer look at each of the aspects of normativity before discussing their relation to the 

IMF. 

4.1 Aspects of Normativity: Source  

First, let us consider sources of normative criteria. That is, where do such criteria come 

from? The source of normativity may be considered from an ultimate or proximal 

perspective [33], [34], [35], [36]. In the case of biological systems, the ultimate source of a 

normative criterion is the process of evolution by natural selection [23], [37]. It is inherent to 

 
12 To structure this section, I take inspiration from Rahwan and colleagues’ typology of questions for machine 
behaviour [33], itself derived from Tinbergen’s foundational work in ethology [34]. Questions about what I call 
the source of normativity roughly map on to Tinbergen’s historical/developmental questions, while questions 
about the constitution of normativity roughly map on to Tinbergen’s contemporary/slice-in-time questions. 
However, I intend the relation to Tinbergen (and Rahwan et al.) to be one of rough inspiration, not 
isomorphism.  
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natural selection that success for an individual is constituted by surviving and reproducing, 

with the value of traits and behaviors derived from their contribution to these core 

objectives [38]. Without the differential replication of variant biological forms, captured 

formally by the metric of inclusive genetic fitness, there could be no criterion for the success 

of individuals and thus no normativity [39]. Proximal sources of normative criteria for 

biological organisms are the specific challenges posed by their environments ([40], see [41] 

for detailed discussion of how normativity relates to biological function).13 For example, the 

threat of predation by foxes imposes a normative criterion on rabbits by rendering their 

survival conditional on their ability to evade capture. On this view, the evolution of 

behaviorally and cognitively sophisticated organisms is a product of an increasingly diverse 

multitude of proximal sources of normativity, all generated from the same ultimate source of 

natural selection (see [11] for discussion). 

For engineered systems, the ultimate source of normativity is challenging to specify. There is 

no consensus view on how to determine what constitutes appropriate functioning or overall 

success for an artifact (see [43] for philosophical discussion). However, to a first 

approximation, we can follow the example of biology and characterize success in terms of 

spread and prevalence (as in [33]). Translating these ideas to the world of artifacts, we are 

faced with an ultimate criterion of widespread manufacture, deployment, and use.14 

Another way to frame this is that the ultimate source of normativity for artifacts, by analogy 

to biological evolution, is cultural evolution [44].15 Though there is significant controversy 

about how best to describe variation and selection in a cultural evolutionary framework 

[45], the relevant dynamics likely involve a complex combination of social, technical, and 

biological factors [33], [46]. Moving onto the proximal sources of normativity, once again, we 

are faced with variety. In some cases, such as formal verification in software engineering 

[47], [48], normative criteria for the behavior of engineered systems may be formalized and 

explicated precisely. However, in other cases, the criteria by which system behavior is 

evaluated may be challenging to state exactly [49]. For example, consider the recent 

explosion in the prevalence and usage of large language models [50]. While the formal 

measure of perplexity captures how well models such as ChatGPT perform at their training 

objective [51], their commercial success is a function of how useful people find them, a 

metric which cannot be easily operationalized prior to releasing the model as a product. The 

use of performance on task benchmarks as proximal normative criteria has been a topic of 

critical discussion within the AI and machine learning community (e.g., [5], [21]). This 

 
13 It would be beyond the scope of this chapter to discuss the intricacies of the philosophical debate on 
biological functions. However, see [42] for an attractive pragmatic and pluralist view. 
14 This relates to the etiological view of artifact functions [43]. However, I do not take describing the source of 
normativity for engineered artifacts to require commitment to such a view (or any view at all) about artifact 
functions. 
15 Note that there is ongoing debate about the nature, prevalence, and explanatory power of cultural evolution 
(as well as whether it is an evolutionary process in a literal, analogical, or metaphorical sense). However, the 
basic observation that technical artifacts differ in ubiquity and persistence is undeniable.  
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reflects the difficulty of selecting proximal normative criteria which lead to desirable 

outcomes [52], [53], [54] (see also section 5.4).  

4.2 Aspects of Normativity: Constitution  

Next, let us consider how normativity may be constituted in a system. That is, what physical 

arrangement of matter implements normativity within a system? Here, two broad categories 

can be distinguished. First, some systems explicitly represent goal states or objectives such 

that they can evaluate occurrent states with respect to them [55]. Call this category explicit 

representation. Explicit representation of goals is commonly associated with the symbolic 

approach to AI spearheaded by Newell and Simon [56]. Newell and Simon developed so-

called expert systems which operated via backchaining, i.e., given a goal state and an 

occurrent state, searching for a trajectory of intermediate states such that the goal state is 

reached [57]. More generally, approaches to AI that focus on search and planning typically 

involve explicit representation of goals [14]. Control systems which explicitly represent their 

control variables (i.e., those whose values they maintain within a specific range) also belong 

to this category [58], [59]. Additionally, though the details are controversial, it is widely 

believed in cognitive science that human beings explicitly represent goals in some manner 

[60]. Whether or not the same is true in various species of nonhuman animals is a matter of 

ongoing debate [61], [62], [63].16  

The second broad category concerning the constitution of normativity is holistic 

arrangement. Here, there is no (canonical) way to localize the normativity which governs the 

behavior of a system. Rather, it is the entire physical arrangement of the system which 

serves to dictate that its behavior conforms to a particular norm (these are what [55] call 

‘goal-seeking systems’, or what [65] calls the ‘systems view’). Again, both biological and 

engineered systems may fall into this category. Indeed, arguably, every biological system is 

normative in virtue of its holistic arrangement, since it is the way the system is arranged (in 

both space and time) which constitutes its identity [62], [66]. Broadly speaking, this is the 

position taken up by proponents of the autopoietic view of biological systems and their 

intellectual descendants [67], [68], [69].17  

When it comes to engineered systems, they do not (yet) possess the dynamic cohesion or 

behavioral flexibility characteristic of biological organisms [70], precluding the kind of 

autonomy exhibited by living beings. However, there is still clearly a class of human-designed 

material systems for which their overall functional organisation imbues them with a weaker 

kind of purposiveness. Indeed, better understanding how this subset of engineered 

 
16 It is beyond the scope of this chapter to enter into detailed analysis regarding what is required for something 
to count as a representation of a goal. Indeed, it is plausible that no sharp dividing line separates biological 
systems which do and do not explicitly represent goals [64]. If this is so, it seems equally plausible that artificial 
systems, including those developed in materials science, may also blur the boundaries.  
17 Note that commitment to a holistic arrangement account of biological normativity is compatible with 
believing that (some) biological organisms explicitly represent target states. However, the two accounts are 
mutually exclusive as explanations for the achievement of any particular state. 

Commented [bc1]: Cut or change? 

Commented [bc2]: Only two? What about systems which 
fail to meet the criteria for either group (i.e., reflex agents)? 
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machines, so-called servomechanisms, implemented goal-directed behavior was a central 

goal of the cybernetics movement of the 1940s and 50s [9], [71], [72]. To anticipate a 

possible misunderstanding, note that holistically arranged normativity is not trivially 

ascribable to every human-designed artifact, merely in virtue of the fact that their 

intentionally designed characteristics contributes to their utility, spread, and application. The 

critical difference between normative systems such as, say, a heat-seeking missile, and non-

normative ones such as, say, a clock, is that the former but not the latter have the propensity 

to reach or maintain particular desirable states despite environmental perturbations ([23] 

views this as an aspect of goal-directedness, while [65] calls this property ‘persistence’).18 

Systems which do not exhibit any flexible behavior that reliably reaches or maintains 

particular target states do not implement normativity.  

With the source and constitution of normativity in mind, let us turn to considering which 

senses of the term could be usefully incorporated into the IMF. 

 

5. Normativity and the Intelligent Matter Framework 

To recap, section 2 presented the IMF, posited that it aims to serve evaluative and guiding 

functions, and noted that it omits explicit normative criteria. Section 3 discussed this 

omission in detail, arguing that it prevents the IMF from adequately fulfilling both its 

evaluative and its guiding function. Section 4 provided a brief analysis of normativity, 

suggesting that the source from which normativity derives and how normativity is 

constituted in a given system are distinct, important considerations. This section turns to 

how normativity should be inserted into the IMF in a way that accords with the theoretical 

commitments of the intelligent matter research program. In particular, we can ask: i) which 

source of normativity is most suitable for the purposes of the IMF? And: ii) what 

requirements for the constitution of normativity, if any, ought the IMF to impose?  

5.1 Sources of Normativity for the IMF 

Recall that the source of a normative criterion refers to where it comes from. That is, what is 

responsible for generating the evaluative standards by which a material system’s behavior 

should be judged? As an initial question, we can consider whether it is the ultimate or 

proximal source of normativity with which the IMF should be concerned. This has a 

straightforward answer. Any attempt to dictate the ultimate source of normativity for 

engineered artifacts would be hubristic folly. Which engineered artifacts and material 

systems end up being reproduced, distributed, and deployed (i.e., the ultimate source of 

normativity) depends upon myriad factors that could not be effectively enumerated, let 

alone controlled, by any research effort. By elimination then, it is the proximal source of 

 
18 A precise explication of the degree to which a system needs to exhibit this form of persistence to count as 
normative is outside the scope of this chapter. Personally, I am inclined towards a gradualist perspective on 
which there is no definite boundary.  
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really focus on holistically organized machines? 



15 
 

normativity that the IMF should be concerned with. So, the question becomes: how should 

the IMF impose local normative standards to better fulfil its functions?  

Two general strategies can be delineated.19 On the one hand, the IMF may augment its 

functional requirements with a specific normative criterion that is applicable across cases. 

For example, one option would be to follow Legg and Hutter’s synthesized definition of 

intelligence discussed in section 3.2 (“the ability to achieve goals in a wide range of 

environments”). In order to give this definition teeth, Kaspar and colleagues would need to 

define “goals” and “environments” concretely enough to quantify the range of environments 

systems operate in. They would also need to consider how to integrate a measure of this 

quantity with the discrete functional requirements specified by the IMF in its current form. 

For instance, each class of matter delineated by the IMF could be associated with a 

threshold of the measured quantity such that a system can only count as, say, adaptive, if it 

achieves goals across sufficiently many environments. This approach has the potential to 

endow the IMF with the power to fulfil its evaluative and guiding functions, ruling out 

degenerate systems and providing a clear vision of intelligent behavior. However, enacting 

this strategy may be challenging given the breadth and diversity of the intelligent matter 

research program. Devising a criterion equally applicable to self-organizing nanoparticle 

assemblies, soft matter systems, and distributed neuromorphic computing systems may not 

be possible. For example, Legg and Hutter’s definition may struggle to capture the fact that 

some intelligent matter research aims to replicate the flexibility of general computation (e.g., 

[73]) while others aim for the robust implementation of narrow behaviors (e.g., [31]).  

The other avenue available to the IMF is a devolved approach which transfers responsibility 

for specifying normative criteria to the researchers developing purportedly intelligent 

material systems. This strategy comports with the spirit in which the article presenting the 

IMF is written. For example, consider He and colleagues’ homeostatic mechanochemical 

system, in which “a continuous feedback loop between an exothermic catalytic reaction […] 

and the mechanical action of [a] temperature-responsive gel results in an autonomous, self-

sustained system that maintains temperature within a narrow range” [32, p. 350]. Adopting 

the devolved approach would mean deferring to He and colleagues with respect to the 

normative standard by which the system is evaluated. In this case, the system would 

(presumably) satisfy the normative standard imposed by the researchers in virtue of its 

thermoregulatory behavior. This strategy has the advantage of adaptability. It can capture 

whatever normative criteria are deemed relevant by particular scientists pursuing the varied 

research programs which fall under the banner of intelligent matter. As a drawback, 

however, the devolved strategy provides less in terms of both guidance and evaluation than 

the specification of a particular measure (see section 5.4 for further discussion of this point). 

 
19 For clarity I present these strategies as discrete options. However, in reality there is a continuum on which 
strategies may be placed. 
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Since there are pros and cons to both the specific approach and the devolved approach, I 

suggest a compromise position that augments the IMF with the following normative 

criterion:  

NC: In order for a material system to be classification as intelligent (or adaptive, responsive, 

or structural), it must be endowed with the requisite functional elements and, through the 

coordinated activity of those functional elements, robustly implement concrete behaviors 

(e.g., the maintenance or achievement of one or more target states) which contribute 

towards a higher-order goal.  

This criterion reflects a partially devolved strategy. It leaves both the concrete behaviors a 

system implements and the higher-order goal towards which the system’s behavior 

contributes open to interpretation. However, it does still impose general constraints which 

rule out degenerate systems as described in section 3.3. In particular, only systems which 

achieve specified target states of some kind, be they internal states of the system or states 

of the environment, can count as intelligent. That systems must do this robustly ensures that 

some degree of persistence in the face of perturbation is required. Further, that these states 

must contribute to some higher-order goal brings the IMF’s use of the term adaptivity into 

alignment with other disciplinary approaches to intelligence. 20 Finally, the requirement for 

the behavior of the system to be implemented by the coordinated activity of its relevant 

functional elements ensures that the functional and normative criteria are integrated into a 

coherent whole.  

Practically, application of the augmented IMF would involve specifying which concrete 

behaviors constitute the norm for a particular material system (e.g., maintaining system 

temperature in a particular range) and what higher-order goal those behaviors contribute to 

(e.g., the persistence of the system).  

5.2 Constitution of Normativity for the IMF 

Let us now turn to what prescriptions, if any, the IMF might make regarding how normativity 

should be constituted in purportedly intelligent material systems. In particular, is one of the 

two categories delineated above, explicit representation and holistic arrangement, more 

fitting than the other? We should first note that the IMF, in virtue of supplying a functional 

parts list necessary for systems to be designated as responsive, adaptive, or intelligent, 

already constrains how any behavior ought to be implemented. Thus, we can begin by 

considering whether these constraints suffice to commit the IMF one way or another 

regarding the implementation of normativity. That is, may systems possessing the relevant 

functional elements adhere to a behavioral norm in virtue of either explicitly represented 

goal states or holistic arrangement, or does that functional profile already exclude one of 

those possibilities? It is clear that both possibilities remain open to the IMF. Goal states may 

 
20 Indeed, the system I imagined in section 3.3 could be rescued from the charge of degeneracy by specifying 
the higher-order goals to which its behavior contributes.  
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be explicitly represented in a long term memory or interaction network, but flexible goal-

seeking behavior is possible without such representation [55], [65]. As such, the IMF is 

neutral with respect to how exactly those functional elements might be constrained to 

interact in ways which reliably lead to desirable states.  

However, although both explicit representation and holistic arrangement are logically 

consistent ways for the IMF to bolster its functional requirements, there are further 

considerations, touched upon by Kaspar and colleagues, which favor holistic organisation. I 

will consider two such points. First, as noted in section 3.4, Kaspar and colleagues invoke an 

intrinsicality condition in their evaluation of the swarm behavior of autonomous robots and 

paramagnetic nanoparticles. In each case, the systems in question are deemed adaptive but 

not intelligent in virtue of their requiring an external programmer to define the target 

shapes of the swarm [1, pp. 346–347]. This implies that if the target shapes had not required 

this external programming, the systems would have been deemed intelligent. This 

interpretation is supported by Kaspar and colleagues’ suggestion that natural self-organizing 

swarms (which are not externally programmed), such as insect colonies and schools of fish, 

are “often considered to exhibit features of intelligent behavior” in virtue of being 

“coordinated in a decentralized manner” (p.346). This brings us to decentralization, which is 

the second consideration. Developing decentralized intelligent systems is an important 

ambition of the intelligent matter research program. As Kaspar et al. state, the ideal 

combination of their favored functional elements would “form functional processing 

continua, which do not require a centralized processing unit, but rather provide the 

capability for local and distributed information processing” [1, p. 345]. If we take the authors 

at their word, the normativity of intelligent material systems should be constituted in a 

decentralized but intrinsic manner. 

What does it mean for an engineered system to exhibit decentralized, intrinsically normative 

behavior? If the behavior that the system displays is decentralized, then it is not being 

governed by a central information processing unit. This implies that the system cannot be 

explicitly representing its goal state in a dedicated location, since that location would 

constitute a de facto locus of control.21 If this reasoning is sound, then a decentralized 

system must implement normativity, if at all, through its holistic arrangement. Next, let us 

contend with the notion that this normativity should be, in some sense, intrinsic, that is, not 

dictated by an external source like a programmer. How should we interpret this 

requirement? One possibility would be that the system must exhibit the strong sense of 

holistic arrangement, as explicated by researchers inspired by the autopoietic tradition. On 

this view, a biological system is special because “the conditions of existence of its 

constitutive processes and organization are the norms of its own activity” [69, p. 34]. This 

means that an “interaction or process is detected as “bad” or “good” by and for the very 

 
21 In theory, nothing prevents a decentralized system from representing a goal state in an inert way, 
disconnected from the functional organisation which brings about that goal state. However, such a system 
would not satisfy typical criteria for explicit representation e.g., [55, pp. 128–9]  
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system (not by and for an external observer)” [69, p. 35]. Ruiz-Mirazo and Moreno capture a 

coherent sense in which a system can have intrinsic norms. However, importing this into the 

IMF would be at odds with the stated focus on commercial engineering applications like 

intelligent clothing and neuromorphic computing, as well as the explicit disavowal that 

developing intelligent matter implies producing willful living systems (see section 2.2). 

Further, if the IMF adopted this demanding intrinsicality requirement, then its research goals 

would collapse into those of synthetic biology and artificial life [74], [75].  

This leaves the IMF in a bind. Adopting a standard of strong intrinsicality seems contrary to 

the spirit of the intelligent matter project. On the other hand, there may be no other 

meaningful sense in which a system which does not select among explicitly represented goal 

states can exhibit intrinsic normativity. As Ann Sophie Meincke puts it, “it is not clear in what 

sense the behaviors of systems [like] thermostats or torpedoes could be guided by intrinsic 

goals, given that there is no sense in which such systems can be considered as themselves 

setting these goals” [76, p. 286]. If this argument is right, then conditional on a system’s 

normativity being constituted by its holistic arrangement, either it pursues the biological 

imperative to maintain its own dynamic organisation (in the strong sense demanded by the 

autopoietic tradition), or it cannot be intrinsically normative. Thus, it may not be possible for 

the IMF to simultaneously retain all of its stated desiderata. One of the following – holistic 

arrangement, intrinsic normativity, practical applicability – must be jettisoned. In my view, 

the intrinsic normativity requirement is the most sensible candidate for rejection. While 

there is appeal to the notion that a material system which governs its own norms is more 

intelligent than one that does not, I cannot see conceptual space for a research endeavor 

which adopts the requirement of intrinsic normativity while retaining an identity distinct 

from that of already extant research programs in synthetic biology and artificial life. The 

project of developing a material system which is intrinsically normative in virtue of its 

holistic arrangement simply is the project of developing an artificial living system.  

5.3 Partially Devolved, Extrinsic, Holistically Arranged Normativity for the IMF 

We have examined numerous possible ways the IMF might be augmented with normativity. 

As for its source, I have argued that, given the heterogeneity of research that falls under the 

purview of intelligent matter, a partially devolved solution is best. This means that the 

extent to which a material system exhibits concrete target behaviors defined by the 

researchers investigating that system should be considered, explicitly, on a case-by-case 

basis. While this approach is deflationary, it is also pragmatic, avoiding the difficulty of 

delineating a specific, quantitative criterion for intelligent behavior that applies across 

diverse research contexts. When it comes to how normativity ought to be constituted, I have 

suggested that the set of preferences expressed in Kaspar and colleagues’ article are 

mutually inconsistent. In particular, no research project can simultaneously develop material 

systems which are suitable for a diverse range of practical purposes (as opposed to synthetic 

living systems), intrinsically normative, and normative in virtue of their holistic arrangement. 

As such, for the IMF to capture and guide a coherent research agenda, I have argued that it 
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ought to drop the requirement for intrinsic normativity, allowing systems to be considered 

intelligent even if their target states are specified externally. This preserves an independent 

identity for intelligent matter, preventing a collapse into synonymy with synthetic biology 

and artificial life. Further, it enables the requirement for systems to implement intelligent 

behavior in a decentralized manner to be retained, further distinguishing the intelligent 

matter research program from AI approaches based on traditional computational paradigms 

[14].  

5.4 Discussion 

I have suggested that the normativity most apt for introduction into the IMF is partially 

devolved, extrinsic, and holistically arranged. However, it is worth considering this position’s 

major weakness. There is a potential tension between the desideratum for practical 

applicability and the goal of producing intelligent matter. The devolved approach to 

normativity assumes that material systems which operate via the coordinated activity of the 

IMF’s functional elements will be developed naturally in the process of targeting practical 

applications. However, historical precedent suggests such conjectures are on shaky ground. 

The history of AI is littered with shattered expectations about the degree of functional 

complexity required to implement particular tasks [77]. For example, in 1979 Douglas 

Hofstadter claimed that expert-level chess playing would require a generally intelligent 

system [78, p. 678]. Given how often such predictions have failed, the expectation that 

matter satisfying the IMF’s criteria for intelligence will arise organically in pursuit of 

practically applicable systems should not be taken for granted. As such, the devolved 

approach could undermine the IMF’s ability to serve its guiding function. 

The point above highlights an important challenge for the IMF: identifying target behaviors 

which genuinely necessitate the incorporation of the functional elements specified by the 

IMF (see [6]). Kaspar and colleagues’ article understandably focuses on the difficulties 

associated with implementing functional elements in material systems. However, as argued 

in section 3.3, possession of such elements does not, by itself, suffice for intelligent behavior. 

As such, I suggest, it would be valuable for proponents of the IMF to propose concrete 

behaviors or properties which can only be exhibited by systems satisfying the IMF’s 

functional criteria.22 Such behaviors would not constitute necessary conditions for 

intelligence and would not be part of the IMF itself. Instead, they would accompany the IMF 

as exemplars, providing additional guidance to the research field.  

Before concluding, I will clarify the contribution of the foregoing discussion. Although I have 

offered a positive proposal, my suggestion relies on an interpretation of the goals of the 

intelligent matter researcher program, which may be flawed. Thus, I stress that the 

philosophical contributions here include i) the argument that normativity is relevant to the 

IMF, ii) a clarification of different things normativity can mean, and iii) analysis of the 

 
22 This is intended in an informal sense, i.e., given typical constraints on spatial, temporal, and computational 
resources.  
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relationship between various notions of normativity and the function of the IMF. Crucially, if 

my argument is sound and the analysis correct, the dependencies between the ambitions of 

the intelligent matter research program and the IMF’s approach to normativity will remain, 

even if researchers prefer adopting an alternative strategy in light of those dependencies. 

For example, the interdisciplinary breadth of the research program may be a less significant 

barrier to devising a specific, quantitative normative criterion than I suggested. If this is so, 

then developing such a criterion would surely be worthwhile. Similarly, researchers may 

choose to retain the intrinsicality condition on intelligence, perhaps eschewing holistic 

arrangement. My analysis does not suggest this is wrong, merely that it is inconsistent with 

the desideratum of decentralized information processing. In general, the propensity of the 

IMF to guide the intelligent matter research program will be improved by careful 

consideration of which outcomes can be consistently pursued.  

 

Conclusion 

In this chapter I critically assessed Kaspar and colleagues’ Intelligent Matter Framework. To 

do so, I characterized the IMF as having both an evaluative and a guiding function for 

research in the emerging field of intelligent matter. To play those roles effectively, the IMF 

would need to supply appropriate judgements about the intelligence of extant material 

systems and provide guidance for how future systems should be developed. On this basis, I 

argued that the IMF’s failure to specify any kind of normative criteria with which to evaluate 

the behavior of purportedly intelligent material systems is problematic. Absent a normative 

criterion, nothing ensures that the relevant functional elements interact in such a way that 

they implement adaptive behavior, i.e., behavior bringing about desirable consequences. 

This renders the IMF unsuitable as a guide, since it may lead to degenerate systems, and as 

an evaluative tool, since it does not track intuitive judgements of intelligence. Thus, I 

suggested that the IMF ought to be augmented with a normative criterion. I laid out possible 

approaches, focusing on the distinction between the source of a normative criterion and the 

way normativity is constituted within system. Ultimately, I suggested that the IMF should 

introduce a normative criterion which is i) partially devolved, that is, requiring certain 

behavioral conditions to be met, but with the details to be specified on a case-by-case basis 

according to the goals of specific researchers, ii) extrinsic, that is, defined by external agents, 

as opposed to selected by or emerging from the material system itself, iii) holistically 

arranged, that is, systems ought to robustly behave in accordance with their behavioral 

norms in virtue of their overall functional organisation, not in virtue of an explicitly 

represented goal in a central processing location. An IMF augmented with normativity of this 

kind would be well-suited for guiding and evaluating progress towards the development of 

intelligent matter. 
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