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Abstract
Some moral disagreements are so persistent that we suspect they are deep: we would disagree even when we have all relevant information and no one makes any mistakes (this is also known as faultless disagreement).  The possibility of deep disagreement is thought to drive cognitivists toward relativism, but most cognitivists reject relativism.  There is an alternative.  According to divergentism, cognitivists can reject relativism while allowing for deep disagreement.  This view has rarely been defended at length, but many philosophers have implicitly endorsed its elements.  I will defend it.
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1. INTRODUCTION
Can a cognitivist reject relativism but accept the possibility that some moral disagreements are deep?  I will argue that the answer is yes.
A disagreement is deep when it would persist even under ideal epistemic conditions, where the disputants are fully informed and free of any epistemic shortcomings.  (Deep disagreements are sometimes referred to as faultless disagreements.[footnoteRef:1])  The fact that actual moral disagreement is so extensive and persistent is evidence that some moral disagreements are deep.  For example, it is possible that no amount of information and philosophical work will ever produce complete agreement among thoughtful people about whether the death penalty is immoral even when it has deterrent value, or about whether it is wrong to eat animals when they are killed instantly and painlessly.  The possibility of deep disagreement challenges the common sense picture of our moral beliefs, a view I call convergentism: [1:   Max Kölbel, “Faultless Disagreement,” Proceedings of the Aristotelian Society 104 (2003): 53-73.] 

· Belief B is capable of being true or false (cognitivism)
· If B is true, it is true in a nonrelative way (nonrelativism)
· There are no deep moral disagreements; under ideal epistemic conditions, we would all converge on the truth about B (convergence assumption)
The convergence assumption may well be false.  For purposes of discussion, suppose it is false.  (I believe it’s false, but I won’t argue for that in this paper.)  Where does that leave the other two elements of convergentism?  Cognitivism and nonrelativism seem untenable without the convergence assumption.  We can keep cognitivism while accepting relativism, or give up both in favor of expressivism,[footnoteRef:2] but how can our moral beliefs be truth-apt in a nonrelative way without single right answers on which we would converge under ideal conditions?  Those who deny the convergence assumption usually deny one of the first two elements as well, opting for either expressivism or relativism.  (This move is often expressed through the argument from disagreement, which claims, roughly, that the best explanation of the persistence and extent of actual moral disagreement is that either cognitivism or nonrelativism is false.)  If the convergence assumption is false, does that mean we must give up the combination of cognitivism and nonrelativism?   [2:   Many of the philosophers I call cognitivists refer to themselves as expressivists.  Because weak cognitivism includes forms of expressivism that feature a robust truth-predicate, I use ‘expressivism’ here to refer to simple forms of expressivism, like emotivism, which do not try to save the appearance of truth-aptness in moral discourse, and classify more complex kinds of expressivism as forms of weak cognitivism.] 

Not according to a view I will call divergentism.  (I did not originate it, but no other name has caught on.[footnoteRef:3])  Divergentism claims that cognitivism is true (that is, moral assertions are capable of being true or false), relativism is false, and deep disagreement is possible.[footnoteRef:4]  Divergentism is the counterpart to convergentism; they both combine cognitivism and nonrelativism, but differ on the possibility of deep disagreement.  According to divergentism, it is possible for two people in ideal epistemic conditions to disagree even though neither of them is missing any relevant information or suffers any cognitive malfunction, and even when the truth is not relative.  This does not mean they can both be right; at least one of them is mistaken (in a special sense of “mistake” I will explain later).  As strange as this view may seem, there are many closet divergentists around.  They hold versions of a family of metaethical views I call weak cognitivism.  Weak cognitivist views purport to explain how moral assertions can be true or false, used in inferences, and otherwise qualify as truth-apt, but they dispense with moral realism, for they do not hold that moral assertions are made true by states of affairs that exist independently of human beings and their responses, dispositions, desires, practices, or conventions.  They are cognitivist but antirealist.  Weak cognitivist views include constructivism, quasi-realism, norm-expressivism, response-dependence theories, and contractarianism, among others.  As I will show, the fact that such views make essential reference to our responses, dispositions, and the like, makes deep disagreement particularly likely, so weak cognitivists have reason to take the possibility of deep disagreement seriously.  However, most weak cognitivists reject relativism.  Thus, several weak cognitivists have implicitly committed themselves to divergentism by contending that moral discourse is truth-apt, deep disagreement is possible, and relativism is false.   [3:   Crispin Wright once defended this view at length, but never really named it.  Kölbel calls it “mitigated realism,” “Faultless Disagreement,” 59.  ]  [4:   Divergentism also rejects error theory and claims that at least some of our moral beliefs are true.  That said, I will leave error theory out of this for the rest of the paper.] 

I will bring divergentism out of the shadows and defend it.  My argumentative strategy is conservative: I will not argue against the convergence assumption, expressivism, or relativism.  The objections to those views are well known.  I will assume that many cognitivists want to reject relativism without denying the possibility of deep disagreement; my project is to argue that they can.  In section two I define divergentism and deep disagreement, identify some closet divergentists, and distinguish divergentism from relativism.  In section three I argue for divergentism by presenting a picture of moral truth on which deep disagreement is possible without relativism.  In section four I defend divergentism against several objections (most of them are grounded in worries about disagreement between epistemic peers).

2.  DIVERGENTISM
2.1  Defining divergentism
Divergentism combines three claims:
· Belief B is capable of being true or false (cognitivism)
· If B is true, it is true in a nonrelative way (nonrelativism), and 
· Deep moral disagreement is possible (the convergence assumption is false)  
A disagreement is deep when it would persist even under ideal epistemic conditions:
· The disputants have no cognitive shortcomings, and  
· All the disputants know that none of them have cognitive shortcomings, and all of them know for certain that everyone knows this.  (This is a very strong conception of ideal epistemic conditions; I explain the need for it in section 4.3.)
You have a cognitive shortcoming when you are unaware of some relevant considerations,[footnoteRef:5] or there is a malfunction in your belief-formation process, such as a mistake in formal logic, forgetting something, overlooking evidence, not paying attention, or assessing evidence in a biased way.[footnoteRef:6]  Notice that disagreements can be deep even when the epistemic conditions are not ideal, provided the disputants would still disagree if epistemic conditions were ideal; thus, some actual disagreements might be deep.   [5:   The truth of the disputed belief itself is not a “relevant consideration,” for two reasons.  First, if it were, then we would be defining deep disagreements out of existence, which begs the question against the argument, offered below, that deep disagreement is possible if weak cognitivism is correct.  After all, if my argument is correct, we can deeply disagree about which considerations are relevant, and thus about which moral belief is true.  Second, according to weak cognitivism, moral truth is a function of other factors about which we can deeply disagree.  ]  [6:   This is adapted from Crispin Wright’s discussion of cognitive shortcomings in Truth and Objectivity (Oxford: Oxford University Press, 1992), 92-3.] 

The appeal of divergentism is that it respects our prephilosophical sense that our moral assertions are truth-apt in a nonrelative way, but it also fits the phenomenon of persistent moral disagreement, for it does not require us to assume that we will always agree under ideal conditions.  But note this: If all three claims that constitute divergentism are true, then people can disagree even when no one has made a mistake or lacks relevant information, and even when the truth is not relative.  This is implies an unusual picture of moral truth; it will take a lot of work to make it plausible.  I’ll tackle that in sections three and four, but first I want to show that this view already has a respectable following, and distinguish divergentism from relativism.
2.2  Closet divergentists
Closet divergentists are more numerous than we realize.  However, few philosophers have asserted divergentism in an obvious way, so we must look for its elements among their claims.  A cognitivist who a) denies relativism but b) claims that deep disagreements are possible is effectively committed to divergentism: divergentism just is the combination of cognitivism, nonrelativism, and possible deep disagreement.  These cognitivists subscribe to versions of weak cognitivism; for reasons I explain in section 3.1, deep disagreement is likely if weak cognitivism is correct.
Terry Horgan and Mark Timmons, who call their view “cognitivist expressivism,” a) deny relativism but b) suggest that deep disagreement is possible in ethics, for there is more than one set of basic moral norms.[footnoteRef:7]  Simon Blackburn a) rejects relativism: "we stay within our first-order normative space... [T]he issue with the relativist is fundamentally one of self-confidence."[footnoteRef:8]  However, he b) suggests that deep disagreement is possible, for he says there may be more than one "best possible set of attitudes," with possible "divergent judgements."[footnoteRef:9]  Folke Tersman speaks of “the latitude idea,” arguing (by appeal to cases and by invoking a notion of moral judgment that plays the role assigned to it by a more general theory of human behavior) that genuine disagreements in ethics need not involve a) relativity to a “framework”, or b) any cognitive shortcomings.[footnoteRef:10]  Ronald Dworkin’s discussion of truth and law is a kind of weak cognitivism.  Dworkin a) denies relativism for law, but b) believes we can deeply disagree about legal questions, for there are right answers about how to interpret legal texts even though interpreters can disagree after all relevant evidence is considered.[footnoteRef:11]   [7:   Terry Horgan and Mark Timmons, “Expressivism, Yes!  Relativism, No!,” in Oxford Studies in Metaethics, Vol. 1, ed. Russ Shafer-Landau (Oxford: Oxford University Press, 2006), 81.  ]  [8:   Simon Blackburn, “Is Objective Moral Justification Possible on a Quasi-Realist Foundation?”  Inquiry 42 (1999): 224-5.  See also Blackburn, Ruling Passions (Oxford University Press, Oxford: 1998), 289, 314.  Simon Blackburn considers his quasi-realism to be a kind of expressivism, but on the loose conception of truth-aptness I am using, it qualifies as a form of weak cognitivism, for he holds that "[s ]aying that an evaluative remark is true would be saying that it is a member of... or is implied by" a set of "best possible attitudes."  Spreading the Word: Groundings in the Philosophy of Language (Oxford: Oxford University Press, 1984), 198-199.]  [9:   Spreading the Word, 198-9.  ]  [10:   Folke Tersman, Moral Disagreement, (Cambridge: Cambridge University Press, 2006), 110.]  [11:   Ronald Dworkin, “Is There Really No Right Answer in Hard Cases?” in A Matter of Principle (Cambridge: Harvard University Press, 1985), 138-140.] 

Crispin Wright defended divergentism at length when he argued, in Truth and Objectivity and elsewhere, that ethics and some other discourses are minimally truth-apt but lack “cognitive command.”[footnoteRef:12]  Wright wanted to show that truth without realism is possible for some discourses, including ethics.  His view is cognitivist because he argued that such discourses are “minimally truth-apt.”  A discourse is minimally truth-apt when it has assertibility conditions and satisfies certain “platitudes” of truth, such as allowing statements to be used in inferential reasoning, and treating statements as true or false.  His view allows for deep disagreement because he held that such discourses do not exhibit “cognitive command”; that is people do not necessarily agree even when they have all relevant information and make no mistakes in their belief-formation.[footnoteRef:13]  Finally, Wright denied that this is a kind of relativism.[footnoteRef:14]  In short, he defended a version of weak cognitivism, contended that deep disagreement is possible, and rejected relativism—the three elements of divergentism.  However, he has since abandoned divergentism under pressure from an objection I consider in section 4.1.[footnoteRef:15] [12:   Truth and Objectivity, 105.]  [13:   Unless “excusable as a result of vagueness in a disputed statement, or in the norms of acceptability, or variation in personal evidence thresholds.”  Truth and Objectivity, 144.]  [14:   Truth and Objectivity, 94; Crispin Wright, “Intuitionism, Realism, Relativism, and Rhubarb,” in Truth and Realism, ed. Patrick Greenough and Michael P. Lynch (Oxford: Oxford University Press, 2006), 38-60, 41, 56-7.]  [15:   “Intuitionism, Realism, Relativism, and Rhubarb,” at 52; see also 48-50.] 

2.3  Divergentism is not a kind of relativism
Divergentism and relativism are easily run together, especially since Wright at one point referred to divergentism as “true relativism” (a term he now uses for a view that is truly relativistic and not divergentist).[footnoteRef:16]  However, they are distinct views.  Relativism combines three claims: [16:   Wright referred to it as “true relativism” in “On Being in a Quandary: Relativism, Vagueness, Logical Revisionism,” in Saving the Differences: Essays on Themes from Truth and Objectivity (Cambridge: Harvard University Press, 2003), 443-503, 453, but now uses that phrase to denote relativism proper.  “Intuitionism, Realism, Relativism, and Rhubarb,” 52. “Intuitionism, Realism, Relativism, and Rhubarb,” 52. ] 

· The statements of a discourse are true relative to a framework (conceptual scheme, worldview, set of norms, etc.).
· There is more than one framework.
· No framework is better or more correct than any other framework.[footnoteRef:17] [17:   Or at any rate, there is a set of frameworks that are equally good, and all of them are better than frameworks outside that set; those outside the set are false frameworks, presumably.] 

A moral framework might take the form of a set of moral propositions, where other moral propositions are said to be relative to that set on the grounds that they are implied by that set and are not implied by anything else.  
Divergentism differs from relativism on all three points.  First, according to relativism, two moral assertions which conflict in a pragmatic sense (that is, we cannot simultaneously comply with both) can both be true, relative to their respective frameworks.  Divergentism, by contrast, does not claim that conflicting assertions can both be true, only that we can deeply disagree about which is true.  According to divergentism, at least one of them must be false (in a special sense to be explained later).  Second, relativism posits multiple frameworks; it needs them to explain how conflicting assertions can both be true.  Divergentism, by contrast, does not posit frameworks at all, for divergentism does not claim that both assertions are correct.  Third, if frameworks do exist, and we deeply disagree about them, then relativism must claim that no framework is better than or more correct than any other framework.  Divergentism, however, is not committed to this; the divergentist can claim that, when we deeply disagree about rival frameworks, one of them is better or more correct than the other.    
However, divergentism is also not committed to denying that there can be more than one framework, or that no framework is better than the others.  Suppose that relativism is correct and there are multiple frameworks, none better than or more correct than the others.  Suppose further that some disputants share a common framework.  Divergentism is relevant here because deep disagreement is possible within a framework.  To anticipate part of the argument I make in section 3.1, disputants who share a framework may find that the moral propositions in their shared framework are indeterminate.  Thus, they may deeply disagree about which beliefs are true relative to their shared framework.   It is possible, of course, that some frameworks are not indeterminate, but we have good evidence that many of them are.  For example, if the framework is a set of fundamental moral principles, disputants might disagree about which particular rules or maxims to derive from those principles.  To explain such disagreement within a framework in relativistic terms, we must assume that the disputants need a second framework or set of standards to decide which rules best fit the first framework—in other words, you are right about our shared framework according to your secondary framework, while I am right according to mine.  Now regress threatens.  If a primary framework can be indeterminate, so can a secondary framework and any further frameworks we invoke.  We can stop the regress by insisting that secondary (or perhaps tertiary) frameworks are never indeterminate, but we have as much reason to think they are indeterminate as we have for primary frameworks, so this response is not promising.  Moreover, relativists should be wary of denying that we deeply disagree about the implications of our most basic moral propositions, for it is then hard to argue that we deeply disagree about anything else, and relativism loses its motivation.
The way to stop the regress is to use divergentism to explain disagreement within or about a shared framework.  This means that divergentism is necessary to make sense of relativism, and also compatible with relativism, for divergentism can play this role with respect to more than one acceptable framework.  Of course, if divergentism can explain deep disagreement within a framework without using further frameworks, it can explain deep disagreement without using frameworks at all, thus undermining relativism.  As noted, the weak cognitivists I identify as closet divergentists reject relativism, but divergentism itself does not require one to reject relativism for all disagreements—just for some.  To the extent that relativism is attractive, the fact that relativism needs divergentism to make sense of deep disagreement within a framework is an argument in favor of divergentism, not as a rival to relativism but as a partner.  To make this work, we would have to identify a set of fundamental frameworks and argue that a relativistic account of those frameworks is better than a divergentist account.  I will not address the merits of this move; my point is that even if relativism is correct for deep disagreement between frameworks, we cannot rule out deep disagreement within a framework, and we need divergentism to make sense of that.

3.  THE DIRECT ARGUMENT FOR DIVERGENTISM: WEAK COGNITIVISM IMPLIES THAT DEEP DISAGREEMENT IS POSSIBLE
My argument for divergentism comes in two phases.  In this section I argue for the view directly, while in section four I argue for it indirectly by responding to several objections.  (The objections concern whether divergentism is coherent, so I ask the reader to defer skepticism about this until I get to section four.)  Divergentism has three elements: cognitivism, nonrelativism, and the possibility of deep disagreement.  I will skip over the first two elements and concentrate on the claim that deep disagreement is possible.  Moreover, I will not argue that deep disagreement is possible under all metaethical views, only that deep disagreement is possible if some version of weak cognitivism is correct.  Once we see why weak cognitivism implies that deep disagreement is possible, we can more easily see why deep disagreement is possible without relativism.
3.1  Weak cognitivism makes deep disagreement possible
Weak cognitivist views include constructivism, quasi-realism, norm-expressivism, response-dependence theories, contractarianism, and variants of these.  Such views attempt to combine antirealism with cognitivism—truth without realism, if you will—and that combination is what makes deep disagreement possible.  They are cognitivist because, even when they do not speak of truth explicitly, they have something playing the role of truth, such as truth-predicates or warranted assertibility, and they try to preserve the use of moral statements in unasserted contexts, inferential reasoning, and other features of moral discourse that make such discourse seem truth-apt.  However, they are also antirealist, for they do not claim that our moral beliefs are true by virtue of external truthmakers—states of affairs that exist independently of human beings and their responses, dispositions, desires, practices, or conventions.
But the most obvious way to have truth is to have external truthmakers your beliefs can be about.  If external truthmakers do not make moral beliefs true, what does?  Part of the weak cognitivist answer, of course, is that moral truth is a function of those responses, dispositions, desires, practices, or conventions.  However, there is more.  Though not all exponents of weak cognitivist views mention it, there are rules to the moral language game, to borrow a phrase.  Those rules constrain what we can and cannot assert.  I will speak loosely of “norms of assertion”—a blend of constraints, permissions, and obligations when it comes to what moral assertions we can legitimately make.  (This account is meant to be generic enough to be compatible with the details of various expressivist accounts of truth-aptness.)  Those norms in turn make essential reference to the responses, dispositions, desires, practices, or conventions of actual or ideal people.  They might, for example, refer to the responses of idealized moral deliberators, hypothetical social contracts, or principles no one can reasonably reject.  These norms of assertion are constitutive of moral truth; they do not merely tell us what we are epistemically justified in saying:
Constitutive thesis: in discourses that are cognitive and antirealist, truth is constituted in part by the norms of assertion
There are three kinds of norms of assertion, and they jointly make deep disagreement possible.[footnoteRef:18]  First, some will be formal, and concern the relations between assertions.  For example, to preserve the appearance of truth-aptness, norms of assertion must require consistency among our beliefs.  They may also include something like Wright’s “platitudes of truth”: to assert is to present as true, for every assertible content there’s an assertible negation, a content is true just in case it depicts things as they are, and truth and warrant are distinct.[footnoteRef:19]  Second, some will be substantive, and concern the sources of evidence for our assertions—especially norms of assertion about what counts as a valid moral judgment (or “intuition” in the loose sense of that term).  Substantive norms might tell us that valid moral judgments must correspond to judgments that would be made by persons with sufficient experience, enough time to deliberate, no personal interest in the outcome, and no disqualifying psychological abnormalities, among other qualities.[footnoteRef:20]  Third, some will be derivative—derived from formal and substantive norms of assertion, and from other derivative norms.  Derivative norms include, for example, moral principles and other parts of moral theories, operating as norms of assertion in their own right (such as the difference principle, the principle of double effect, or an account of when rights trump utility).  They are based on judgments and must comply with norms of consistency and the platitudes of truth.  Derivative norms can guide our deliberation about particular cases or issues, and generate further derivative norms in turn.  To the extent a weak cognitivist view contains, for example, procedures of construction, accounts of which norms can be reasonably rejected, or hypothetical contracts, it presents some derivative norms.[footnoteRef:21]   [18:   My argument here takes inspiration from Wright’s claim that a discourse lacks cognitive command when the standards of assertion for that discourse have some looseness or play on them, and do not fully constrain what is assertible.  Truth and Objectivity, 94; “Intuitionism, Realism, Relativism and Rhubarb,” 41, 56-7.]  [19:   Truth and Objectivity, 72.]  [20:   See John Rawls, “Outline of a Decision Procedure for Ethics,” in Collected Papers, ed. Samuel Freeman (Cambridge: Harvard University Press, 2001), 1-19; and Roderick Firth, “Ethical Absolutism and the Ideal Observer,” Philosophy and Phenomenological Research 12(3) (1952): 317-345.   ]  [21:   Could there be more than one set of norms of assertion?  If so, does that open the door to relativism?  It is possible that different people have variant norms of assertion; we might call each set a different “framework.”  However, the third element of relativism is that no framework is better than or more correct than any other framework, and even if we have different sets of norms of assertion, that does not, by itself, imply that each set is as good as any other set.] 

So where does deep disagreement come in?  Primarily at the points where judgment is exercised.  Two moral judges who are well informed, disinterested, psychologically healthy, and so forth, can reach different judgments on a great many issues.  Once we acknowledge the possibility of deep disagreement in our judgments, we get a range of other possible deep disagreements: about how to respond to thought-experiments and cases, which counterexamples are persuasive, which arguments are strong or weak, when we have an inference to the best explanation, or which moral theories are the most consistent overall.  Those deep disagreements make others possible in turn: about which moral theories are most cogent and plausible, which principles to accept, and what those theories and principles imply for particular issues and cases. 
One might argue that correct judgments discern whatever makes them true, and thereby converge on the same truthmakers.  However, this is not an option for weak cognitivists, for they say there are no external truthmakers for moral judgments.  One might also argue that the norms of assertion impose tight constraints on our judgments, and that if we comply with those constraints, we will all converge on the same judgments.  However, this is unlikely.  To follow the formal norms of assertion requires judgment: we must judge when two beliefs are consistent, for example.  The derivative norms require judgment too: we must use our judgment when we ascertain what a moral theory or principle implies for some moral question, or which arguments are strong.  The substantive norms of assertion are the best candidates for constraining our judgments—they are the most directly concerned with which judgments are assertible.  For example, one might argue for a conception of competent moral judges so detailed and specific that two people who both fulfill that conception will always reach the same judgments.  However, the usual conception of competent judges is not that specific: qualities like being informed, disinterested, and psychologically healthy are not specific enough for this.  Moreover, we would have to exercise judgment to determine who is sufficiently informed, healthy, and so on, and we might deeply disagree about that.  The only way to make our conception of a competent judgment specific enough to prevent deep disagreements of judgment is to build particular moral beliefs into the conception: a competent judge must hold this particular view about that particular issue, and so on.  However, if those specific beliefs are identified through the exercise of judgment, we might deeply disagree here too.  
We have arrived at the  
Nonconvergence thesis: In discourses that are cognitive but antirealist, the norms of assertion do not always direct us to converge on the same belief.
This thesis tells us that our norms do not always produce convergence.  However, to establish divergentism, we must also show that, in a case of nonconvergence, they do not allow us to assert our beliefs are relatively true, or to suspend belief, or otherwise pull back from asserting our beliefs as uniquely and nonrelatively true.  
3.2  An unusual picture of moral truth
I have argued that weak cognitivism implies an account of our norms of assertion that permits deep disagreement.  However, this leads to an unusual picture of moral truth: Moral questions have single right answers, but we can deeply disagree about what those answers are. One of those beliefs is uniquely correct, but even when we are fully informed and no one makes any mistakes, we will deeply disagree about which one is uniquely correct.  To put this another way, the norms of assertion warrant only one belief, but we deeply disagree about which belief they warrant:
Unique assertion thesis: In discourses that are cognitive but antirealist, the norms of assertion require assertions to be presented as uniquely true and nonrelatively true even when one is aware that the truth of that assertion is subject to deep disagreement
This picture of moral truth is unsettling; it is tempting to ask what makes this assertion true and that one false.  That question supposes that we can pick out the characteristics the true belief will have—and then recognize, under ideal conditions, which belief is true, thereby avoiding deep disagreement.  However, if my account of our norms of assertion is correct, there is no higher, better-informed level where we have more insight and clarity than disputants under ideal epistemic conditions have, no mountaintop from which we can look down and see—beyond dispute—who is mistaken.  If we disagree under ideal epistemic conditions, then we know we are in ideal conditions, and thus we both know that there is no way to settle this question.  The only way to argue that a particular belief is correct is to give one’s reasons for the belief; we will deeply disagree about whether those reasons justify the belief.  (I will develop this idea further in section 4.1.)  
It may seem that truth cannot be like this—that an assertion cannot be true if we would disagree about it under ideal epistemic conditions.  That is correct for truths about most issues; the claim is not that all kinds of beliefs might be subject to deep disagreement.  Beliefs about physical objects or mathematics, for example, are not.  We tend to think about truth in realist terms, but that is a mistake for discourses where weak cognitivism is correct; those discourses are antirealist.  Statements in such discourses are made true by our norms of assertion, and those norms are not fully determinate.  Remember the constitutive thesis: if there are no external truthmakers for moral assertions, then moral truth will be a function of what our norms of moral assertion enable us to say.  Thus, whether this picture of moral truth is possible depends on our norms of assertion.  We could have had norms of assertion that, in the event of intractable and apparently deep disagreement, required us to suspend belief altogether.  However, our actual norms are not like that.  It is as if we chose to play a game whose rules do not allow a tie but never settle who won.  Why would we play a game like that?
Perhaps we should not.  Perhaps our norms are defective and need to be revised to handle persistent disagreements better.  However, any attempt along these lines runs into a problem: if my argument about substantive norms and judgment is correct, there is no way those norms of assertion can avoid permitting deep disagreement.  They have a sort of built-in looseness that makes deep disagreement inevitable, and they cannot be tightened up to prevent this.  Thus, to avoid asserting beliefs as uniquely correct in the face of deep disagreement, we would need additional norms of assertion that prohibit such assertions under those conditions, sort of like a software patch that shuts down a program when certain glitches occur.  There are, roughly speaking, three ways that might happen.  We might have a) an additional norm of assertion that tells us to conclude that the truth is unknowable in such cases, or b) an additional norm that tells us there is no truth of the matter at all, or c) an additional norm that tells us the truth is relative to different frameworks. 
Consider a), an additional norm of assertion which says that, when we deeply disagree, the truth is unknowable.  This is an ad hoc solution unless there is some reason to think the truth is unknowable.  What might that reason be?  One answer is that there is a single truth of the matter but we cannot discern it, for if we could, we would all agree upon it.  However, this assumes there are no deep disagreements.  To make that claim one must address my argument that our norms of assertion permit deep disagreement.  In the absence of argument that there are always single right answers and some of them are unknowable, one cannot assume a norm of assertion to that effect as a premise in that argument; the argument is needed to justify the norm.  (I consider an argument like this in section 4.4.)  
Next consider b), an additional norm of assertion to the effect that, when we deeply disagree, there is no fact of the matter, no truth to be discerned.  Given that our other norms of assertion tell us that there is, this amounts to a sort of surgery on our beliefs—amputating a conviction to ensure dialectical harmony.  What reasons would we have to excise beliefs when we deeply disagree?  Again, one cannot simply claim that there cannot be truths about which we deeply disagree—that needs to be argued for, not simply assumed.  
Finally, consider c), a norm of assertion that directs us toward relativism, and tells us that when we deeply disagree, our beliefs are true only relative to different frameworks.  Here too one cannot assume such norms as premises in an argument for relativism; one must independently establish relativism, and then argue for a relativistic norm of assertion.
But perhaps this is the wrong approach.  Perhaps we should look for pragmatic reasons why a system of norms of assertion with one of these three norms is more advantageous than a system without them.  This is a large topic; I will only sketch the outlines of an answer.  What do we want norms of moral assertion to achieve?  One plausible answer is that we want them to help us coordinate so that we flourish together in a way that everyone finds acceptable.  If so, then it looks like all three additional norms do poorly by that standard.  
First, declaring that the moral truth is unknowable, or that there is no moral truth, does not seem likely to do a better job of guiding and coordinating behavior than a system of norms that allows us to assert beliefs in the face of deep disagreement.  A system of norms of assertion that makes the truth unknowable or nonexistent leaves us without norms for some issues, making it harder to settle on a particular course of action when we may want to coordinate.  Suppose our norms of assertion tell us that there is no truth of the matter about whether the death penalty is wrong in all circumstances, or that we cannot know whether it is.  Do we ban the death penalty or not?  There is no default position when we cannot discern the truth on that question; either we sometimes execute people or we never do.  The same seems true of a relativistic set of norms.  Being told that we are divided into different moral communities using different moral frameworks may not help when our communities are in close proximity and we need to live together, for speaking of rival frameworks weakens the force with which we seek to convince others and achieve coordination.  By contrast, a system that allows us to assert beliefs as uniquely true in the face of deep disagreement seems at least as pragmatically effective in achieving coordination and enabling us to flourish together as the alternatives, and maybe more so.  In conclusion: our norms of moral assertion both do and should permit deep disagreement, and require us to assert our moral beliefs as uniquely and nonrelatively true.
3.3  Convergence and conviction
This picture of moral truth has implications for how to understand our moral deliberations with others.  We think of ourselves as aiming at convergence, seeking the beliefs we would all agree upon under ideal conditions.  However, if I am right, not all moral questions have answers we would agree upon under ideal conditions.  Should we persist in acting as though they do by aiming at convergence even though convergence may be impossible?  The answer is “yes,” for two reasons.  
First, we do not deeply disagree about all issues, and we will not find the beliefs on which we deeply agree if we do not look for them.  Second, if we strive to convince one another, we thereby examine, test, and develop our own views more deeply.  This may not lead us to the beliefs we would all agree upon under ideal conditions, but it does lead us to the beliefs that we have good reason to think we will continue to hold in the face of all possible objections and counterarguments.  Thus, by aiming for convergence (the beliefs we would hold when we agree under ideal conditions) even when it is unattainable, we increase the odds of achieving conviction (the beliefs we would hold when we disagree under ideal conditions).  You achieve conviction to the degree that you can be sure your belief is the one you would form under ideal epistemic conditions in the face of deep disagreement. 
Conviction is worth having for two reasons.  First, the belief you would hold under ideal conditions even in the face of disagreement is the belief you consider correct, and therefore want to hold under actual conditions.  Second (and more important), you do not want to hold or act upon a belief that you might later reject when you contemplate some new consideration or argument, and end up regretting that action.[footnoteRef:22]  For example, you don’t want to pull the plug on a patient in the intensive care unit and find, a few months later, that there were moral arguments for keeping him on life-support that you had not considered. [22:   Here I want to offer a speculation: Suppose disagreements are deep not only in ethics but in other areas of philosophy.  If so, then philosophical specialization might not have the kind of value it is usually thought to have.  Specialization is valuable in science because specialists are likely to reach deep agreement on a problem and nail it; others can then take the results for granted and use them to help construct the edifice of scientific knowledge, like taking bricks from a subcontractor.  If, however, philosophers deeply disagree some of the time, then philosophical specialization does have that kind of value.  Moreover, if the goal is conviction, then philosophical specialization might even have some disvalue.  To achieve conviction, one must try to approximate the philosophical beliefs one would have under ideal epistemic conditions, but if we would deeply disagree under those conditions, then one cannot take the majority view in some area of philosophy as an indication of one would believe under ideal conditions.  The best way to achieve conviction would be to think through the issues for one’s self.  However, no one has the time or energy to work through all specialized issues, so it may make more sense to focus on the big questions.  This might tend to pull one away from specialized work and toward system building and focusing on the big picture.  ] 


4.  THE INDIRECT ARGUMENT FOR DIVERGENTISM: RESPONSES TO OBJECTIONS  
My direct argument for divergentism consists of presenting a picture of moral truth that shows how deep disagreement is possible without relativism.  I now turn to the indirect phase of the argument.  Except for the fifth objection, these objections all claim that disagreement is impossible unless at least one disputant suffers a malfunction in his or her belief-formation system.  Such malfunctions are cognitive shortcomings.  Epistemic conditions are not ideal unless the disputants are free of cognitive shortcomings.  Deep disagreements occur only under ideal conditions.  Therefore, there are no deep disagreements and divergentism is false.
	4.1  First objection  
	According to divergentism, in a deep disagreement only one of the conflicting beliefs can be true.  However, if we disagree when there is a single truth of the matter, then one of us has a false belief.  The first objection is that one cannot form a false belief without a malfunction in one’s belief-formation process, therefore divergentism rules out the possibility of deep disagreement—an element of the view itself.
	The first step toward a reply is to clarify the objection.  Divergentism is not threatened because someone is mistaken—that much is built into the view already.  Divergentism is threatened only if the fact that someone is mistaken shows that we never deeply disagree.  However, it shows this only if we also never deeply disagree about who is mistaken.  If we deeply disagree about who is mistaken, we will also deeply disagree about the belief in question, and thus divergentism is not threatened.  We are used to thinking of mistakes as the kind of thing we deeply disagree about.  For example, we would not deeply disagree about whether I made a mistake when I divided the dinner bill between us. 
However, the objection fails if there are mistakes about which we deeply disagree.  There are; I call them bare mistakes.  Bare mistakes include, for example, misjudging the strength of an argument, giving too much weight to a principle when it conflicts with some other principle, or having the wrong response to a thought-experiment.  In short, they involve judgments.[footnoteRef:23]  A belief involves a bare mistake when the disputant who holds it lacks cognitive shortcomings, and another disputant who also lacks cognitive shortcomings rejects that belief.  Each disputant considers the other to be barely mistaken, and there will be no deep agreement on whether the belief is a bare mistake.  We can also put this by distinguishing between strong falsehood and weak falsehood.  A belief is strongly false if, under ideal conditions, we all agree that it is false.  A belief is weakly false if we deeply disagree about its truth-value.  Bare mistakes involve beliefs that are weakly false.  As I mentioned earlier, divergentism says that in a deep disagreement one belief is false, in a special sense of “false”—weak falsehood is what I had in mind.  There is no ‘deep’ or ‘objective’ fact of the matter about who is mistaken (in the way there is for errors of arithmetic, for example) which we can use to get at the real truth of the matter—such truths involve deep agreement, and that is missing here.   [23:   Rawls’ six “burdens of judgment” are good examples of potential bare mistakes (except the first, which concerns scientific evidence).  John Rawls, Political Liberalism (New York: Columbia University Press, 1993), 55-57.  Rawls appears to entertain the possibility of deep disagreement when he says “many of our most important judgments are made under conditions where it is not to be expected that conscientious persons with full powers of reason, even after free discussion, will all arrive at the same conclusion.”  Id., 55.  ] 

	I call these mistakes “bare” because they are devoid of the usual things that account for false belief.  Just as deep disagreements involve judgments that do not detect external truthmakers, so bare mistakes do not involve failure to detect something that exists independently of humans and their practices, conventions, or institutions.  Because bare mistakes involve judgments and judgments are noninferential, bare mistakes do not involve failures of logic.  Finally, because two competent people can follow the norms of assertion and arrive at different beliefs even under ideal conditions, bare mistakes do not involve failures to follow the norms of assertion.  Bare mistakes are devoid (bare) of everything that counts as a mistake except the mere fact of reaching a belief that is subject to deep disagreement.  This contrasts with mistakes where someone formed a belief on the basis of bad logic, faulty vision, missing information, or some other reason that can be described independently of the reasons for and against the belief itself.  For example, we can describe a mistaken vision by talking about your impaired vision or hallucination, without having to explain what you really saw.  With bare mistakes, however, all we can do is present the reasons for and against the disputed belief.  You can attribute a bare mistake to someone only by offering reasons, arguments, and considerations that may sway someone’s judgment, precisely as we typically do in philosophical debate.  
Because we cannot describe, explain, or attribute a bare mistake except by debating the belief in question, the question of who is barely mistaken is the same question as which belief is correct.  Thus, when we deeply disagree about which belief is correct, we will also deeply disagree about who is (barely) mistaken about it.  
Consider an example.  We are discussing the morality of abortion.  I present Judith Thomson’s argument that a woman who uses the pill but unexpectedly becomes pregnant is like a homeowner confronting a burglar who broke through a locked window: she doesn’t have to let him stay, and therefore need not tolerate an unwanted fetus in her womb.[footnoteRef:24]  We argue about whether a burglar is relevantly similar to a pregnancy that occurs despite precautions.  This conversation may continue with the usual moves and countermoves, but in the end we still disagree.  Someone is mistaken, but where is the mistake?  We might say it lies in being (or not being) persuaded by the analogy, or we might locate it in something more specific, like rejecting the distinction between natural and unnatural threats.  At some point, however, we both have all relevant information (medical and otherwise), and we know all the relevant arguments, thought-experiments, objections, and so on, or at least have strong inductive evidence that we do.  Neither of us committed any obvious mistakes, such as logical fallacies.  At that point I cannot describe your mistake (nor can you describe mine) except by entering into a substantive philosophical debate about the burglary example.  If we still disagree, we are accusing each other of bare mistakes, and we deeply disagree about who is barely mistaken.   [24:   Judith Jarvis Thomson, “A Defense of Abortion,” Philosophy and Public Affairs 1(1) (1971): 58-59.
] 

One final point: the proper way to define ideal conditions will neither assume that deep disagreement is possible nor assume it is impossible.  I have defined ideal conditions such that the disputants are free of the kinds of malfunctions about which we deeply agree, such as lacking relevant evidence, mistakes in logic, not paying attention, overlooking evidence, and the like.  It then becomes an open question whether, once those mistakes are eliminated, any disagreement is possible.  Of course, we could define ideal conditions such that bare mistakes count as malfunctions too, and thus whenever someone has made a bare mistake the conditions are not ideal.  However, this does not establish that there are no mistakes about which we deeply disagree, and therefore it does not establish that deep disagreement is impossible.  Proponents of this objection should reserve the term “malfunction” for those mistakes we deeply agree about, and show that deep disagreement is impossible by tackling the arguments presented in section three.    
	4.2  Second objection  
The second objection concerns my answer to the first: Why isn’t misjudging the strength of an argument, or being convinced by the wrong arguments, a malfunction in one’s belief-formation mechanism, something one would not do under ideal epistemic conditions?  The subject has a cognitive shortcoming—his or her faculty of judgment or intuition malfunctioned.  If we understood how that faculty worked, we could give an independent description of the malfunction, much as we do for defects in hearing and sight.  We may not have that explanation yet, but we can be confident that there is one.  
But can we?  The problem is not just that we lack sufficient scientific understanding of the kind of cognition we call “intuition.”  Let us grant that intuition is just thinking of a certain kind, and that cognitive psychology may be able to provide a more detailed account of such thinking one day.  Now follow this through: Suppose you and I disagree, and, thanks to cognitive science beyond anything available now, we have complete empirical descriptions of our cognitive processes in reaching our respective beliefs.  Can we look at the empirical descriptions and tell which of us malfunctioned?  If weak cognitivism is right, we cannot identify proper function by reference to whether the faculty detects something real out there, something we can identify through other means, the way we can for eyesight or hearing.  There are no external truthmakers for moral judgments.  
Thus we cannot tell whether someone’s faculty of moral judgment is working properly without first knowing which moral judgments are correct.  That, of course, requires exercising our faculty of judgment to determine which judgments are correct.  Because we sometimes deeply disagree in our judgments, we will sometimes deeply disagree about which cognitions are failures of judgment.  That is, we can agree at the general level that malfunctions of judgment are mistakes, but we will deeply disagree about which particular cognitions are mistakes.
	4.3  Third objection  
Now consider deep disagreements from the standpoint of the disputants themselves.  From that standpoint, another objection comes into view: How can I be sure that you made the bare mistake?  If we both have all relevant information and we are performing epistemically optimally, then we are equally likely to be right.  Therefore, it is just as likely that I made the bare mistake.  Shouldn’t I suspend belief once I realize this?  If I fail to suspend belief when I should, then I have malfunctioned epistemically, which means our epistemic conditions are not ideal and our disagreement is not really deep.  
	This objection draws upon recent work on the epistemology of disagreement between epistemic peers.  Someone is your epistemic peer when he is as familiar as you are with the relevant evidence and arguments, and as well endowed as you with general epistemic virtues like intelligence, thoughtfulness, and freedom from bias.[footnoteRef:25]  According to Conciliationist views, learning that your peer disagrees is a defeater for justification, and leaves you unjustified or (depending on details of the Conciliationist view in question) at least less justified.[footnoteRef:26]  You should then reject, suspend, or at least become less sure of your belief.  The basic argument for Conciliationism requires the fallibility assumption, which says that I cannot be certain that I am not missing some relevant information, or that I have made no cognitive shortcomings.  Usually I can be justified despite not being certain of these things, provided that the odds of missing relevant information or suffering some malfunction are not too high.  However, once I meet a peer who disagrees with me, it is clear that one of us must be missing information or malfunctioned, and there is an even chance that it is me.  Now that I know this, those odds have gone up enough to defeat justification, so I should suspend belief.     [25:   Thomas Kelly, “The Epistemic Significance of Disagreement,” in Oxford Studies in Epistemology, ed. John Hawthorne and Tamar Gendler (Oxford: Oxford University Press, 2005), 167-196.]  [26:   Conciliationists include Fred Feldman, “Epistemological Puzzles about Disagreement,” in Epistemology Futures, ed. Stephen Hetherington (Oxford: Oxford University Press, 2006), 216-236, Adam Elga, “Reflection and Disagreement,” Noûs 41 (2007): 478-502, and David Christensen, “Epistemology of Disagreement: The Good News,” Philosophical Review 116(2) (2007): 187-217.  Nonconciliationists include Thomas Kelly, “Peer Disagreement and Higher Order Evidence,” in Disagreement, ed., Richard Feldman and Ted Warfield (Oxford: Oxford University Press, 2010), 111-174; and Jennifer Lackey, “What Should We Do When We Disagree?” Oxford Studies in Epistemology, vol. 3, ed. Tamar Szabó Gendler and John Hawthorne (Oxford: Oxford University Press, 2010), 274-293.] 

The third objection fails because it requires the fallibility assumption, and while the fallibility assumption is correct under ordinary epistemic conditions, it is false under ideal epistemic conditions as I have defined them.  According to the second clause of my definition of ideal epistemic conditions, people know with certainty that they are free of cognitive shortcomings.  Ideal epistemic conditions must be defined to include the fact that the disputants know for certain that they are in ideal conditions, for conditions are not ideal unless we have all relevant information.  Whether I and my disputants might have cognitive shortcomings is relevant when I consider how to respond to disagreement, and whether I should abandon a belief in the face of disagreement is relevant to whether my belief is justified.[footnoteRef:27]   [27:   If we can never know this for certain, then we are never in completely ideal epistemic conditions as I have defined them, but that does not undermine the argument; we are concerned with what would be the case if we were in such conditions.] 

Because the fallibility assumption is false under ideal conditions, learning of a peer disagreement does not have the same implications in those conditions that it has under normal conditions.  Under normal conditions, learning of a peer disagreement means that the odds you are missing information or malfunctioned are high enough to defeat justification (or at least require reducing your credence level).  Under ideal conditions, however, you already know for certain that no one has a cognitive shortcoming.  Thus, peer disagreement under ideal conditions is not a reason to suspend belief, and failure to do so is not a cognitive shortcoming.
One might renew the objection this way: there are no cognitive shortcomings in ideal conditions, but there are bare mistakes.  When you encounter peer disagreement under ideal conditions, you know that either you or your peer has made a bare mistake, and you cannot be sure it is not you, therefore you should suspend belief.  Even though the initial mistake is a bare mistake, failing to suspend belief in this circumstance is a malfunction, and if one or both of us has malfunctioned, then the epistemic conditions are not ideal.  Therefore, deep disagreement is impossible.
However, bare mistakes cannot be described independently of the arguments against the belief, so to ask who is barely mistaken is simply to ask which belief is correct.  Therefore, if I have sufficient reason to hold my belief in the face of deep disagreement, then I also have sufficient reason to believe I am not barely mistaken.  Moreover, I do have sufficient reason to hold my belief in the face of disagreement, for I have whatever reasons drew me to that conclusion.  To say that deep disagreement undermines those reasons is to say either that deep disagreement is impossible, or that peer disagreement under ideal conditions defeats justification, and we have already considered and rejected those claims.
The concern behind the renewed objection appears to be that you do not know whether you are wrong.  But what does it mean to say that you might be wrong?  To claim that you might be wrong cannot mean that you have failed to settle on the belief that we would all deeply agree upon; there is no such belief.  Nor can it mean that you have failed to settle on the belief that you would form under ideal conditions; that is the very belief we are talking about.  Here is one final thrust for the objection: you are wrong if you fail to settle on the belief that you should settle upon under ideal conditions.  But of course the one you should settle upon is the right one, and that takes us around the circuit once more.  The problem with this objection is that it requires a picture of moral truth which is false if deep disagreement is possible: a picture where there is some determinate right answer that is right either by virtue of external truthmakers, or by virtue of norms of assertion that do not permit deep disagreement, and upon which we will deeply agree under ideal epistemic conditions.  Proponents of this objection need to carry the fight to those issues, and challenge the argument that deep disagreement is possible, along with the associated account of our norms of assertion.  
4.4  Fourth objection  
Let us take the epistemic subject’s point of view again.  In a deep disagreement, one of the disputants is wrong.  If you can be wrong even under ideal epistemic conditions, then the truth is unknowable.  If so, then under ideal conditions you will know that the truth is unknowable (this is relevant information), and it is a malfunction to think you can know it, therefore you will not form a belief on the matter at all.  Therefore, there are no deep disagreements.
However, this is too strong.  To say that you can get things wrong under ideal conditions is not to say that the truth cannot be known, only that it is possible to fail to know it.  The possibility of being wrong does not prevent us from having justified beliefs under normal conditions, and there is no reason to assume it will prevent us from having them under ideal conditions.  The fact that you can fail to know a truth does not make that truth unknowable.  Even under ideal conditions one must carefully consider all relevant information and arguments, deliberate at length, double-check one’s reasoning, and so on, otherwise one might arrive at a belief one would (after more thought) consider barely mistaken.
4.5  Fifth objection  
I have argued that the fallibility assumption is false under ideal epistemic conditions.  However, one may object, we are never in ideal epistemic conditions, if they are defined as conditions where we know for certain that we are in them.  We can never know this under normal conditions; there is always a possibility (however slight) that we are missing some information or malfunctioned.  Thus, under normal epistemic conditions, the Conciliationist objection is sound.  Therefore, we should reduce our credence level in actual disputes, and thus, in practice, we cannot simply attribute bare mistakes to each other.  Even if we disagree under ideal conditions, that should make no difference to our beliefs under normal conditions.
I have two answers to this.  First, whether divergentism is a coherent view depends partly on how we would respond to disagreement under ideal conditions.  Therefore, even if we are never in ideal conditions, it is important to think about disagreements under those conditions.  If we should lower our credence level when confronted with peer disagreement under ideal conditions, then there are no deep disagreements, for if we both suspend belief, we cease to disagree.  Thus, showing that we need not suspend belief when we disagree with a peer under ideal epistemic conditions shows that deep disagreements are possible.
Second, how we should respond to peer disagreement under normal conditions is partly a function of how we would respond to peer disagreement under ideal conditions.  Consider two possibilities.  The first possibility is that we would suspend belief in a peer disagreement under ideal conditions.  That means that when we disagree under actual conditions, we cannot persist in disagreeing unless we have some reason to think our peer is lacking information that we have.  Often we have no evidence of this.  That means that learning of peer disagreement is a strong reason to suspend belief, or at least reduce our credence level.  
The second possibility is that we would not suspend belief in a peer disagreement under ideal conditions.  If so, then we have less reason to suspend belief under actual conditions, for although there is a possibility that we might be missing some information, it is also possible that even if we had all relevant information and no cognitive shortcomings, we would still disagree.  In that event, learning of peer disagreement is a comparatively weaker reason to suspend belief or reduce our credence level.  Thus, whether we would suspend belief under ideal conditions is relevant to whether peer disagreement is a strong or weak reason to suspend belief under normal conditions.  This may explain why many of us have the intuition that learning of a peer disagreement is a weak reason to suspend belief in disagreements about such things as ethics, aesthetics, politics, law, and philosophy itself, but a strong reason to suspend belief when disagreeing about things like questions of arithmetic, visual observations, and empirical questions generally.  If I am right to think that deep disagreements are possible in discourses like ethics, and if discourses like aesthetics, law, and even philosophy have some deep disagreements as well, then we have a possible explanation for why peer disagreement seems a weaker reason to reduce belief when we disagree about ethics, aesthetics, or philosophy.

5.  CONCLUSION
It is possible to be a cognitivist, reject relativism, and concede the possibility of deep moral disagreement.  This combination of commitments is divergentism—a view that enables cognitivists to accept the possibility of deep disagreement without accepting relativism.  Divergentism is implicit in some claims made by prominent weak cognitivists.  It is time to bring this view into the light.
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