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10 Using computer-assisted
argument mapping
to teach reasoning

Martin Davies, Ashley Barnett
& Tim van Gelder

Introduction \'

Argument mapping is a way of diagrammi \:Q:glcal cture of
an argument to explicitly and concisely ::g%ent reasoning. (See
Figure 1, for an example.) The use of ent ng in critical
thinking instruction has increased dr tically g recent decades. A
brief history of argument mappl 0V1d{® he end of this pa-
per.

Pre- and post-test studles emo ed th pedagoglcal bene-
fit of argument mappln usi coh uni / students and in-
telligence analysts as su jects, argument mapping

interventions w1tn rom comiparison s or benchmarks from
other meta- analytl view as be found that intensive practice
mapping argu s w1th.the aid of @ware has a strong positive ef-
fect on t hg ab1 of students. Meta-analysis has
shown in g t mapping courses improve critical
thlnk res\éroun ‘ of a standard deviation—more than

fect size for standard critical thinking courses (van

&g} his strongly suggests that argument mapping is a
K ry e way to teach critical thinking.

@ocess of making an argument map is beneficial because it
ages students to construct (or reconstruct) their arguments with

&© .
@el of clarity and rigor that, when divorced from prose, often goes
K\lnnotlced The shortcomings of a badly-constructed map are plain to
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see. This is not the case with dense blocks of written prose, which can
give an impressionistic sense of rigor to the reader.

Main conclusion
We should be building
more nuclear power
plants.

1A-b
We should build
more power plants
with very low
greenhouse gas
emissions.

1A-a
Nuclear power has
very low
greenhouse gas
emissions.

1B-a
Nuclear energy is
the safest source of
energy.

1B-b
We should build
more power plants
that provide the
safest source of

2A-a L 2B-a
According to the IPCC, Nuclear energy
nuclear power has causes less
lower life-cycle CO2 deaths than other
equivalent emissions forms of power
than solar PV. generation.

2C-a

*
Nuclear accl &
release r% into

the envi that

mapping. T he main conclusion is plac
for the main conclusion are ldentzf Te

map. The reasons
areas connected by

lines to the main conclusion. Th in this example has two
reasons, 14 and 1B. Inside the eds wh e «laim boxes are
used to display individual p mises. Pre ] separate premise
boxes because each premise eed Justi @ n. The surrounding
green reason envelope ctively gr togetherytinked premises working
together to form a reasem for th%acluszo Argument maps clearly show
which premises of ason are pporte urther reasoning. For exam-
ple, 14-a is ap whz is itself s ted by a reason, 24-a. As claim
14-a is both inferemree and a conclusion in another it some-
times cal ate glusion’ or lemma. Objections to claims

d. In the map above, there is only one ob-
hen colour cannot be used the labels to the right of the
ing h designate reasons and objections (i.e., the words ‘sup-

Ar égnt maps can also help students evaluate reasoning because
Ltgn n easily focus on evaluating each inferential step of an argu-
. These inferential steps are indicated by the green and red con-

< &’ ecting lines in the example provided. Students using argument map-

&
(00

ping software can easily see how their evaluation of each step affects
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the conclusion. For example, in the argument in Figure 1, suppose the
objection in red is strong enough that we can no longer accept claim
1B-a in the reason above it. That would mean that the second reason
given for the contention (formed by claims 1B-a and 1B-b) no longer
offers any support for the conclusion. However, the first reason
(formed by claims 1A-a and 1A-b) is unaffected by the objection and
may still be strong enough to establish the conclusion. A map makes
this very intuitive. It is much harder to see the implications of chang-
ing premises using prose alone and without the visual markers pro-
vided by mapping software.

One of the main pitfalls when using argument mapping in teaching
is that students may find the level of rigor and clarity encouraged by
the technique to be onerous. However, using interesting ex s that
increase the demands of the argument mapping course :@ and
incrementally allows students to have fun exploring iffere Q
arguments work. In most argument mapping softw
freely move the parts of an argument around an perrm 1th
different logical structures. This ability to “pl nd” t an ar-
gument allows students, over time, to gain a‘\ and ra tlced un-
derstanding of the structure of arguments-4-an 1m a1m of any
critical thinking course. Anecdotally, i % h student en-
gagement: by manipulating parts of é software, partici-
pants more actively engage wi 1cal ng tasks than they
would do otherwise (i.e., if ma re not&g used).

From an instructor’s poin?ﬂview
critical thinking using gu

ting a\classroom to teach
ing re ey flexibility, and a

willingness to experime and dologies and princi-
ples. Some of thes covered 1n this a ortunately, a variety of
software and t ses n d to n argument mapping course

are avarlable@ & er to these later.

Compz@‘ @ug@nappmg
r-ai e@rgument méapping (CAAM) uses software programs

s{?@ ica, igned to allow students to quickly represent reasoning
ng

(V) d line diagrams. This can, in principle, be done without

sed to contain claims and lines are used to show which claims

Qo soft (Harrell 2008), but the software makes it much easier. Box-

t easons for others. The software does not itself analyze argumen-

ive texts, or check the validity of the arguments, but by making
argument maps students can, with practice, get better at argument

g analysis and evaluation.
. ®
™
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In terms of entry-level skills required to use CAAM, little more is
needed other than a solid understanding of the target language, basic
computer skills, a broad familiarity with the importance of critical
thinking, and a willingness to experiment with argument mapping
software. In terms of achieving expertise in using CAAM, however, a
rigorous approach to text analysis is involved, along with adoption of
a number of CAAM methodical principles, and of course, the help of
a dedicated and experienced instructor. Lots of argument mapping
practice (LAMP) is also recommended (Rider & Thomason, 2008).

The theoretical basis for argument mapping improving critical
thinking skills is based on two principles:

1. It takes for granted the well-established notion of dual co }g}as
it is understood in cognitive science. Human infor ép
cessing is enhanced by the use of a number of senso %aliti
Diagrams and words allow better cognitive PrQCKX
plex information than words alone. é

2. It assumes the not unreasonable point th %we predessing
capacity in humans is limited, and that u rstanag complex
arguments is enhanced by “off-loadj infor as visual

displays (in other words, it’s easie emper, and understand
information if one can draw a d' K(')

Argument mapping is similar er m g tools such as mind
mapping and concept mappin atte represenf complex rela-
tionships. However, ther re also im t dif; es. Unlike mind
mapping, which is concern atlon tionships between

ideas, and concept mapping, wh1c is conc@ed with relational con-
nections between staterhents vent ument mapping is princi-
pally concerne %h in eren ial Qlcal relationships between
claims (DaV1  is a_difference between argument map-
ping and us diz resentations in formal logic too.
Argum appl oncerned with representing informal, i.e., “re-
al N | language argumentation. It thus contrasts with
%E ot)& matic techniques such as Venn diagrams as used in
In an important sense, argument maps should make in-
elligi hat is going on in arguments as they are (imperfectly) ex-
pte n prose.

% noted, argument mapping software provides several benefits in
X classroom. The software makes building argument maps easy, so

C)teachers can provide their students with many practical exercises to

&
(00
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work on. Because the software allows the students to edit their maps
freely, they can engage in self-directed exploratory learning as they
try out different argument structures to see what works best.

Argument maps also show the anatomy of an argument more clear-
ly than can be done in prose. By seeing models of well-constructed
maps, students can appreciate how all arguments are made up of
claims and how some of these work together as co-premises. They
can see at a glance how claims belong to separate lines of reasoning,
and can see why some claims are necessary for an argument to suc-
ceed and why some are not.

For example, often when students are presented with a range of rea-
sons for a conclusion in prose, they will focus on counting the mis-
takes and erroneously think that the side of the debate that \atzthe
most number of outrageous mistakes must be wrong a@e

clusion. But by presenting the argument in the form ap il

trates the point that these bad reasons neither increas cre
reliability of a conclusion, and hence are 1rreleva {)ur fi alu-
ation. Instead, attention needs to be focused tron reasons,
not the number. It is possible that the side argu nt that pre-
sented the worst reasons for a given c“usmn Kl@ r0V1ded the

<
L

most conclusive reason (see Figure 2). Q

Another e The most
decen oise idiotic conclusive
obj @ a reason reason that
- you have proves the
* Q ever seen conclusion
\ beyond any
doubt

A decent
objection

Fi zgu rgu aps cle dzstmguzsh between separate reasons, so it

7)to foc he logical implications of the good reasons and not get

s&act bad reasons that should just be ignored when it comes to
evalu e concluszon

(<O

K\’Q‘\rgument maps can make discussing complicated arguments in a
@)
(\\(\

ssroom much easier too. The number of reasons or objections to a
contention can be easily “read-off” an argument map (this is difficult
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to do with a prose equivalent). Example arguments can be displayed
on the projector and the teacher can point precisely to the part of the
argument that he or she want to discuss. When debating issues in a
classroom using argument maps can help externalize and depersonal-
ize the debate so that the students are no longer arguing with one an-
other in a competitive way but are collaborating on mapping an ar-
gument together in an attempt to construct the best argument for or
against the conclusion. This promotes a sense of involvement in a
joint scholarly enterprise.

An additional benefit is this: Maps also make assessing student’s
reasoning skills much easier in assignments, because the teacher can
clearly see what his or her students had in mind without th
founding variables to be found in an argumentative essa (

2009). Also, asking the students to make an argument r10r to
writing an argumentative essay can also help ensure th

structure of the argument is adequate before they sté rltlng
number of reasons, this can assist in the process o Wr\@\

Teaching using computer-aided argu n‘kge'éng

Let us now look at how to teach critj ng argument
mapping. Some of these points app y 1n logic or critical
thinking class, but they are partlcu rele any class intending

to use argument mapping as a§ g to«b

The parts of an argument

In teaching students about gu plng pful to first dis-
tinguish the followmg@nponent rts of a ument and to provide
examples of each:

. contentiqn@ ‘smgula?Q-n being argued for);
*  reason t of cldi or@g ogether to support a conclusion
ors clus@s O

ons im, or set'of claims working together to oppose

,&unﬂ@e a conclusion, another reason, or an inference);

K znfz@ac (a logical move or progression from reasons to conten-

Qo t1
o &nce indicator words (a word or phrase that identifies a logi-

’“al progression from reasons to a contention, such as ‘because’,

( K’ \ ‘therefore’ or ‘it can be concluded that’);



&@

Davies, Barnett & van Gelder

* evidential sources taken as the endpoint of a line of reasoning
(arguments must end somewhere, and often this will be a source
of information, e.g. a media report, or an expert opinion, that we
expect people to accept without the need for additional argu-
ment.)

Claims

Argument mapping concerns itself with relationships between claims
or propositions. The first main challenge is to discuss with students
the nature of claims. Experience in teaching argument mapping has
shown us that students find this concept problematic, and, if students
are unclear about claims, they cannot easily create argument maps.

How can the notion of a claim be taught to students? One might

start with definitions such as: &’

* A claim is a declarative sentence that has a truth vqt /

* A claim is an assertion that can be agreed with 0(

(or partly agreed with). N\ %
Often, however, students find such definitio }i@'ult to sp. It is
best to start with examples of simple empiri%statem{gts using the
first definition above. Model claims canbe inst here, along

with a discussion about the states of @rs that-can“establish if and
whether certain sentences can be @be tm(?alse (or empirical-
ly uncertain): \
* The door is shut. (Thi alse or empirically un-
clear, i.e., when VleWCd om an &
*  Donald Trump was ecte dent Umted States. (This
is clearly trues a@\ther are rnl)i ts that make it so.)
*  Sally is at%Donald s. E(Thls be determined by observa-
tional € aps k ledge of Sally dining habits.)
. Acz red. (This could be determined by
@)us Qr es usedhint' the science of Chemistry.)
@ts then be encouraged to find similar claims in pub-
& ature. They should practice reading passages from texts,

are as follows.

Qo pay1 ttention to whether the claims meet the standard criteria. The

O
s\%aims should be:
O

&
(00

@)
O°
et fin!
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* Singular declarative sentences (i.e., not making more than one
point);
* Complete sentences (not fragments);

* Precisely expressed with a potential truth value (not vague or am-
biguous);

*
e Free of inference indicator words. @

Once simple empirical claims are successfully used to clarify the Q
notion of the claim, instructors can begin to use examples less reliant (1/
on a truth value, i.e., claims more subject to dispute and more likely \
to engender arguments. The second definition of a claim is apposite K@
here: an assertion which can be agreed with or disagreed (or
partly agreed with). For example: %

* In ademocracy, the poor have more power than the

This is not a simple empirical claim (there is no dlsé\{@rable fi S§
the matter) yet it is a claim with a potential truth sis
not easily ascertained. While not a claim w1th piric is, the
same criteria for claims still apply. Exam hén lead to
many useful departure points for instructi debas&

Once appraised of the distinction bet e&lcal claim and a
contestable claim, one can introd \Qbe disti between claims
and reasons. This is where infi Ke 1nd1 words become im-
portant. For example, it woul?s to in ﬁie the following

inference as a single clai ause it contains
two claims connected by t 1nfe% dlcat cause
ore

* In a democracy”
there are mor

than the rich, because

poor’fhave more
power than the rich,

Q because there are
more of them.
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In a democracy the
poor have more
power than the rich.

supports
There are more

poor people than
rich people.

It should be made clear to students that there should be no reason-
ing going on inside a claim box. Students should watch out for typical
inference indicator terms that occur in passages of text such as: so,
since, consequently, therefore, as a result/consequence, in view\of the OK
fact that, as shown by (see Table 1, below). These ter g.\pre-
sented as relationships between the claims and their @ ien in %
map rather than in the premise boxes themselves. Be a&ag n t\
ample becomes an inference indicator (not part o tatem
any claims in boxes are rendered as compl (étenc frag-
ments). This is important to stress becau argu mapping
software doesn’t check what the students fput 1nt 1a1m boxes.
Without instructor input, students can % unin glble maps be-
cause they put either multiple claims or ungrammatical
or fragmentary sentences that do ‘@Ve a ée al truth value.

It is also important to m, k ar to nts that claims are not
questions, commands, dem ons ngs and so on.
Shut the door! (a dema ot a as 1t p tentially true or
false. Similarly, interr at1V ] su IS Sally going to
McDonald’s? i 1s 1a1 One cannot ‘ask: Is the question: Is Sally
going to McDo I 7 true\or alse'&f contrast, one can establish
: §a ly is cDonald’s. Practice should be

the truth of ert1
emphasis estably key passages of text, identifying
non-clai nd.t g n(@@ls into claims.

Ipful to ‘make sure that claims are singular state-
ot include conjunctions (e.g.: and, but, moreover)

Ita nera
an
Ka ugh is nothing logically wrong with putting conjunctions into
t

n argument map. Conjunctions are permitted in a single claim box if
he and or elaborate on a singular claim rather than add another.
y add another claim they must be treated differently. For exam-

>

& , take Socrates is a man but he is not famous. This is two separate
< ) claims: Socrates is a man AND Socrates is not famous—the first true;
the second clearly false, and in an argument map we generally
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shouldn’t conflate them. These would be represented in separate
claim boxes.

It is also important to stress that claims are always complete sen-
tences. They should also be clearly potentially true or false: “Reshine
moisturiser may make you look better” is not even a potentially clear
claim (how would one decide if it is true or false?) whereas the more
precise “Reshine moisturiser will make all your wrinkles disappear
from your face within 24 hours” is a claim that is much easier to veri-
fy or falsify. Moreover, it seems to beg a reason (e.g., that Reshine
moisturiser might have exfoliate properties) and this suggests at least
that there might be some science behind this. In the latter case, but
not the former, there is—potentially at least—a fact of the mattex, that
can be empirically determined. All claims can be mapped,,b se
with reasons and evidentiary support will inevitably be s@ muc 0
stronger—as they should.

The distinction between (a) simple empirical clal ) conte \f

claims that unclearly expressed; and (c) clearly @able
claims which potentially admit of reasons th uld beg¢ potentially

true or false, is fundamental to argument m,g&lng a‘{@l needs to

be given to explore the differences.

These points are important to est @early ument mapping
since one of the ways students ca 0 m ments properly is
either by (a) constructing a s at all; (b) using un-

clear claims or truth- dublous putting more than one
claim inside a reason, objection or ¢ tion b% ny of these can

lead to poorly constructe apQ“gume ing can help stu-
dents understand w are i rtant but the software

doesn’t asses ents’ wor or th roblems. Some programs
however offer@ lals that some of these points.' Im-

portantly, ts sh@ gi to play around with the ar-
gument m@ e b 6ed and to practice putting claims
into b i amples rose, e.g., from Letters to the Editor,
advertising sl , or extracts from academic texts can be used for

q ! https://www.rationaleonline.com/docs/en/tutorials#tvy5fw).

10
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Sources of evidence and the provisional endpoints of argu-
ments

Arguments and argument maps need to stop somewhere and where
possible it is good practice to finish a line of reasoning with an evi-
dence source that is uncontentious and can be accepted without fur-
ther debate. Evidential sources come in many forms. For example, a
person might accept the claim that he or she has disease x because
they trust the expert opinion of their doctor. Evidence sources include
assertions, data, common belief, case studies, legal judgements, ex-
pert opinion, personal experience, quotes, statistics, and so on. The
argument mapping software Rationale™ allows users to represent
sources of evidence as unique claim boxes that can be used to clearly

below).

Q
Q;
@\

mark the current endpoint of a line of reasoning (see FigureS‘nd 4 ,\'O

NS

Of course, whether a source of evidence is unconterk&\0
provisional, and this provisional nature make the. f

point to an argument difficult to teach to stude ache d to
make the point clear to students that context when\deeiding if
a particular source of evidence can be use n en 1nt in an ar-
gument. It is probably fine to take the testi ony 0 s housemate
that there is no milk in the fridge, b ep able to take for
granted the assertion that Donal is a of a conspiracy of

reptilian space aliens trying to t ver the.planet. It probably helps
to reassure students that d on

i a ptable endpoint to their
argument is a very difﬁcuﬁ?ng to&nd t can always revise
im

their argument map at %, lager p'r@l ime 'Qe tied off a line of
debate too quickly. @ é

supports

\ Expert Opinion
0 Harry's doctor said he

has disease X.

%’zgure 3. Example of source of evidence used to end a line of reason-

ing. The argument mapping software Rationale™ has unique icons
for different sources.

11
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Conclusion

(
Premise | | Premise Premise | | Premise

§ S

Premise @ @ Premise

Media Example

2 & ’
L

Expert Law Assertion

Opinion \

N
AN
L \m \(\

Figure 4. Ideally, a good argument map r zres a lses to be

either supported by further reasoning @ szo@ sources of evi-

dence. \Q \0

Arguments

Once the notion of a claim,is clear, t@cept argument needs
to be introduced and a us1r% @ . The notion of an
argument, like the n%o%s of ¢laim eed some explanation.
An argument qu npleas t inte nal quarrel between indi-
viduals is in s;@ mon, use that i be hard for students to see
the alternati he ‘(g@hlc ept of an argument is typically
defined a seri aims intending to establish some
concl , OI“V ons on e.g., a sequence of claims with an
) gical move, to a conclusion/contention. Students

beAaught to appreciate that while claims are singular proposi-
ns onk uments are—by definition—claims for which reason(s)

12
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Simple, Complex and Multi-Layer Arguments

Early on, the distinction between simple and complex arguments
should be made clear. A simple argument is one for which a single
reason is given; a complex, or multi-reason argument—as the name
suggests—is one with a set of reasons supporting a contention. Here

is an example of each:
You should not go
to the beach today.

There is going to be i
a tsunami. E\. \9

Simple argument with a single reason &

You should not go
to the beach today.

n one reason

Complex argum ith mone~
plex arg @ 6 e
wh

A key pitfall for stude%‘is |,Ql~@g Qn argument has sep-

arate reasons wor independently (@ this last example) or
whether the reaéorh ork t%@her as quendent co-premises. We re-

turn to this la N O
As stu?&dya

*
eir @(d standing of argument mapping,
multi-l rg oduced. These arguments have pri-

ted by ndary level reasons.
provided below. Here is should be noted that the

ma @song s
Xa
( tenti one argument can become a premise of another argu-
<
. s\\'\

C}

ent@turally, mapping an argument does not imply one agrees with

it)t) (b.

13
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Main contention
Primary reason

A multi-layer argument @

It takes a great deal of practice for students to ately ra
struct multi-layer arguments from a passage of
assumptions are often made in authentic pros %ms re ft out,
and connections between premises and conte tlo S a é‘clear The
job of the argument mapper is to make nect1 etween rea-

sons and contentions, and between pri and ndary -level rea-

sons very explicit. There is no s ¢ for Iful pedagogy that

builds student’s skills from achj m@nce in analysing and

reconstructing simple and co ar u tually to multi-

layer arguments. For exa ple, the fo le single argu-
0

ments:

’/')
4)
'o

Artificial lighting
was used when
taking the Apollo
pictures.

14
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Artificial lighting
was used when
taking the Apollo
pictures.

The shadows of the
astronauts and their
equipment in the
Apollo pictures
seem to point in
different directions.

The Apollo pictures
were taken in a
studio on earth.

Atrtificial lightin
was used
taking thé& Il

O@oje t(sis

Q on of an objection can be generally explained without diffi-
as it mirrors the structure of reasons. Indeed, objections are

&\ ply reasons against something, and likewise, come in simple,
C) complex and multi-layer variations.

N\ 1
C\)(\ 5
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When discussing objections, it should be made clear to students that
objections can be supported by reasons—reasons here provide evi-
dence that suggests an objection is a good one. For example:

JFK was killed in a
conspiracy.

No compelling
evidence for a
conspiracy has
emerged in the 50
years since his
death.

If there really was a
conspiracy

evidence of it would
have been found by
now.

The death of JFK is |
one of the most
investigated and

00 books

s assaSSI
ve bee *
november1

\

Ambiguity %"

Students sh re th ry often passages of text are

ambiguou to deal with such ambiguities. Is

the foll exa s1n§ Claim, or a claim for which a reason
t best rendered as a simple condition-

3@@/\‘0

If men have obtained

past discrimination in
their favour, then we

Qo\ advantages through

C}

\ may discount men's
Q' advantages when

selecting people for

16
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Or should it be rendered as an argument (a contention with a premise
offered in support of it)?:

We may discount
men's

advantages
when selecting
people for jobs.

. Su| OI'E‘
Men have obtained PP

advantages
through past
discrimination in

their favour. b\‘ \O

NN

Such examples are often context-dependent; a fu@ &r the
author is trying to convince the reader of so r they
are merely asserting something. Class ti ould Voted to
looking at passages of text, establishing wyhether tg@re arguments

or mere assertions and translating thele) thé ment mapping
software.

ments that have 1mp11c1t i d elucidation. This phe-
nomenon is very common

As well as statements that co rgu {5{ there are also argu-
s tha&

e If you want a new

@he ti @Hmdmarsh is the

place
This advertising slbggl for ildin, oc1ety money-lender is prob-
ably best inte n@ ed (cEarlta ly) a rgument not merely a condi-

t10nal staté g to c ince us of something. Context,

and kn ge of‘ @ ﬁ ey-lenders in society can help inter-

pret i eﬂec on)will tell us that the passage is trying to
e s

1 cust hould borrow money from Hindmarsh. Unfortu-

5%@1; & ents this contention is not present in the passage but
st be

aned from it. Indeed, the passage also intimates we want a

QO new(&/ What seems like a simple conditional assertion appears to

tle argument with an intermediate conclusion and number of
med premises. A possible interpretation of the argument is repre-

C}\sented using the argument mapping software Rationale™ below.

O

17
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[You should
borrow money
from Hindmarsh.]

[Now is the time to
buy a new car and
Hindmarsh is the
place to borrow
money from.]

[If now is the time
to buy a new car,
then you should

borrow money to do
so.]

[You do want a new
car.]

If you want a new
car, now is the time
[to buy one] and
Hindmarsh is the
place [to borrow
money from.]

No argument software can assist on its own e 1nte atlon

of difficult passages of text like this, and an instguctor’s e is essen-

tial. (Note that argument mapping conventi equlre\ implicit or
]

hidden claims, when explicated, are quare brackets
[...])

Exposure to many different te d tea&&&g sensitivity to argu-
ment context, can help. For e, th 1

ng advertising slo-
gan: §
* The bigger the burger be, @ burg@Ql the burgers are
bigger at [Hungr ack S.
conceals an impli 't}bnclum “(So/T gﬁ(ore) The burgers are bet-
t 1’ncludi§ contention renders the pas-
her tharivwhat it really is, namely, an ar-
and a non-sequitur at that! (See

re commonplace in reasoning. In this example, these
together as co-premises to support the (implied) con-

Q Qenuo&v e shall discuss how to deal with these below.

18
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[The burgers are
better at Jack's.]
The burgers are
bigger at Jack's.

As well as dealing with enthymematic arguments, mapping is also
helpful in clearly identifying and exposing instances of circular rea-
soning—where question-begging supporting reasons are pr d, as

the following example indicates: @

The bigger the
burger the better
the burger.

The Bible is the
word of God.

The Bible claims
that it is the word of
God.

Inferencerindica g Q

Earlygin¢lass i t1on@ important to introduce the idea of an
inf& indi . There ar¢ two types: (a) reason indicators and (b)
usi i

use point to the reason in a grammatical construction; conclu-
indicators (like so and therefore) point to the contention. The

\r le they play in sentence construction can be introduced and it can be

shown how they can be transposed.

19



Computer-assisted argument mapping

Conclusion indicator pointing to
a conclusion

...can be transposed to a rea-
son indicator pointing to a
reason.

The crops failed [implies] the Sun

God is angry.
He had a low mark [consequently]

he failed.

A strong work ethic [strongly sug-
gests that] one will be successful.

You want to get a High Distinction

The Sun God is angry [since]
the crops failed.

He failed, [as shown by] his low
mark.

Success in life is [strongly sug-
gested by] one’s work ethic,

*

You should study [De-

[therefore] you should study hard.

cause] you want to&g Qliﬁ\
Distinction. K

y_ N

aords ﬁ\?ﬂ@) sen-

indic@o help de-
sion sy They should be

simply box and
argument maps. A
elpful here (examples

Table 1: Transposition of conclusion and reason indj
tences.

Students should learn the different kin
termine what a reason is; and what a
given practice in translating passa

arrow diagrams, or—if they ar
table showing how the indica s’&k
provided here are not exhaust 6 ¢
\ . o~ /) AO
ason}dmc tors

ca

Conclusion indicator

Implies ?\ Sln
Therefore Q Qown by
Hence \Q QQ Q
Thus \& Q
So OO Q In view of the fact that
Because
< emg at Seeing that
Q tron, ggests that Is strongly suggested by

W Commonly-used conclusion and reason indicator words

N\
C)\
S
>
&@
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At present, CAAM software has a limited range of inference indica-
tors mostly using because or the neutral term supports exclusively
(i.e., premise X supports contention Y; or X because Y). Students
need to be able to translate the many inference indicators used in text
into the blunt categories offered by CAAM software. This is one of
its drawbacks. Future developments might address this. Given present
limitations, it is important that students understand how to interpret
ordinary language arguments replete in inference indicators of differ-
ent kinds. Nothing substitutes for class work using passages of text
that illuminate the many examples of indicator words in use.

Over-interpretation of inference indicators

contention; it is best interpreted
indicator words are thus not al Xx'
is the indictor word thus in é@t

between their use in inferenge-maki
construction. Again, lotBSf,text- @

When students are sufficiently informed about inference indicators,
they can be prone to overuse their relevance and see argum& hen \O
they are not there. This is something the instructor nee a
of as well. Take, for example, the sentence: Sally said SK” s hu gg)
before, so that is why you can see her eating a sanfdwic i
appears to have an inference connector, “so”, “s0”
grammatically to connect an explanation to rvatiofy not as an
inference indicator. The passage is not co %ng %’ou can see
Sally eating a sandwich. Similarly, Syn s are%\ servants but
. This is not proffering a
tle pi advice. Inference
i n inference. (Neither
\[1]There is a difference
d theit ust in grammatical
ded.

Tiers of Reasor@bjecv'ln : C)
A proceduralapproach 1o ar’ﬁ t mapping

We have mentioned ’rgu ents can be represented in terms of
tiers of. ons_ar jectt in the form of multi-layered argu-
ment s VGIQ for s ts to become overwhelmed by the dif-

fi 1@ of this . How is this best taught and what are the things to
@h 0 }é"\

é As<always, it is best to start with simple examples and then attempt

& o

plex examples. The following example, the kind of thing to
M (f)und in a ‘Letter to the Editor’, provides an instructive case.

{\\' Dogs fetch balls and cats don’t, so you can play with dogs. 1
< ) mean, who’d disagree with that? It’s obvious isn’t it? You can’t

O
,b<§\\° .
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play with cats, of course. They are too stuck up. Dogs clearly
make better pets.

It is clearly an argument. How can one map it to clearly display the
reasoning? To establish this, it is best to ask students to follow a se-
ries of steps. This is important as there is a strong tendency for stu-
dents to jump into the task of mapping a passage without clearly
thinking through the text or establishing the connections between the
component parts of an argument.

Here is a suggested step-by-step approach that could be used with
students to help them understand arguments. It is a good idea to ask
students to follow these steps for any argument under consideration'

Step 1: Number the independent claims in any passage o @eﬁs ur- |
ing that each claim is a singular statement or proposition. \K

ss }
claim dispassionately. Ignore filler words like “Also" ‘ho eve g@

“clearly” which are not germane to the argument. \%

< &
Upon completing this it is useful to: Q* s\o&

without the help of inference in yourself What’s the
point? Say Convince me! Th g ar ued for will typi-
cally emerge naturally. Place is at t ap in a conten-
tion box (Note: it is poss&eoto e@lrgum aps in some soft-
ware, displaying cont?{ horQ'(’lly.) >

Step 2. Establish the conclusion, w @Mten 0 be ascertained
tent

ST &

N\
S

This step is foh@ Q Q
R A

dang?ﬁure that each claim is a complete
t under onsideration consists of stand-alone

Qlimi \g the redundant expressions not germane to the argument,
and uestions (non-claims), we get the following:

1>Dogs fetch balls and cats don t, so <2>y0u can play wzth

C)&\ dogs. S
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<3>You can’t play with cats, ef-course—They—aretoo—-stuck—up.
<4>Dogs etearly make better pets.

The claims are as follows:
1. Dogs fetch balls and cats don’t
2. You can play with dogs
3. You can’t play with cats
4. Dogs make better pets

Using the What's the point? test mentioned above, the conclusion
reveals itself to be the last claim <4>. This is placed at the top of the
map, but how are the reasons supporting it to be arranged? The temp-
tation might be that there are two independent reasons supporting the

contention: You can play with dogs and You can’t play with g\ @

\«g/ N

/ W:f\oa@

@

But this representation of t ent issing, something. What is
to be done with claim <1> Bogs fet lls b fs don’t? At this

point attention should be, draw e inf dicator “so” that

seems to draw a ccﬁ on, i. is n ely functioning gram-
. . > .

matically in the s ce. early not an inference to

is “SQ”\l's
claim <4>; ;‘%%rs to he a 1nfereq 0 an intermediate conclusion

ould thus be represented in a

that consists(0 %;and t
multi- le&q ume e 1@ format on the next page.

eﬂect 1 can be seen that that the two supporting reasons

an, are best rendered as a single claim—an intermediate
éconc sionv(they are both making a point about “playing”)—and the
clai out “fetching” can be seen as reasoned support for this. This
o s the intended use of the connector word “so” linking <1> to
*
23
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K%

Step 4: Combine like claims into a single claim if they ar
same point. A\

There is thus another rule to consider: %?
1ng,6\>

The resulting argument map provides a clear &serlal rea-
soning that accurately represents the case b madeS\

N
& o
O \Q cats dont

\che a& more complex arguments additional principles need

Q be followed.
'g\;h@?clple of abstraction

very useful guideline for argument mapping is the principle of ab-
straction. In many cases, the higher the claim in a multi-layered ar-
Q gument the greater the degree of abstraction; or to put it differently,

N\ 2
,bé\
&0
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the lower the claim the more specific it should be. In the above exam-
ple, “playing” is more abstract than “fetching balls”, and both claims
are less abstract than “better pet”. They provide serial support for
each other. Students should be guided in how to apply this principle,
as without this, maps can become a jumble of disorganized claims
with no clear hierarchical structure. Once again, this requires practice
and students should be given a number of exercises where they are
required to rank claims in terms of their degree of abstraction. To our
series of rules we can add the following:

Step 5: Generally try to ensure that lower level claims are more ab-
stract than higher-level claims.

{\\'\ : ' sales.

The principle of level consistency g{
Complex arguments have both a vertical and a ho &L ax

guments can be multi-layered along the vertical ax s we

seen), but premises are present along a hor1zon nsofar
as many premises can be brought to bear @1 arg 1t is im-
portant to stress another principle, the pri lp e ofel éwnszstency
Within each horizontal level, reasons o tions should be approx-
imately of equal weighting in terms & ab tlon or generality.

In the first argument, below, th1 1s no red to and is conse-
quently hard to interpret.

The argument is improve subo%@mg l(ﬁ.level claims to a

more general claim at the m1 dle-1 and g level consisten-
cy at the lower level, as @.@mapq)@l next page.

Same-sexguples

‘e allowed

Itis an injustice not Allowing same-sex
to let some people couples to marry
marry without good would increase
reason wedding cake

Allowing same-sex
couples to marry

would be good for
the economy.
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Same-sex couples
should be allowed
to marry.

supports

Not allowing same-
sex couples to
marry is unethical.

Allowing same-sex
couples to marry

would be good for
the economy.

. . . - . Y supports
It is an injustice not Allowing same-sex BY

to let some people couples to marry
marry without good would increase
reason. wedding cake
sales.

We can thus add another guideline: .\K

Step 6: Aim for an equal weighting of premisﬁ@t‘term()f}evel of

o O
Missing Premises
m
i

Teaching students how to look \Q S&}Sﬁremises is complex,
p. It 1

but there are strategies that c cult hecause reasoning

generality across the horizontal axis of a mul%premiﬁ'(@lment.
O

is often replete in missing premises, ed, it 7y rare that all
premises are made explicityih r . Thig~s<due to the implicit
reliance of speakers riters on'the background beliefs assumed to
be shared in any argumentati han ere is a simple example.

t theworld if jr
)So that’

appeal to a broad audience
why Blue Poles will not appeal

er dated) view about the painting Blue Poles. 1t is

t. We are giving a reason for a conclusion, as indicat-

by the words “so that’s why”. However, when teaching argument
map @» is an example of an argument with a missing premise; a
%‘@e that needs to be exposed, and made clear. What, precisely, is

{ argued?

In @nal,h excha@ this would be a perfectly clear ex-
p of
M na

In this case, it is easy to see what missing is. It is the assumption

Q that Blue Poles does not represent the world. Exposing this missing
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premise allows it to be evaluated, confirmed or rejected. In this ex-
ample, the missing premise can stated quite easily; in simple passag-
es, this is often the case. But for more complex reasoning a series of
steps need to be followed to ensure all missing premises are catered
for. Fortunately, there is a very simple way to establish missing prem-
ises. This is done by applying two rules: the Rabbit Rule and the
Holding Hands Rule. These rules are outlined in more detail in online
tutorials available with the software Rationale™.

Assumptions and how to find them using the Rabbit Rule and
Holding Hands Rule

The Rabbit Rule is applied (vertically) to the inferential link between
conclusion and the premises. This rule states that no ¢ ‘b%slon
should come out of thin air. (No rabbits out of hats!) TK sio

term(s) have to be present in the terms of the premises rgu

for it to appear in the conclusion. In the argument yn, Sld

we can see that “Blue Poles” appears in the con n but not
appear in the available premise. We therefo tha Poles
must be supplied to the missing premise. %

Blue Poles wij
appeal @ “
audiensgg.

. V)

The l—@mg H ’n@g @)md horizontally between premises
to an aini %-ms aft Rabbit Rule has been applied (that is,
if dt is ﬁ\ﬁready supplied by means of the Rabbit Rule). The
ini}ﬁ rms must “hold hands” with another premise. No term

peahin one premise alone—there is always a companion term
ing hands”. In this example, we can see that “represent the
appears in the stated premise, so it must be present in the
sing premise. As the argument is negating something about Blue
oles, we similarly apply a corresponding negation to the terms of the
missing premise.
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Computer-assisted argument mapping

We can add the following to our list of procedural rules to estab-
lish missing premises:

Step 7: Apply the Rabbit Rule and the Holding Hands Rule to make
missing premises explicit in an argument map.

The argument can be expressed as follows:

Blue Poles will not
appeal to a broad

audience. \‘

Art must represent
the world if it is to
appeal to a broad

audience. ' Q* K

It may not have escaped notice tha @two cﬁ? that support the
above contention are jointly ne lusion to follow.
Strictly speaking they are not &pen easons supporting the
conclusion, but are co- preml ?’fh suppott the conclusion.
This raises the important\issue of cq @ ked” premises.
This is another crucial hod pr that students find
difficult. Consider th@}l y pl

[Blue Poles does
not represent the

Holding Hands rule is satisfied:
everything appearing in one of
the premises appears in another
premise or the contention

%remise (aclaim Two co-premises (claims All co-premises have been
* belonging to a reason working together as part identified; there are no
’\\ or objection) of a single reason or hidden premises

C} objection

)
’Z}é\\o
&0
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The above example of a famous deductively valid argument in Phi-
losophy demonstrates how both the Rabbit Rule and the Holding
Hands Rule are satisfied. It also demonstrates an example of co-
premises in action.

A co-premise is when two or more premises are jointly necessary
for the truth of the conclusion. Co-premises are often enthymematic
and sometimes a co-premise is trivial. For example, a person who
reasons that they should rent a house because they should find a place
to live as quickly as possible, tacitly assumes that renting a house is
quickest way of finding a place to live.

| should find a
place to live as
quickly as possible.

Such assumed claims are ofte
and speech, and are often so i not need to be stated.
However, they are an imp rguments. Indeed, every
argument has at least two of\them. I i
as “The Golden Rule’ .§f¢y ar @tt has two co-premises.
In the example on t pa e hay, ended the previous ar-
gument discussed’b@%e addition of e%/ matic co-premises.

While ubi u in reasoning, ®amises are not always uncon-

;7co-ptemises co@al hidden assumptions that are
false or adin N s whiy it is good argument mapping practice
to ex exanple) it need not be accepted (without evi-
de or eV intuitively) that pets that you can play with make bet-
,Qet se you can’t [play with] (elderly people, the infirm or

fsa &r example, like more docile pets). Being able to expose
ssumption clearly for the purpose of critiquing them is a ma-

es identification and representatlon of hidden claims easier by
\1s1ng color conventions and shading; however, this does not help stu-

dents deciding how to determine how to locate a co-premise in a pas-

q sage of text. Clear instruction and LAMP is needed. Probably the best

N\ 2
,bé\
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way to approach co-premises in the classroom is to begin by discuss-
ing the differences between complex reasoning and linked reasoning.

Dogs make better
pets than cats

support

You can play with
dogs, but not with
cats.

[Pets you can play
with are better than
those that you
can't]

") support

[Ball fetching is
indicative of the
amount of play
possible with a type
of pet.]

Dogs fetch balls but
cats don't

(0

‘b\
<2>\«°

Co-premises (Linked reasoning)

Students find the distinction between, re ng (dependent

premises) and complex reasonin @remlses) hard to
ents @nber of simple multi-
e

grasp. It is best taught by showin
premise arguments and askinﬁg to cl Xa ples of complex
and linked reasoning. In the followi mpl “«gs fairly easy to
see that the supporting p%n-i and not necessary
for each other.

Plausibly, neithe p\&lse c r both could, or one could
be true and the fals sIf 1ther ise was true the conclusion

could sensib ow ither ca he conclusion could follow
even if o e clai s

Ino arp NCO- prer@ are needed as the claims are not in-
d to other and are examples of linked reasoning. For

f ,bd go to Rome for our holidays. Rome is beautiful. Also,
enable us to visit your relatives and this is something really
\ d to do.

C).Q:}e passage complete with numbered claims would look like this:

&
(00
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* <1 We should go to Rome for our holidays>. <2 Rome is beauti-
ful.> Adse; <3 It will enable us to visit your relatives>, and—<4
this is something really need to do>.

How can one teach students which premises are linked and which are

independent?

To our set of suggested procedural rules discussed earlier, we can
add another step:

Step 8: Establish if any of the claims are linked or whether they
stand-alone. Do this by assessing whether the conclusion can follow
if any one of the claims was missing or false.

In convergent (or divergent) reasoning, none of the c@ de-c)

pendent on any other claim; either one of the claims mi

conclusion alone. By contrast, in linked reasoning, §

independent; they are necessary for each other \h con& n to
follow.

In the example above the claim Rome is ful is ’&mdependent
a&r
n

reason (it does not depend on visiting Ves) e contention
We should go to Rome for our holzd@ e ported by it. The
contention can follow from Ro a@ regardless of the
other claims provided. Howe c1a1 out visiting the rela-
tives appear to be linked. T something [Visiting your
relatives] we really need to do w111 one s drt the conclusion

without including the claim /¢ [Kis ll enable us to visit
your relatives. Note however; relat p’is not symmetrical.
Premise <3> can s&rt the conte hout premise <4>. How-

ever, <4> can’grt out <33 If one§mlse can’t support a conclu-

sion withou ise, the said to be “linked”.
With an t Qe ent mrse and<3> and <4> being linked
premi the m age would portray the argument.

ful fo@e of argument mapping is the capacity to display

& B% S in an intuitive visual way. Like other software, the
ftware Rationale™ (used here) uses the color green for reasons and

Qo the red for objections (the color orange is used exclusively for
s, 1.e., objections to objections). Co-premises are indicated by

\ mbrella shading that fades to white. This is a subtle visual indica-
C)\ron that no argument is ever complete and more premises could po-

tentially be added.
&
&
&@
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We should go to
Rome for our
holidays.

Going to Rome for
our holidays will
enable us to visit
your relatives.

' . || We really needto | *°°"
Rome is beautiful. visit your relatives.

Objections too can be linked as co-premises as the followin \ﬁ-
sion to the argument indicate. We have added a rebutta t an
objection (in orange) to demonstrate their use. 0

*  On the other hand <5> travelling to Rome is wé‘ expen 5\»

primarily because <6> flights are so expenE@
count

don’t have a lot of money at the moment> ena <there
is plenty of money in the children’s bank % &Id use>.

We should gayjo
Rome for

U \
Going to Rome for | | W really need. avellifg We don't have a lot

Rome is beautiful. our holldays it your relative : ive. || of money at the
moment.

There is plenty of

money in the

children’s bank
O account could we
c) \Q could use.

wel t to the conclusion alone, but premise <7> could not (with-
mise <6>). The premises under consideration must inde-
%ﬁdently support the conclusion to stand as independent reasons. If
C) is is not the case, the premises are said to be linked.
. Q@

N\ 32
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A brief history of argument mapping

Argument mapping can be traced to the work of Richard Whately in
his Elements of Logic (1834/1826) but his notation was not widely
adopted. In the early twentieth century, John Henry Wigmore mapped
legal reasoning using numbers to indicate premises (Wigmore, 1913;
Wigmore, 1931). Monroe Beardsley developed this, and it became
standard model of an argument map (Beardsley, 1950). On this ap-
proach, premises are numbered, a legend is provided to the claims
identified by the numbers, and serial, divergent and convergent rea-
soning can be clearly represented. An example of each of these forms
of reasoning using the standard model is provided below.

convergent reasoning e s cantt rust Harry
2: Harry wears jeggings.
3. Harry demonstrates poor
judgement. &
*
@5 b serial reasoning \K %

divergent reasoning @

N \\,@5
O .
This model is still widely used a d@van@ in contexts where
students are required t rod%«gum aps without access to
software (e.g., in pé—bas?l\o c an&r}é&bning exams under timed
conditions). SQ% . O
In 1958, Sfe T in devi@ another model of an argument
map that.i \1dedot&n “warrant” (which licenses the infer-
ence he \s, Wl@ called “data”, to the claim), “back-

i hg ides the authority for the warrant), modal qualifiers

as ably”), and “rebuttals” (which mention conditions
rict@h inference) (Toulmin, 1958).

An.gxample of a Toulmin map is provided below.

33
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Computer-assisted argument mapping

Harry Harry
wears So, presumably—pdemonstrates
jeggings | ye‘;y poort
Since Unless ludgement.
Generally only

He is wearing them for
a dare which will earn
him lots of money.

people with poor
judgement wear
jeggings.

A "Toulmin Map”

In 1973, Stephen L. Thomas refined Beardsley’s approach (T qs,
1997/1973). Thomas included in his approach the important, ngti
“linked” arguments where two or more premises wor er t
support a conclusion (the distinction between dependelk
pendent premises having being described earlier). *This inno
made it feasible for arguments to include “hidden/premises. He is
also said to have introduced the terms “argun@ lagram”,N‘basic”
(or “simple”) reasons, i.e., those not supported By @asons (as

distinct from “complex” reasons). He al de th tinction be-

tween “intermediate” conclusions (a co ion re@d before a final
conclusion) and a “final” conclu ot u support another
conclusion). Thomas also sugg bjectlons as reasons
against a proposition, and th?& too included in argu-
ment maps. %

In 1976, Michael Scriv pro@*@ pro for mapping that
could be recommend den (Scr1v 76). This involved a
number of steps:
clarifying their

den claims; 2 er premises along the lines of the
Beardsley. case of hidden assumptions,
Scrive tatlo d an abetical letter to distinguish hidden
ass ons fromhexplicit reasons. Scriven also emphasized the im-

& ce @uttal in argument mapping, a notion identified earlier
homas.

Q Int 90s a number of innovations occurred. Robert Horn helped
%1 ze the notion of an argument map by producing idiosyncratic,
a

1) tlng]?hthe S ents in an argument; (2)
listin tements, including any hid-
) us'

M -format argument diagrams on key issues in philosophy such as
Cj\ n Computers Think?” (Horn, 1999; Horn, 2003). These maps did
not adopt either the standard model or Toulmin-style notation for

O
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mapping arguments, but did use arrows and pictures to make the con-
tent clear, making it obvious for the first time that argument maps
could be visually interesting as well as informative. These were dis-
tributed widely and used in class teaching. In addition, computer
software programs began to be developed. This was important, as
dedicated argument mapping software allowed premises to be com-
posed, edited and placed within an argument map, as distinct from a
legend alongside the map.

Argument mapping software

Once dedicated computer software was introduced, the standard mod-
el of numbered premises became outdated in all contexts outside its

use in examinations. Several iterations of mapping softwar de- O
veloped in Australia and the U.S.A. with increasingly Velsc)

of sophistication. Tim van Gelder developed Ratzondz;%?and

sive™, the former designed as a basic argument ﬁéf

the latter designed for business decision- mak1 hcat Van
Gelder, 2007, 2013). Both were later purch Dut& pany
Kritisch Denken BV.

A variety of argument mapping packa re nov&@lable, includ-
ing Araucaria, Compendium, Logos, , Theseus, Convince Me,
LARGO, Athena, Carneades and e from single-user
software such as Rationale™, Kq'vince and Athena; to small
group software such as Di \
and AcademicTalk; to collaborative e debating tools for argu-
mentation such as Deb &i m. Enhancements
to argument mappin, are@wed a r example, there are
moves to 1ntroduc’ aye K el to Rationale™ to cater
for probabilisti asonmg

Ratzonale?@ Czs@‘re perh@ the easiest programs to use for
teachin g, but'they require a subscription. Excellent
free ude 1@ Argument Visualization mode in the

https:Ywww.mindmup.com/tutorials/argument-

zagiof: 1, and the cross-platform desktop package iLogos
A . .
tp://www.phil.cmu.edu/projects/argument mapping/

C) There are a number of free argument resources available online.

&
(00
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* The designers of Rationale™ made tutorials to be used with their
software.
https://www.rationaleonline.com/docs/en/tutorials#tvySfw

* Simon Cullen, who helped design the MindMup argument visual-
isation function, has posted some of the activities he uses for
teaching philosophical arguments using argument maps.
http://www.philmaps.com

* Ashley Barnett, who has written lots of questions for argument

mapping courses for students and intelligence analysts has posted
his teaching material on http://www.ergoshmergo.com

Conclusion &’ \O

In this paper we have covered some of the basic concept ons1d0
erations that teachers need to be aware of when using

classroom. A set of procedural steps was suggest at is r

mended for use with students. Understandmg ents
and how they are structured is only the start. nts s so be
aware of how to interpret inference 1ndlcat , cons d analyse

simple, complex and multi-layer argumets d be to integrate
objections and rebuttals. They should § ry us1ng inference
indicators, confusing reasons with 1ce fo ons and misinter-
preting independent reasons for ere is much more we
on the, use of inference
objections (in contrast to remi e obj s). Wehavie not mentioned
argument webs or chains of fea e discussed in de-
tail the appropriate @s to_integrate ev@we into an argument.
However, it shou lear this outline how CAAM can

assist students ntan hng argu in everyday prose—replete,
as it often 1 h no, %}Hurs repetition, irrelevancies, unstated

conclus1o a do@

36



Davies, Barnett & van Gelder

References

Beardsley, M. C. (1950). Practical logic. New York: Prentice-Hall.

Davies, M. (2009). Computer-assisted argument mapping: a rationale
approach. Higher Education, 58, 799-820. Higher Education, 58(6),
799-820.

Davies, M. (2011). Mind Mapping, Concept Mapping, Argument
Mapping: What are the Differences and Do they Matter? Higher
Education, 62(3), 279-301.

Harrell, M. (2008). No Computer program required: Even pencil-and-
Paper argument mapping improves critical-thinking skills. Teaching

Philosophy, 31(4), 351-374. &. C,)\'O

Horn, R. (1999). Can Computers Think? : Macrovu. %
1s

Horn, R. E. (2003). Infrastructure for Navigating n\r\ cipli Q
entati P

Debates: Critical Decisions for Representing Arf
A. Kirschner, S. J. B. Shum, & C. S. C
argumentation: Software tools for colla

izing

e an{ cational

sense-making. New York: Springer-Verla

Rider, Y., & Thomason, N. (20 %mtl s%nd Pedagogical
Beneﬁts of Argument Mapping: L .&) the Way to Better
Thinking. In A. Okada, S. 1 gha; m, & T. Sherborne

(Eds.), Knowledge Cartogr 8 e T ools and Mapping
Techniques (pp. 113-130): nger

Scriven, M. (1976). Redsonjng. @f rk: MQa -H111
Thomas, S. N. (199%1973). P. al re g in natural language
(4th ed.). Upper Saddle RY; J: Prentiee-Hall.

Toulmin, S. E.%g%). The uses o @ument (first ed.). Cambridge,
ééss

England? iVersity
T. . Rationale for Rationale™. Law,

Van G ;

lity a @&w@ 6, :
\é'ﬁ (2013). Rationale 2.0.10. Retrieved from
\ ttp: /h(%l

e.austhink.com/download

g skills. In M. Davies & R. Barnett (Eds.), The Palgrave
ndbook of Critical Thinking in Higher Education (pp. 183-192).
\Iew York: Palgrave MacMillan.

Qo der T. J. (2015). Using argument mapping to improve critical

O
,b&@ 7
&QJ



Computer-assisted argument mapping

Whately, R. (1834/1826). Elements of logic: comprising the
substance of the article in the Encyclopcedia metropolitana: with

additions, &c. (5th ed.). London: B. Fellowes.
Wigmore, J. (1913). The Problem of Proof. /llinois Law Review, &,

77.
Wigmore, J. (1931). The Science of Judicial Proof as Given by Logic, %\’

Psychology and General Experience and Illustrated in Judicial

Trials (2 ed. Vol. Little, Brown and Co. ): Boston. (19

38





