Egan and Agents: How Evidential Decision Theory Can Deal with Egan’s Dilemma

Andy Egan has presented a dilemma for decision theory. As is well known, Newcomb cases appear to undermine the case for evidential decision theory (EDT). However, Egan has come up with a new scenario which poses difficulties for causal decision theory (CDT). I offer a simple solution to this dilemma in terms of a modified EDT. I propose an epistemological test: take some feature which is (i) relevant to your evaluation of the scenarios under consideration, (ii) evidentially correlated with the actions under consideration albeit (iii) causally independent of them. Hold this feature fixed as a hypothesis. The test shows that, in Newcomb cases, EDT would mislead the agent. Where the test shows EDT to be misleading, I propose to use fictive conditional credences in the EDT-formula under the constraint that they are set to equal values. I then discuss Huw Price’s defence of EDT as an alternative to my diagnosis. I argue that my solution also applies if one accepts the main premisses of Price’s argument. I close with applying my solution to Nozick’s original Newcomb problem.

1. Causal versus Evidential Decision Theory

There are two main competing accounts of decision theory: evidential decision theory (EDT) and causal decision theory (CDT). I start with a sketch of the two theories. Then I present a dilemma due to Andy Egan: there are counterexamples to both theories. I then outline a solution in terms of a slightly revised version of EDT. I subject EDT to an epistemological test. The test shows that EDT is misleading in the problem cases. For decision situations where the agent can thus know that EDT would mislead her, I propose to adopt fictive conditional credences for the purpose of deciding à la EDT. I show that this solution yields the intuitive results in the problematic cases and that it also applies if one adopts Huw Price’s defence of EDT.

I shall start with summarising the two theories. The core intuition of EDT can be formulated simply: to evaluate your actions, you should consider how things will be after you have performed your actions. You should take into account your total evidence, including any evidence that will be conveyed by your actions themselves.

Let H be a partition of worlds. The partition exhausts all possible situations: at any world, precisely one member of the partition is true. Let V(h&A) be the value attached to a member of the partition h given that A is performed. V(h&A) is weighted by one’s expectation as to how likely it is that the situation in question will eventuate, given that A is performed: in other words, one’s conditional credence C(h/A). Then the weighted values are summed:

VALEDT : VALEDT (A) = h(HC(h/A)V(h&A).

Out of the several alternatives, the rational option is the one that has the highest VALEDT.

In contrast, the rationale behind CDT can be summed up as follows: you should take into account what you currently believe to be the causal consequences of your actions, not everything you will learn from your actions. You start from several hypotheses as to how things actually are. Any individual hypothesis specifies the causal structure of the world. In light of this causal structure, the hypothesis tells you the complete outcome of your action A: what causally follows from A and what will be the case independently of A.
 The values of the outcomes are weighted by your current credence in the different hypotheses, but you do not update your credence based on your actions. Normally, you split your credence over several dependency hypotheses. 

The causal dependency hypotheses form a partition K. Let V(k&A) be the value one attaches to a member of the partition k given that A is performed. V(k&A) is weighted by one’s unconditional credence C(k) in this member of the partition. Then the weighted values are summed:

VALCDT : VALCDT (A) = k(KC(k)V(k&A).

The rational option is the one that maximises VALCDT.

The difference between EDT and CDT is best illustrated by the notorious Newcomb case. In Nozick’s formulation: 

Suppose a being in whose power to predict your choices you have enormous confidence. … There are two boxes, (B1) and (B2). (B1) contains $1,000 [$T]. (B2) contains either $1,000,000 ($M), or nothing. … You have a choice between two actions: 

(1) taking what is in both boxes. 

(2) taking only what is in the second box.

(3) Furthermore, you know this, the being knows that you know this, and so on:

(I) If the being predicts you will take what is in both boxes, he does not put the $M in the second box.

(II) If the being predicts you will take only what is in the second box, he does put the $M in the second box.(Nozick 1998: 45–46)

Given EDT, as it is usually understood, you reason thus: your options are one-boxing and two-boxing. Let C($…/…) be your credence in the second box’s containing a specified amount, conditional on a given action of yours, and let V(…) be your evaluation of the total pay-off you get. Thus, we have:

VALEDT(one-box) = C($M/one-box)V($M & one-box) + C($0/one-box)V($0 & one-box);

VALEDT(two-box) = C($M/two-box)V($M + $T & two-box) + C($0/two-box)V($T & two-box).

Since your C($M/one-box) is very high and your C($M/two-box) is very low, you should prefer one-boxing. You take into account the evidence that comes with your actions.


According to CDT, you should form a partition of dependency hypotheses. Let k1 represent the causal hypothesis that the predictor has put $M into the second box: the world is structured such that choosing just one box causes the agent to obtain $M and choosing two boxes causes the agent to obtain $M + $T. Let k2 represent the causal hypothesis that the predictor has put nothing into the second box: the world is structured such that choosing one box causes the agent to obtain nothing and choosing two boxes causes the agent to obtain $T.

 I represent the outcomes in the V(…)-component by the pay-offs your actions cause under the different causal hypotheses. You calculate

VALCDT(one-box) = C(k1)V($M & one-box) + C(k2)V($0 & one-box);

VALCDT(two-box) = C(k1)V($M + $T & two-box) + C(k2)V($T & two-box). 

Whatever your degrees of credence in the different hypotheses are, for each hypothesis, the pay-off of two-boxing is higher. You weigh its valuation using the same unconditional credences, irrespective of any evidence you will obtain from your one-boxing or two-boxing. In other words, you do not take into account the evidence that comes with your actions. Thus, two-boxing prevails.

While there is some uncertainty how one ought to judge Nozick’s example, medical Newcomb cases allow for a more confident verdict.
 They are usually taken to testify to the superiority of CDT over EDT. Consider Price’s example of Coco the chocaholic:

Chocaholic:

It has been discovered that eating chocolate is not a cause of migraine, but a joint effect of some pre-migrainous state (‘PMS’, as we doctors say). The physiological changes that comprise PMS thus typically make a subject consume chocolate, as well as leading, later, to the usual physical symptoms of migraine. Clearly this is good news for a migraine-afflicted chocaholic. It means that there is no point in giving up chocolate … . (Price 1991: 162)

The pre-theoretical judgement of an intelligent person without special tutoring in decision theory would be clear: Coco should eat chocolate. CDT tracks this verdict. Let ‘enjoyment’ stand for the positive effect, whatever it is, of consuming chocolate. Two causal dependency hypotheses kC1 and kC2 describe all the relevant features of the world: on either hypothesis, consuming chocolate will lead to enjoyment. No consuming, no enjoyment. So there is only one relevant difference between the two hypotheses: in kC1, Coco is in PMS; in kC2, he is not. The two hypotheses give rise to the following outcomes: the outcome of consuming chocolate will be enjoyment and migraine (kC1) or enjoyment and no migraine (kC2). The outcome of not consuming chocolate will be no enjoyment and migraine (kC1) or no enjoyment and no migraine (kC2). Since the values of both alternatives are weighted using the very same unconditional credences in kC1 and kC2, consuming chocolate prevails.

In contrast, EDT, as it is usually understood, says that Coco should refrain from chocolate: to evaluate the option of consuming chocolate, the values of the (migraine and enjoyment)-worlds are assigned weights corresponding to Coco’s high conditional credence in being in such a world given that he consumes chocolate. And the values of the (¬migraine and enjoyment)-worlds are weighted based on his low conditional credence in being in one of them given that he consumes chocolate. To evaluate the option of not consuming chocolate, Coco weights the values of the (migraine and ¬enjoyment)-worlds based on his low conditional credence in being in one of them given that he refrains from eating chocolate. And he weights the values of the (¬migraine and ¬enjoyment)-worlds based on his high conditional credence in being in one of them them given that he refrains. Since he strongly prefers not to have migraines, the option of not consuming prevails.

Whereas CDT would tell Coco to eat chocolate, EDT would tell him to refrain from it, or so it seems. (Doubts about this result will be discussed in due course). So CDT tracks our intuitive judgement on the case while EDT does not. Lewis objects to EDT:

[N]oncausal decision theory endorses the ostrich’s useless policy of managing the news. It tells you to decline the good, though doing so does not at all tend to prevent the evil. (Lewis 1986: 310)

One can deliberately avoid bad news, but this only changes one’s expectations about outcomes and not the outcome itself that one is interested in. Instead, one should focus on the causal influence of one’s action.

2. Egan’s Dilemma

However, Andy Egan has offered a case where CDT seems to go astray:

The Psychopath Button

Paul is debating whether to press the ‘kill all psychopaths’ button. It would, he thinks, be much better to live in a world with no psychopaths. Unfortunately, Paul is quite confident that only a psychopath would press such a button. Paul very strongly prefers living in a world with psychopaths to dying. Should Paul press the button? (Egan 2007: 97)

There are three relevant alternatives: all psychopaths are killed and Paul is not a psychopath; no one is killed; all psychopaths are killed and Paul is a psychopath. Paul prefers the first alternative to the second and very strongly prefers the second to the third. Egan concludes: “It’s irrational for Paul to press.” (Egan 2007: 97) My own informal polls among trained philosophers untutored in decision theory strongly support Egan’s intuition. But according to CDT, Paul should press the button. In contrast, EDT tracks folk intuition here: It prescribes that Paul should refrain from pressing the button. Our intuitions in Egan-style cases cannot easily be dismissed. They are plausible, I contend, due to the deeper rationale of both CDT and EDT: one should judge the causal outcome of one’s actions in light of the best evidence available, even if that evidence is provided by the very action under consideration.

Applying CDT, Paul forms two dependency hypotheses: in kP1, Paul is a psychopath. In kP2, he is not. According to both hypotheses, the causal consequence of not pressing will be that no one is killed. Judged on the basis of kP1, the causal consequence of pressing the button is that all psychopaths die—including Paul. Judged on the basis of kP2, the causal consequence of pressing the button is that all psychopaths are killed but Paul is not. Paul weights the value of the highly undesirable outcome that he should himself be killed (kP1 & press) by his very low credence in kp1 (he is a psychopath), and that of the desirable outcome that all psychopaths are killed but he is not (kP2 & press) by his high credence in kp2 (he is no psychopath).
 Therefore, he had better press the button: it is too unlikely that he will be killed. 

The problem is that CDT would have Paul disregard causally relevant information: the news about the causal impact of his actions which these very actions would bring. It seems that Egan cases turn Lewis’s metaphor against its author. It would also be an ostrich-like policy for Paul to ignore the news he would obtain upon pressing the button—news that he is likely to be a psychopath and, given that he has pressed the button, likely to be killed. In EDT, this news is taken into account: Paul weights the value of the pressing scenario in which he is killed by his high conditional credence that he is a psychopath given that he presses the button. So he had better not press it, for he is very likely to be killed as a consequence.

The result is a dilemma. EDT gives the wrong recommendations in Newcomb cases, but CDT gives the wrong recommendation in Egan cases. Egan’s dilemma has been widely discussed, but up to now there has been no agreed solution.
 I shall present a new account. My aim is to revise EDT by a piece of reasoning that is acceptable to someone who accepts the rationale of EDT: one’s actions are assessed by the evidence they provide about the situation to be expected once they are performed, provided one does not know in advance that one’s EDT-assessment would mislead one. I argue that this is precisely what will happen in Newcomb cases: one knows that the EDT-assessment would be misleading. I propose a solution in terms of fictive credences which does justice to intuitions in both Egan and Newcomb cases.


3. The Problem with EDT
Throughout this section, I shall assume that Coco can settle the conditional credences relevant to his decision: he has evidence that he is not likely to be in PMS and thus to suffer from migraine given he does not consume chocolate.
 And it is rational for him to form a corresponding low credence C(PMS/¬consume) that he is in PMS given he refrains. Upon learning that he has refrained from consuming, he will have reason to think that he is not in PMS. This assumption has been questioned by Huw Price. I shall discuss Price’s diagnosis  in section (5). 

The example cases are evidence that neither CDT nor EDT as they have been presented are completely right. The problem with CDT is that it tells Paul to ignore relevant evidence: the evidence about his causal structure he will get by pressing the button. In this section, I diagnose the problem with EDT as it stands. I shall use an argument which moves beyond the premisses of EDT in bringing in an aspect of CDT. This move might be contested. But I think it is in tune with the spirit of EDT: it can be motivated on purely epistemic grounds. Take the following situation: you know some feature F to be causally independent of both your decision procedure and your choice. However you deliberate, whatever you choose, it is settled whether F. Consider whether your EDT-choice seems reasonable under two alternative assumptions: it is settled that F. It is settled that ¬F. You will realise that, if F is part of a Newcomb structure, your use of your evidence à la EDT will inevitably be misleading. 

In order to give an independent motivation of this strategy, I shall draw a parallel to sceptical reasoning. The aim of this parallel is to show that my test procedure is compatible with the very idea of EDT: you take your hypothetical actions as evidence about future situations which you then evaluate in light of this evidence. In sceptical reasoning, you consider a hypothesis which explains your epistemic situation. This hypothesis is claimed to be compatible with your evidence. For instance, you may assess your epistemic situation by a demon hypothesis. It is compatible with your evidential situation (in a certain understanding of evidence), says the sceptic, that your total evidence is made by an evil demon in order to deceive you. So you may consider your epistemic situation under two hypotheses. Either you are in a demon scenario, or you are not. In the first case, your evidence is misleading. It leads you to systematically placing high degrees of credence in falsehoods. In the second case, it may well be good. If the demon scenario can be ruled out or dismissed as too outlandish, the sceptical hypothesis does not provide sufficient reasons to be sceptical about your evidence.

The hypotheses I shall consider are somewhat different. They are perfectly compatible with your evidence, but they do not fully explain it. And they give rise to scepticism only with respect to EDT. They form a partition of possible causal structures that are both compatible with your epistemic situation and partially explain it. Consider a paradigm situation where there is some feature F. F is causally independent of E. Yet if E is the case, the probability is 90% that F is the case. There is also a causal relationship which explains the evidential role of E: E normally is not the case unless caused by F. And F normally causes E.
 If E is not the case, the probability is 20% that F is the case. Your initial credence that F is the case is 0.25. E respectively ¬E serve only as evidence. There is no other way of obtaining further evidence on F. The case is perfectly ordinary: you will preserve your initial credence until your credence in F becomes 0.9 or 0.2 (depending on whether you find out that E is the case or that E is not the case). 

If your evidence is not perfectly reliable, sometimes it may mislead you. I talk of ‘misleading’ in an intuitive sense as illustrated by the following example: normally, a sore throat is caused by a cold. There is a correlation between having a sore throat and having a cold. Due to this correlation, you take the presence or absence of a sore throat as evidence for the presence or absence of the independent condition of having a cold. But sometimes a sore throat is not caused by a cold, and sometimes a cold comes without a sore throat. So when you have a sore throat without a cold or a cold without a sore throat, the evidence misleads you. You adopt a high degree of credence in your having a cold when you have none, or you adopt a low degree of credence in having a cold when you have one. The intuitive sense in which your evidence is misleading is not as straightforward as when we talk of outright belief, say when a sore throat makes you adopt outright belief in your having a cold while you have none. But I think it can be used to express my point.
Now consider what happens under the two hypotheses. Assume F is the case. Then E will come with a high degree of credence in a truth. ¬E, in contrast, will come with a low degree of credence in a truth. In the latter case, one may say that your evidence is misleading. The scenario where you get ¬E would be deplorable. But the epistemic possibility of such a scenario as such is no reason to be overly sceptical about your evidence. It just shows that your evidential situation is not perfect. A situation where you obtain ¬E is improbable. You are unlikely to obtain ¬E because F sufficiently often causes E and not ¬E.

Assume, in contrast, that F is not the case. In that case, the epistemically problematic situation is one where you get E. E will give you a high degree of credence in a falsehood. However, since E is unlikely unless caused by F, the situation where you have a high degree of credence in a falsehood is unlikely. It is unlikely that you are misled by your evidence. So your normal use of evidence passes the test.

Now I shall use my hypotheses to test EDT. The standard use of EDT seems perfectly in order under the different hypotheses. You consider whether to perform an action A in light of your evidence E. E informs you about some independent F which in turn is relevant to the outcome of your action. For instance, you may consider whether to place a bet on F. Let E and F be correlated as in the purely epistemic example. While A is used as evidence about the future situation to be expected (your winning or losing the bet), it does not provide evidence about F. 

Assume that F is the case. In that case, there is a danger of your choice being misguided if you get ¬E. You will take ¬E as evidence that F is unlikely. Thus, you will misestimate the situation to be expected once you perfom A. For instance, you use your evidence ¬E to bet against F. Since F is the case, you will lose your bet. However, since ¬E is unlikely because F sufficiently often causes E, it is unlikely that you will be misled by ¬E. There is no reason not to use EDT to estimate the outcome of your action. 

Assume ¬F is the case. Then you will be misled about the outcome of A if E is the case. For instance, you may decide to bet on F upon getting E. Since F is not the case, you will lose your bet. But again, E is unlikely if ¬F is the case. Again the small danger of being misled is no reason not to use EDT. It is just part of the principled risk of getting bad evidence (evidence that leads to a high degree of belief in a falsehood). This risk is unavoidable if your evidence is not perfectly reliable. 

However, things are different when A, the action under consideration, itself provides evidence as to whether F. Let the values for F and A be the same as stipulated above for F and E. Moreover, assume that you are not indifferent as to whether F (or some G which is caused by F independently of your action). Since A provides good evidence, it is unlikely that, by doing A respectively ¬A, you will be misled as to whether F. F is likely to make you do A, and A is likely to be caused by F. So far there is no reason not to trust the evidence that comes with A or ¬A, no reason against using it in EDT. 

In comparing your alternatives à la EDT, you do not actually get A respectively ¬A. You hypothetically anticipate your actions as evidence which you will get upon choosing these actions. This is no problem concerning the action that you actually will perform. That action is correlated with the pre-established fact under consideration, and usually there is a causal link between the pre-established fact and your action which backs the correlation. When you first hypothetically anticipate your doing A and then actually do A, you may take A as evidence for F. You can trust A to be just as informative with regard to F as any other normal piece of evidence. The same goes when you first hypothetically anticipate not doing A and then actually refrain from doing A. You can take your decision as evidence against F.  

So far I have only considered the action you actually will perform. Yet in order to compare your alternatives A and ¬A, you have to hypothetically anticipate your choosing A as well as your choosing ¬A. You have to hypothetically anticipate both the action you will actually perform and the action you won’t actually perform and compare them. I do not claim that you deem yourself free to do both. But you must treat your options as serious epistemic possibilities to use EDT in the first place. 

So far there is no reason to be concerned. But there’s the rub: in comparing A and ¬A, you have to rely on all your options to provide good evidence, not only on the one that you will eventually choose. But hypothetically anticipating one of your options as prescribed by EDT, either A or not ¬A, will mislead you, just as an F-situation where you get ¬E ( or a ¬F-situation where you get E) would mislead you. Assume F is the case. Then the evidence you will obtain upon choosing A is good. A indicates that F is the case. The same goes for the hypothetical reasoning by which you anticipate the evidence you will get upon choosing A. You can trust your evidence because of the causal link between F and A. Your choice of A is likely to be caused by F. However, in order to compare your options A and ¬A, you also have to trust the hypothetical reasoning by which you anticipate the evidence you will get upon choosing ¬A. And this is where EDT will lead you astray. Anticipating ¬A will mislead you about F being the case. In assessing the hypothetical scenario of your choosing ¬A, you deem it unlikely that F is the case although, as a matter of fact, F is the case. And that will lead you to an erroneous assessment of the situation where you choose ¬A. 

One may question my talk of ‘erroneous’ or ‘misleading’ here. After all, provided you do not place full credence in  ¬F in hypothetically anticipating ¬A, you leave open the epistemic possibility that F. Still you can be sure that your comparison will lead you astray. The reason is that your EDT-values of A and ¬A, the values on which you base your choice, will be different just by virtue of your placing different degrees of credence in F, depending on your different options. But you know that the situations to be expected do not differ with respect to F. So you have to assign different values to situations because of an expected difference which you know not to exist. EDT will lead to differences in value where there is no corresponding difference in facts to be expected.
I have already hinted at the causal dimension of the problem. Normally, an evidential relationship will be grounded (in a certain sense of ‘grounding’) by a causal one (sometimes one which just relates the correlated features to a common cause). In the paradigm situation considered, the role of your evidence is grounded by a causal link between F and A. It is in virtue of the causal link that there is an evidential relationship between F and A. But for the causal link to apply to your situation, it has to hold merely between what is actually the case (F) and what you actually will do. Nothing tells you that the causal link has to hold for the action you actually won’t choose. Thus, it grounds a corresponding evidential relationship only what concerns the action you actually will perform. Yet in deliberating à la EDT whether A or ¬A, you have to treat both options as providing good evidence. So nothing ensures that your use of your evidence à la EDT is well-founded by a corresponding causal relationship.

So far I have assumed that F is the case. Now assume ¬F to be the case. A perfectly analogous reasoning shows that you will inevitably base your decision on considering a situation where you do A and thus assign a high subjective probability to F being the case. Your decision will be misled by this assessment (in the sense outlined in the last paragraph). As a consequence of these general considerations, you are in a position to know that, whether F is the case or not, in deliberating à la EDT, you will use your evidence in a misleading way.

The problem is a general one. Your EDT-decision will be distorted whenever (i) your credences C(F/A) and C(F/¬A) diverge, (ii) F is causally independent of A, and (iii) F makes a difference to how you evaluate the situations to be expected (the V(…)-component). There is a special instance of the problem which is particularly striking. I use this special case for further illustration: Suppose that F and only F perfectly reliably causes A. No A without F, and no F without A. Moreover, your credence C(F/A) = C(¬F/¬A) = 1. Assume F is the case. In using EDT you will inevitably base your decision on perfect certainty in a falsehood: you will evaluate the situation where ¬A is chosen as one where F is not the case. So while your assessment of the situation where you choose A is perfectly fine (you correctly evaluate the situation as one where F is the case), in comparing it with a situation where ¬A comes with ¬F, your decision will inevitably be distorted. The value you assign to the ¬A-situation is based on the wrong certainty that it is a ¬F-situation. Now assume ¬F is the case. Again your decision will inevitably be distorted. The value you assign to the A-situation is based on the wrong certainty that the situation where you choose A is one where F is the case. The example just illustrates the general pattern: you anticipate a relevant difference between the two situations with respect to F. But there is none. And you know that there is none.

Having outlined the general problem, I shall apply my general considerations to Chocaholic. Let F be being in PMS and A be eating chocolate. Assume Coco is in PMS. Then he will judge refraining to be better than consuming chocolate. His judgement is explained entirely by EDT misleading him. Intuitively, the situation where Coco refrains is overrated. It seems to be a situation where Coco is not in PMS, but he is in PMS. More precisely, EDT makes the situation where Coco refrains seem less likely to be a situation where he is in PMS (and thus will suffer from migraine) than the situation where he consumes. For this reason only, the situation where he refrains is assigned a higher expected value. But as a matter of fact, Coco is in PMS in both situations. So what concerns being in PMS and having a migraine in consequence, EDT makes the two situations seem relevantly different, but they are not relevantly different. This is why I call EDT misleading. 

So far we have assumed that Coco is in PMS. Now assume Coco is not in PMS. Again he will judge it better to abstain than to consume chocolate. Intuitively, the situation where Coco consumes is underrated. It seems to be a situation where Coco is in PMS, but he is not in PMS. He assigns a lower expected value to the situation where he consumes than to the alternative situation where he refrains. He does so only because the situation where he consumes seems more likely to be a PMS-situation. But he is not in PMS anyway whether he consumes or not. EDT makes the two situations seem relevantly different, but they are not relevantly different.

In sum, Coco cannot be sure whether he is in PMS or not. But he knows that EDT will lead him astray whether he is in PMS or not. EDT makes the situations to be expected upon choosing between the two options seem relevantly different, but at the same time Coco knows that they are not relevantly different. Again there is the causal dimension of the problem. In assessing the option which he won’t choose, he will use his evidence in a way that is not grounded by the causal relationship between PMS and consuming chocolate.
 

I have applied my general concern about EDT to Chocaholic. A perfectly analogous reasoning would apply to Psychopath Button if Paul were to care only about his being a psychopath and not about his being killed. However, things are different when it comes to Paul being killed. For the rest of this section, I shall assume that Paul does not care about being a psychopath but only about being killed (just as Coco does not care about being in PMS but only about having a migraine). The reason for this assumption is that it makes vivid the difference between Paul’s and Coco’s situation. Applying my test, assume that Paul is a psychopath. He compares pressing to not pressing as to how likely is is that he will be killed. He will be misled by EDT what concerns the situation where he refrains from pressing. EDT makes the situation where he refrains seem less likely to be a situation where he is a psychopath than the situation where he presses. But as a matter of fact, Paul is a psychopath in both situations. So what concerns being a psychopath, EDT makes the two situations seem relevantly different, but they are not relevantly different. This is why I call EDT misleading. But Paul will not be misled in judging whether he will be killed given his choices. He is right in judging that he is likely to be killed given he presses the button. And he is right in judging that he won’t be killed given he does not press the button. So EDT will not distort his decision as far as the danger of his being killed is concerned. 

So far we have assumed that Paul is a psychopath. Now assume Paul is no psychopath. Then Paul will underrate the situation where he presses compared to the situation where he does not press. He thinks that he is much more likely to be killed upon pressing than upon not pressing. But as a matter of fact, he is very unlikely to be killed whatever he does. 

Although EDT will mislead Paul under the hypothesis that he is no psychopath, its standing is very different from its standing in Coco’s situation. Coco knows that EDT will inevitably distort his decision whether he is in PMS or not. Paul knows that EDT might distort his decision (assuming he is no psychopath), but unlike Coco, he has no reason to assume that EDT will inevitably distort his decision. Assuming he is a psychopath, EDT will give good advice. EDT makes him correctly judge that he is likely to be killed upon pressing, and that he won’t be killed upon not pressing.

I implicitly relied on reading the problem cases as follows: the agent does not get any evidence about her causal structure before she really performs an action. I think that this is how the cases are intended to be read. Decision theory clearly should cover the cases in this reading (see Lewis 1986: 312), and covering them was the task I hitherto pursued. But one may wonder what happens if your tendency to act in a certain way already provides evidence which of your conditional credences leads EDT astray. For instance, if you tend to choose A and you have a high credence C(F/A), then your tendency TA to choose A is good evidence firstly that F is the case and secondly that EDT will not be misleading as far as it draws on your credence C(F/TA). This variant of the case relevantly differs from the original one only provided you can revise your choice upon learning about your tendencies. Otherwise learning about your tendency makes no difference; the decision process where you make a misleading use of your credences has already taken place. Assuming you can revise your choice, you should revise the conditional credences used for deliberating on all options to Cnew(F/…) = C(F/TA). There is no problem if, upon revising your credences, A still seems the best option. The problem with EDT reappears, though, if A no longer seems to be the best option. Suppose our problem cases belong to the second kind of situation. As for Chocaholic, EDT makes not consuming chocolate seem better than consuming chocolate. But when Coco learns from his tendencies that he probably is not in PMS, consuming chocolate seems better. The same for Paul. EDT makes not pressing seem better, but once Paul learns from his tendency to refrain that he is no psychopath, pressing seems the better option. Upon revising your credences by what you learn about your tendencies, you should revise your decision. Just as the original tendencies, the resulting new tendencies (consuming chocolate, pressing the button) should be read as indicating that the newly chosen option comes with good evidence. In light of this evidence, you should revise your credences and your decisions. Alternative options (not consuming, not pressing) seem preferable… As a consequence, you constantly waver between alternative options. This is an implausible result because it does not square with the intuitive verdict on the cases. I propose the solution I am going to present as one way of evading that implausible result. Instead of constantly wavering between different options, one reflects on the quandary and then uses my proposed solution as a tiebreaker.

Summarising, I have tried to present a diagnosis where EDT goes astray. I offer my diagnosis to the proponent of EDT. In bringing to bear some consideration whose role structurally resembles the role of sceptical hypotheses in epistemology, the spirit of EDT is preserved. One should judge one’s future actions by hypothetically taking them as evidence about the situation to be expected upon performing them, but only if one does not know that EDT as it stands would lead to using them in a misleading way. The EDT-formula provides a good approximation to this overall idea. But it should be subject to my epistemological test. Where it fails the test, i.e. where the test shows that EDT would mislead one, the procedure must be somewhat revised.

4. A Makeshift: Fictive Credences

In this section, I shall discuss how to revise the decision procedure. An ideal revision would fulfil two intuitive requirements: on the one hand, we should completely neutralise the role of PMS in Chocaholic and that part of the role of being a psychopath in Psychopath Button (if such there is) which corresponds to the role of PMS in Chocaholic. In Psychopath Button, there is such a perfectly corresponding part if we assume that Paul doesn’t like to be a psychopath independently of the danger of being killed. On the other hand, we should pay due respect to the role of being a psychopath in assessing the danger of being killed. This danger intuitively should lead one to assign a lower value to pressing the button than to not pressing it. Both conditions do not only correspond to our intuitions, they are also vindicated by my epistemological test. The role of PMS and the corresponding part of the role of being a psychopath, as distinguished from the latter’s role in assessing the danger of Paul’s being killed, are precisely those features where the test shows EDT to be misleading. 

There are several ways of implementing the revision. One might revise the EDT-formula. But the examples under consideration seem rather exceptional though conforming to a pattern. As long as there is no other problem, there is reason to preserve the formula and to treat the examples by some additional clause. Now the problem seems to lie with the role one’s conditional credences play in the formula. If one wants to preserve the latter, the outstanding way of adding an additional clause is to manipulate one’s conditional credences precisely for the purpose of the particular decision situations where the above diagnosis applies. For other decisions and for the purposes of belief formation one should use one’s conditional credences as they stand.

One knows that EDT is misleading in a decision situation S where the following conditions are fulfilled: (i) F is causally independent of one’s actions A1,… An under consideration, for some of these actions Ai,… Am, (ii) C(F/Ai) (... C(F/Am),…, (iii) it makes a difference to one’s valuation V(…) whether F or ¬F. Now you can’t fiddle with (i). And you would obviously miss your real valuation if you were to fiddle with (iii). What remains is condition (ii). The problem arises because C(F/Ai) (... C(F/Am). Thus, there is an obvious way of manipulating your credences for the purposes of deciding in S. For deciding in S only, one adopts fictive credences Cnew(F/A1),... Cnew(F/An) under the constraint Cnew(F/A1) =... Cnew(F/An).
 You know that otherwise your credences would play a misleading role in EDT. It is a plausible condition for a rational decision à la EDT that you should not knowingly be misled. Thus, a solution in terms of fictive credences has to abide by my constraint. It is also supported by the intuitive cases as far as it ensures that Newcomb-like features such as Coco being in PMS do not play a role. 

You know that the constraint does not pay due respect to your evidence. But you should somehow try to pay due respect to your evidence as far as possible. And there may be other considerations which are relevant, too. They may be balanced against the requirement to follow one’s evidence as closely as possible. I shall begin with the latter requirement. If the task is merely to properly balance your evidence under the constraint Cnew(F/A1) =… Cnew(F/An), one proposal is to use your original unconditional credence in F: for any action A1…An under consideration, Cnew(F/A1) =… Cnew(F/An) = C(F). However, this would lead to the unwelcome consequence that Paul should press the button, taking into account his low credence in his being a psychopath. Moreover, one may wonder why to completely disregard the original conditional credences. Shouldn’t they be taken into account when finding a compromise? After all, they are not put into doubt by putting into doubt their use in EDT. Moreover, they seem to have a stronger claim than one’s unconditional credence C(F) to guide one’s decision. The unconditional credence reflects how things stand with respect to your present evidence. But the conditional credences carry your considerations one step further, corresponding to the actions considered. They reflect how things will stand after you have performed your action. Then you will be in a new evidential situation. The problem with CDT is precisely that it neglects this difference. And Egan’s example shows that one ought not to neglect it.

In light of these considerations, I discern two prominent ways of reaching a compromise. One is to adopt sets of probability assignments: any option is weighted by any possible value of Cnew(F/A1) =… Cnew(F/An) in between an upper bound given by the highest original conditional credence max[C(F/A1), … C(F/An)] and a lower bound given by the lowest original conditional credence min[C(F/A1), … C(F/An)]. But that solution is unattractive because it does not yield a unique recommendation where it intuitively should do so, for instance in Chocaholic and Psychopath Button. For credences close to the upper bound, Coco should not consume chocolate and Paul should not press the button, for credences close to the lower bound, Coco should consume and Paul should press. Perhaps there are other convincing ways of determining an upper and a lower bound, but I do not see them and guess that they would seem gerrymandered. 

The other possibility is to use some weighted average of the different conditional credences. Such a weighted average is supported by a principle of indifference. Any of your conditional credences might be the one used in a misleading way. So the situation is somewhat symmetric. One’s credences should be treated in an undiscriminating way. A reasonable way of doing so is to use the weighted average of the different conditional credences: 

Cnew(F/A1) =… Cnew(F/An) =  (C(F/A1) +… C(F/An))
                                                                n

This solution stands out in simplicity as a way of fairly balancing conditional credences. So I take this way of balancing credences as default as long as there is no alternative which is shown to more thoroughly reflect the symmetry of the situation. 

Before coming to other factors that might be relevant to balancing credences, I shall address a principled objection. I have considered a situation where mutually exclusive alternatives provide evidence about some independent feature F. But what if there are several choices which provide evidence about the same F? For instance, Coco may get evidence about his being in PMS from eating chocolate and listening to guitar music. Let his credence C(PMS/consume) be 0.9 and his credence C(PMS/listen) be 0.93. There are two possibilities how to further specify the situation. In the first alternative, Coco decides first on one action, say whether to eat chocolate, then acts accordingly, and then decides somewhat independently on the second action, say whether to listen to guitar music. He should treat the two decisions separately. First, he should balance only his conditional credences with respect to consuming or not. For he only decides whether to consume or not. Then he should update his credences by the first action before deliberating on the second one. For instance, Coco has plenty of reason to think he is in PMS once he consumes chocolate. So when he is assured about his eating chocolate, he updates his credences by eating chocolate such as to arrive at high credence C(PMS) = 0.9 that he is in PMS. Moreover, he ought to update his conditional credences C(PMS/listen)… in light of his eating chocolate. He ought to decide whether to listen to guitar music in light of these updated conditional credences. In the second alternative, the two decisions are not separated, for instance because the two actions are performed simultaneously, or one predetermines the other. Then Coco should first settle his conditional credence whether he is in PMS given any combination of the two simultaneous actions C(PMS/consume & listen), C(PMS/consume & ¬listen)… He should use these credences as a basis of balancing. 

There may be other considerations than just how to give every piece of evidence its due weight. What is particularly relevant in Psychopath Button are issues of risk. Arguably EDT pays due respect to an agent’s attitude towards risk. The marginal utility of goods normally decreases. Other things being equal, a secured amount of the good will be judged better than the same expected but insecure amount. But this sort of risk sensitivity presupposes that one’s credences in the different outcomes are settled. In the problem cases, one cannot simply use one’s credences à la EDT because one knows that this use would be misleading. If one adheres to EDT, a new kind of risk ensues over and above the epistemic uncertainty reflected in one’s degrees of credence. One risks to choose the wrong outcome not only because this outcome is uncertain. One also knows that EDT as it stands will lead to misestimating the relative values of the alternatives. It will lead to differences in value where there is no corresponding difference in facts to be expected. In the amended version where one uses fictive credences, a different risk of misestimating the alternatives arises. One knows that one’s fictive credences depart from the credences one should have in light of one’s evidence. So judging from this evidence, one will misestimate the different alternatives. For instance, if Paul deliberates on the basis of averaging his conditional credences, he will neither pay due respect to the high correlation between being a psychopath and pressing nor to the low proportion of psychopaths among the total population. It depends on the value of the different outcomes how grievous the consequences of error would be.

In Paul’s case, underestimating the danger of being a psychopath might spell disaster. Paul may use the two test hypotheses (being a psychopath, being no psychopath) to assess the risk. If Paul is no psychopath, he will give too much weight to the catastrophic event where he is killed. So he is likely to miss only the moderate benefit of killing all psychopaths. If he is a psychopath, in contrast, Paul will severely underestimate the catastrophic scenario where he gets killed. So there is a risk of a catastrophic outcome if Cnew(psycho/press) is too low. Whenever the outcome of your actions cannot be predicted with certainty, there is a principled risk of the outcome being worse than expected. The risk I am now concerned with is different from that principled risk. It is due to the method of fixing one’s fictive credences in the problem cases. In order to avoid this peculiar risk, Paul may give more weight to C(psycho/press). He might even prefer to adopt Cnew(psycho/press) = Cnew(psycho/¬press) = C(psycho/press) instead of giving C(psycho/press) and C(psycho/¬press) equal weight. In doing so, he acts in tune with the principled constraint that Cnew(psycho/press) = Cnew(psycho/¬press). There is a trade-off between paying due respect to one’s evidence and issues like risk aversion. I prefer not to specify a precise principle how to implement the trade-off. The only constraint I impose is that the fictive conditional credences should take equal values. I remain neutral as to whether there is a further rationally required principle guiding the trade-off, or whether requirements of rationality leave open how to precisely implement the latter.

I have proposed that one adopts fictive credences under the constraint that they be equal. There is a certain flexibility how to determine them further. A compromise based on one’s evidence is default, but issues of risk aversion may play a role as well. I think that this flexibility is an advantage of my account compared to alternative proposals how to deal with information gaps. I shall briefly outline why my strategy is preferable to some of its alternatives. One might consider a combination of CDT and EDT (Nozick 1993). Apply CDT to Newcomb cases and EDT to Egan cases. However, neither CDT nor EDT as usually understood perfectly fits Psychopath Button. Assume that Paul also cares much about being a psychopath, not only about being killed. What concerns this aspect of his valuations, EDT will mislead Paul: not pressing seems better than pressing independently of his being killed or not because Paul seems less likely to be a psychopath in this situation.


Robust decision principles provide an alternative. As presented, both CDT and EDT are epistemically quite demanding. One must have precise credences in all the outcomes. Instead of my proposal, one might prefer alternatives which are robust to differences in probabilities, e.g. maximin or robust satisficing (as in info-gap decision theory; see Schwartz et al. 2010). Maximin tells you to choose the best worst case scenario; satisficing tells you to choose the option that secures some threshold of satisfaction under the broadest range of unfavourable circumstances. 


However, robust decision principles sacrifice breadth of applicability for a certain independence from determinate probabilities. They are only suited for specific preference structures. For instance, if you are not risk-averse, using maximin or satisficing is of no avail. Moreover, on their own they do not evade the problem with Newcomb and Egan cases, as shown by the following consideration. We cannot consider just any remote and tremendously improbable consequences of our actions (such as a tile’s falling down and killing me when I leave the house). The most straightforward approach is to take into account only scenarios which deserve a certain minimum credence. Consider Psychopath Button. Let Paul’s present low credence that he is a psychopath fall below the threshold. And let his credence that he is a psychopath given he presses be above the threshold. If he holds fixed his low unconditional credence, he should—counterintuitively—disregard the danger of being killed. If, in contrast, he were to place high enough credence in his being a psychopath whatever his options are, he should not press the button. But why should he place high credence in his being a psychopath as long as he has no evidence that he is one? Thus, simply adopting robust decision principles cannot dissolve the problem. But worst case scenarios and the like may be used to test the results of different candidates for the fictive new credences. Presupposing a certain attitude towards risk (and perhaps other aspects of one’s practical outlook), they may guide one in adopting one candidate rather than others. In sum, my amended version of EDT, call it EDTnew, provides a framework how to deal with the problem cases. The latter can be supplemented within close limits by alternative principles.
I shall close this section with giving a numerical example. Let the numeric values be as follows:

Contributions of individual features to the valuations

migraine         ¬migraine       enjoy chocolate          ¬enjoy chocolate

     -100                0                         1                                   0

Coco’s credences are:

              PMS      PMS/consume    PMS/¬consume         migraine/PMS      migraine/¬PMS

C            0.25           0.9                         0.2                            1                     0

Cnew        0.25          0.55                       0.55                           1                     0

Inserting the numbers yields:

                      consume  ¬consume  

VALEDT              -89              -20

VALEDTnew     -54              -55

Thus consuming prevails in my amended version of EDT.

We can see how setting Cnew(PMS/consume) and Cnew(PMS/¬consume) to the same value dissolves the problem in a principled way. Coco’s conditional credence in PMS is the same whether he consumes or not. The negative contribution of PMS to Coco’s valuations is irrelevant; PMS-situations do not get more credence given that he consumes than given he does not.

Now consider Psychopath Button. In order to better illustrate the different roles of being a psycho, I shall assume that Paul also cares about being a psycho and not only about being killed. Let the contributions of the individual features to Paul’s valuations be (cleanse stands for: all psychopaths die and Paul does not die, suicide: Paul is included among those killed, AllLive: no one is killed)

psycho  ¬psycho   cleanse   suicide   AllLive
  -10            0             20      -100           0

Paul’s credences are (Cnew representing the result of simple averaging, Cnew2 the result of giving prevalence to considerations of risk):

                   psycho      psycho/press      psycho/¬press       suicide/press          cleanse/press 

C                  0.25             0.9                         0.2                       0.9                        0.1   

Cnew             0.25             0.55                       0.55                     0.55                      0.45                

 Cnew2          0.25              0.9                         0.9                       0.9                        0.1     

         AllLive/press           suicide/¬press     cleanse/¬press   AllLive/¬press

C                   0                           0                          0                       1

 Cnew              0                           0                          0                       1

 Cnew2            0                            0                          0                       1

Inserting the numbers yields:

                                     press              ¬press

VALEDT                            -97                 -2

VALEDTnew                            -51,5              -5,5

VALEDTnew2                          -97                 -9

Again setting Cnew(psycho/press) and Cnew(psycho/¬press) to the same values dissolves the Newcomb-like aspect of the problem in a principled way. The fictive probability of Paul’s being a psychopath is the same whether he presses the button or not. So there is only one factor relevant to Paul’s decision: the situations where Paul is killed get higher credence given that he presses the button than given that he does not press it. In contrast, the negative contribution of being a psychopath to Paul’s valuations is irrelevant; psychopath situations do not get more credence given that he presses the button than given he does not.
5. Alternative Diagnosis, Same Solution: Pricey EDT

In this section, I shall discuss an alternative to my diagnosis of the problematic cases. I have assumed that Coco has evidence which bears on his case. This assumption is questioned by Huw Price. According to Price, Coco cannot settle the conditional credences he would need in order to EDT-rationally opt against chocolate.

Price argues that EDT does not recommend Coco to renounce chocolate. The only reason to abstain would be to make it seem improbable that he will suffer from migraine (caused by PMS). But this very reason breaks the evidential connection between ¬consumption and ¬migraine. The process of deliberation interferes. It provides “an alternative causal explanation of his decision to decline—an explanation that makes no mention of PMS” (Price 1991: 166). Coco does not refrain because of the fact that he is not in PMS; rather, he refrains just because he wants to avoid  acting in a way that is correlated with PMS. This motive derives from his motive to avoid the news of migraine (which in turn is the way Coco’s desire not to suffer from migraine is implemented by EDT). I will abbreviate Coco’s motivation by acting to avoid the news of PMS. According to EDT as it is normally understood, Coco’s high credence that an agent X is in PMS, conditional on X’s consuming chocolate, would have to be compared to his low credence that X is in PMS, conditional on X’s not consuming it. Applying this relationship to Coco’s own case would mean disregarding relevant information, however. In light of this information, the second credence involved in the comparison should be his credence that an agent is in PMS given that the agent refrains from chocolate in order to avoid the news of PMS. C(PMS/consume) would have to be compared to C(PMS/¬consume to avoid the news of PMS). The information about his reasons to abstain puts Coco in a subclass of the total population to which the correlation between consuming and PMS applies (see Ahmed and Price 2012: 26): the subclass of those whose motive is to avoid the news of PMS, as distinguished from the subclass of those who are not inclined to chocolate in the first place. And he should use this information according to the principle of total evidence:

[I]n making a probabilistic judgement, take into account all the relevant evidence available. (Price 1986: 199)

Yet Coco is not in a position to assess C(PMS/¬consume to avoid news of PMS), according to Price.

We have not yet answered why Coco should eat chocolate. To Price, the correlation between PMS and consuming chocolate cannot play any role in Coco’s decision. In order for this correlation to play a role, Coco would have to compare C(PMS/consume) to C(PMS/ ¬consume in order to avoid the news of PMS). Since the latter probability is inscrutable for him, he ignores the whole relationship between consuming and PMS, just as he ignores all other unknown features of the situations that are sub judice (see Price 1986: 201)

Instead, Coco makes his decision based on the ascertainable features of the situation: other things being equal, consuming brings enjoyment, not consuming brings none. Moreover, Coco knows the relevant conditional probabilities C(enjoy/consume) and C(enjoy/¬consume). Whatever the reasons for his not consuming chocolate are, he won’t enjoy chocolate as a consequence (C(enjoy/¬consume) = C(enjoy/¬consume in order to avoid the news of PMS)). So Coco should eat chocolate.

I shall assume throughout this section that Price is right. Coco falls in a relevant subclass of those not eating chocolate, since he would refrain only to avoid the news of being in PMS. I shall not further discuss this claim for two reasons. Firstly, in the previous two sections 3-4, I have already discussed what happens if Price is not right and Coco has evidence that he is not in PMS if he refrains from chocolate. Secondly, as I shall argue, the solution which emerged from these considerations applies as well if Price is right. 

If Price is right, EDT is not led astray by Newcomb cases. Unfortunately, Price’s argument threatens the result that Paul should not press the button. Let us assume that Paul’s motive is to avoid acting in a way that is correlated with being a psychopath, abbreviated: acting to avoid the news of being a psycho. Moreover, let us assume that this motive partly derives from a desire to avoid the news of being a psychopath and partly from a desire to avoid the news of being killed. To weigh his decision according to EDT, he would have to compare C(psychopath/press) to C(psychopath/¬press in order to avoid the news of being a psycho). His motive places Paul in a relevant subclass of those not pressing the button. Among those who refrain from pressing are those who are not inclined to pressing the button in the first place, and those who refrain because they want to avoid the news of being a psycho. Paul cannot figure out C(psychopath/¬press in order to avoid the news of being a psycho). As a consequence, Price’s solution yields that Paul should disregard the whole relationship between pressing and being a psychopath. He has just as much reason to press the button as Coco does to eat his chocolate. 

The problem arises because Price overstates the lesson of the example. Price discusses whether Coco must accept:

(CORR) Whatever my reasons for consuming or not consuming chocolate, there is a positive correlation between my consuming chocolate and pre-existing PMS. (Price 1991: 167).

In the same vein, Paul might have to accept:

(CORR´) Whatever my reasons for pressing or not pressing the button, there is a positive correlation between my pressing it and my being a psychopath.

Price denies that (CORR) and (CORR´) can play a role in deliberation. To be in a genuine decision situation, an agent must reckon her choice undetermined except by her beliefs and desires. Coco must assume, in Price’s words, 

that on such occasions he has the relevant freedom of choice: it is up to him whether he eats, and his decision can be expected to turn as usual on his relevant beliefs and desires. (Price 1991: 167; cf. Kyburg 1988: 80)

Yet there is a more convincing analysis. The evidential connection between eating chocolate and PMS may play a role in Coco’s deliberation, but this needs to be qualified. I have granted that Coco falls in a relevant subclass of those not eating chocolate. Still Price has given no reason why C(PMS/consume) should be inscrutable to Coco. If Coco consumes chocolate, he probably is in PMS. Thus, what can be upheld is the evidential connection between consuming the chocolate and PMS. Whatever Coco’s valuations are, the high value he assigns to enjoying chocolate is likely to be explained by PMS. When he decides to eat chocolate, this is because PMS makes chocolate enjoyable to him. PMS explains that Coco, being perfectly rational, has a reason to eat chocolate. Coco’s psychological state (PMS) explains his valuation; it does not prompt him to eat chocolate independently of rational deliberation. What does not follow is that he is less likely to be in PMS when he spurns chocolate in order to evade the news of being in PMS. Although Coco is free to use (CORR), it is of no avail to him. He can derive C(PMS/consume) from (CORR). But in order to deliberate on the basis of this information, he would have to compare C(PMS/consume) to C(PMS/¬consume in order to avoid the news of being in PMS). And he does not know the latter and only the latter probability.

In the same vein, (CORR´) applies to Paul’s reasoning about pressing the button: only a psychopath could actually use such a murderous device. Paul’s being a psychopath explains his valuation. Still it does not prompt him to press the button independently of rational deliberation. If Paul’s decision situation were analogous to Coco’s, (CORR´) would be of no avail. For while C(psycho/press) is perfectly scrutable, C(psycho/¬press in order to avoid the news of being a psycho) is inscrutable. But Paul’s decision situation is very different from Coco’s. Paul’s motive is not just to evade the news of being a psychopath. His motive is also to evade news about the causal consequence of being a psychopath and pressing the button: being killed. (CORR´) tells him that he is a psychopath, given that he presses the button, just as (CORR) tells Coco that he is in PMS, given that he eats chocolate. Yet (CORR´) tells Paul something more: pressing is likely to have bad causal consequences for him. Not pressing, in contrast, will not have these consequences. Paul avoids pressing the button simply to avert the news of these consequences. This reason perfectly fits into a causal explanation of his actions that integrates his rational decision procedure. 


By not pressing the button, Paul cannot hope to avoid the news of being a psychopath, just as Coco cannot hope to avoid the news of being in PMS. The same goes for any feature F that is merely correlated with Paul’s pressing but not caused by it. If he refrains from pressing the button in order to evade the news that F is the case, that places him in a relevant subclass of those persons who do not press it. There are those who are not inclined to press and those who are inclined but want to avoid the news of being a psychopath. As a consequence, he cannot scrutinise C(F/¬press in order to avoid the news of F). But Paul knows the conditional probability of being a psychopath and being killed given that he refrains from pressing: it is about zero, in effect. The same goes for any other causal consequence of pressing (absent redundant causation). Provided that he does not press the button, none of these consequences are likely to occur, whatever his reasons for not pressing may be. Whether he is a psychopath or not, he avoids the news of being killed and thus manages the causal consequences of his actions. This diagnosis incorporates some of the intuitive rationale behind CDT: the difference between mere correlations and causal relationships is relevant to the case, but contrary to the first appearance, EDT is not led astray by mere correlations. Where does the difference come from? Why can’t Coco and Paul rationally act such as to avoid the news of being in PMS respectively being a psychopath, but Paul can rationally act such as to avoid the news of being killed? Price’s argument applies only to the former actions. Coco cannot scrutinise the correlation between his being in PMS and refraining from chocolate. He falls into a subclass of those not consuming chocolate, the other subclass being those who do not like chocolate. And Paul cannot scrutinise the correlation between his pressing the button and being a psychopath. He falls into a subclass of those not pressing, the other subclass being those who do not feel tempted by the button. But Paul can obtain reliable news that he won’t be killed from not pressing the button. There is one thing he knows for sure about the situation of not pressing the button: he will get the news that he has not pressed the button. And since pressing is a necessary condition of being killed, he gets reliable news that he won’t be killed, regardless of whether he is a psychopath, and regardless of his motives for not pressing. This feature is shared by all causal consequences of one’s actions. One knows which actions one performs in the scenarios under consideration (by conditionalising on them). Thus, whenever an action A is a necessary (causal) condition of some feature G (and not merely correlated with it), one knows that G won’t be the case if A is not performed. This is reflected in Paul’s credence C(suicide/¬press in order to avoid the news of being a psycho) being minuscule.

I shall now argue that my original solution also applies if Price is right: Coco falls in a relevant subclass of those not consuming chocolate if he does not consume chocolate.  Price suggests that Coco ignores his desire not to have a migraine (Price 1986: 201). But this suggestion spells trouble if it leads to the parallel conclusion that Paul should ignore his desire not to be killed. And this conclusion indeed seems to follow if Paul has to assume that his choice is free, i.e. not caused by his being a psychopath. To avoid this unwelcome conclusion, I propose that my solution also applies if Price is right: Coco falls into a relevant subclass of those renouncing chocolate. 

To be sure, the diagnosis differs from the one given in section 3. We cannot argue that we should balance our credences because, otherwise, EDT would make us knowingly use them in a misleading way. In (my amended version of) Price’s diagnosis, there is no reason for Coco not to trust C(PMS/consume) as used by EDT. Rather the problem is that, in order to weigh the alternatives, Coco would have to use C(PMS/¬consume in order to avoid the news of being in PMS), which is inscrutable because C(PMS/¬consume) does not apply. The principled structure of the problem cases is the following: there is a causally independent feature F which causes both your desire to do A and some undesirable feature H. H does not causally depend on your action. F is correlated with A and H. Thus, EDT seems to go wrong in giving you a reason to avoid pursuing A because A comes with the news of F and thus H. In my diagnosis from section 3, EDT would make you use your evidence in a way you know to be misleading. Your motive to act such as to avoid the news of F is entirely explained by the misleading use of the evidence that comes with deliberating whether to choose A or ¬A, roughly: either by your underestimating the situation where you choose A (if you are not in F) or by your overestimating the situation where you refrain from choosing A (if you are in F). In Price’s diagnosis, in deciding to act such as to avoid the news of F, you would make a different sort of mistake: you would naively use the general correlation between ¬A and ¬F instead of the correlation between not choosing A in order to avoid the news of F and ¬F, which is inscrutable.

Since I reject Price’s additional considerations regarding one’s presumed freedom of choice, only one requirement can be derived from his view: one should avoid the mistake of confusing a relevant but inscrutable correlation with a known but irrelevant one. We are in a quandary how to decide between A and ¬A. At that point, it seems natural to make one’s best guess at what the probabilities are. For instance, one may start with one’s conditional credences C(F/A) and CF/¬A). One does not naively confuse CF/¬A) and CF/¬A in order to avoid the news of F). Although one knows that, if one chooses ¬A, one will fall into a relevant subclass of those doing so, one may justify starting from CF/¬A) by one’s limited informational state. C(F/¬A) is the only information one has about the relation between F and A. One has good reasons to assume that the right probabilities fall somewhere in between CF/A) and CF/¬A).  However, whenever one uses C(F/A) and CF/¬A) as prescribed by naive (non-Pricey) EDT and they differ, my argument from section 3 applies: one knows that, in applying EDT, one uses one’s credences in a misleading way. The only constraint which prevents this is Cnew(F/¬A) = Cnew(F/¬A). So I propose to use this constraint. Given the constraint, one should try to find the best balance between respecting one’s conditional credences, issues of risk aversion and so on. Again I do not commit myself to one way of balancing. In contrast to section 4, there may be an asymmetry. If Coco can settle C(PMS/consume) but has to somehow guess at C(PMS/¬consume), this may give him a reason to give the former credence more weight, say by setting Cnew(PMS/consume) = Cnew(PMS/¬consume) = C(PMS/consume). And since Paul can settle C(psycho/press) but has to somehow guess at  = C(psycho/¬press) this may provide him with a reason to give the former credence more weight, say by setting Cnew(psycho/press) = Cnew(psycho/¬press) = C(psycho/press).
6. The Original Newcomb Case Revisited

I shall close by indicating how my proposal can be applied to Nozick’s original Newcomb case. Your credences C($M/one-box) and C($M/two-box) are stipulated.
At the time of your decision, it is already settled whether there is $M or nothing in the second box. So you know that you would be mistaken in naively using EDT to evaluate your actions.
 Having outlined a differentiated diagnosis in section 3, I content myself with a simplified version in terms of outright belief. The difference in value between the two options derives completely from the fact that you either over- or underestimate one of them. Suppose that there is $M in the second box. Then EDT will assign a misleading value to two-boxing. Your low C($M/two-box) will lead you to believe falsely that, in the situation where you take both boxes, the second box is empty. Suppose, instead, that there is nothing in the second box. Then EDT will assign a misleading value to one-boxing. Your high C($M/one-box) will lead you to believe falsely that, in the situation where you take only one box, the box will contain $M. In comparing your options, you expect a difference in value between the two situations compared. Yet at the same time you know that they are not relevantly different, i.e. do not differ in what the second box contains. You know that the difference in VALEDT you obtain by simply using your C($M/one-box) and C($M/two-box) is entirely due to the fact that one of your conditional credences misrepresents your future situation when used à la EDT. Again, my suggestion is that you balance fictive credences under the constraint: Cnew($M/one-box) = Cnew($M/two-box). This neutralises the predictor and ensures that two-boxing prevails.

There is a huge literature on Newcomb’s problem. If my diagnosis is right, part of this literature is misguided inasmuch as it presupposes that one’s conditional credences C($M/one-box) and C($M/two-box) are good, as they stand, for the purpose of EDT. If I am right, the agent knows in advance that EDT would make her use these credences in a misleading way.
 Proposals which do not presuppose that EDT may use one’s conditional credences as they stand are not misguided in this way.
 The advantage of my overall account compared to alternative approaches along this line is that it also addresses Egan-style cases.

Appendix

Here is the full elaboration of the numeric examples:

The formulas for calculating Coco’s original EDT-value are as follows: 

VALEDT(consume) = C((PMS&enjoy)/consume) × V(migraine&enjoy) + C((¬PMS&enjoy)/consume) × V(¬migraine&enjoy) + C((PMS&¬enjoy)/consume) × V(migraine&¬enjoy) + C((¬PMS&¬enjoy)/consume) × V(¬migraine&¬enjoy).

VALEDT(¬consume) = C((PMS&enjoy)/ ¬consume) × V(migraine&enjoy) + C((¬PMS&enjoy)/ ¬consume) × V(¬migraine&enjoy) + C((PMS&¬enjoy)/ ¬consume) × V(migraine&¬enjoy) + C((¬PMS&¬enjoy)/¬consume) × V(¬migraine&¬enjoy).

Inserting the numbers: 

VALEDT(consume) = 0.9 × –99 + 0.1 × 1 + 0 × –100 + 0 × 0 = –89 

VALEDT(¬consume) = 0 × –99 + 0 × 1 + 0.2 × –100 + 0.8 × 0 = –20

VALEDTnew(consume) = 0.55 × –99 + 0.45 × 1 + 0 × –100 + 0 × 0 = –54

VALEDTnew(¬consume) = 0 × –99 + 0 × 1 + 0.55 × –100 + 0.45 × 0 = –55

The formulas for calculating Paul’s original EDT-values are as follows: 

VALEDT(press) = C((psycho&suicide)/press) × V(psycho&suicide) + C((psycho&cleanse)/press) × V(psycho&cleanse) + C((psycho&AllLive)/press) × V(psycho&AllLive) + C((¬psycho&suicide)/press) × V(¬psycho&suicide) + C(¬psycho&cleanse)/press) × V(¬psycho&cleanse) + C((¬psycho&AllLive)/press) × V(¬psycho&AllLive);

VALEDT(¬press) = C((psycho&suicide)/ ¬press) × V(psycho&suicide) + C((psycho&cleanse)/¬press) × V(psycho&cleanse) + C((psycho&AllLive)/ ¬press) × V(psycho&AllLive) + C((¬psycho&suicide)/¬press) × V(¬psycho&suicide) + C(¬psycho&cleanse)/¬press) × V(¬psycho&cleanse) + C((¬psycho&AllLive)/ ¬press) × V(¬psycho&AllLive).

Inserting the numbers yields:

VALEDT(press) = 0.9 × ​–110 + 0 × 10 + 0 × –10 + 0 × –100 + 0.1 × 20 + 0 × 0 = –97  

VALEDT(¬press) = 0 × –110 + 0 × 10 + 0.2 × –10 + 0 × –100 + 0 × 20 + 0.8 × 0 = –2 

VALEDTnew(press) = 0.55 × ​–110 + 0 × 10 + 0 × –10 + 0 × –100 + 0.45 × 20 + 0 × 0 =–51.5

VALEDTnew(¬press) = 0 × –110 + 0 × 10 + 0.55 × –10 + 0 × –100 + 0 × 20 + 0.45 × 0 = –5.5

VALEDTnew2(press) = 0.9 × ​–110 + 0 × 10 + 0 × –10 + 0 × –100 + 0.1 × 20 + 0 × 0 = –97

VALEDTnew2(¬press) = 0 × –110 + 0 × 10 + 0.9 × –10 + 0 × –100 + 0 × 20 + 0.1 × 0 = –9
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� A dependency hypothesis is “ … a maximally specific proposition about matters outside the agent’s influence and relevant to features of the outcome that the agent cares about” (Lewis 1981: 19). With respect to chancy outcomes, “ … dependency hypotheses are exactly the conjunction of probabilistic full patterns” (Lewis 1981: 27).


� There are several uncertainties about the original case (Ledwig 2000). The verdict may not be stable if one varies the several aspects of the example: one’s confidence in the predictor, what grounds this confidence, the pay-offs, issues of risk aversion, repeated and one-shot cases, and so on. There are reasons why one’s intuitive verdict on the case may go astray. I shall largely ignore these issues.


� I replace Egan’s example The Smoking Lesion (2007: 94) with Price’s to facilitate incorporating Price’s treatment.


�  It is natural to understand Egan’s description as follows: Paul’s present credence that he is a psychopath is low and won’t change until he learns that he actually pushed the button. One may feel reservations how Paul can seriously consider doing a thing like killing all psychopaths without thereby having a reason to revise his low initial credence. However, it should be possible to build a plausible example which exhibits the features intended by Egan, unless one principally denies a plausible claim: there are possible cases where the agent does not get any new evidence about her causal structure before she really performs an action. As Lewis puts this claim: ‘(How can I tell what I think till I see what I say? – E. M. Forster) For the dithery and the  self-deceptive, no amount of Gedankenexperimente in decision can provide as much selfknowledge as the real thing.’(Lewis 1986: 312) I see no reason to deny Lewis’s claim. If one feels too concerned about the plausibility of Egan’s case, I propose to replace it by a case which more convincingly represents the structure intended by Egan.


�	See Arntzenius (2008), Weirich (2008), Cantwell (2010), Gustafsson (2011), Edgington (2011), Ahmed (2012), Wedgwood (forthcoming), Fisher (unpublished).


�          The evidence might be just the low overall proportion of PMS in the population.


� The causal relationship is stipulated such that E is positive evidence for F and ¬E is positive evidence for ¬F.  The case where ¬E just leaves your credence in F unaltered can be treated as a special instance of this structure.


� I do not deny that the causal think must have a certain modal stability. What I deny is that this modal stability is defined with respect to the situations as presented by EDT.


� Deliberation and causal structure might conflict. If F is the case, and F reliably causes you to choose A, you can follow EDT only if it recommends A. For instance, if Coco is in PMS and PMS reliably causes one to eat chocolate, he cannot follow the erroneous recommendation to refrain. But this does not make a difference to my argument that EDT will mislead the agent’s expectations in such cases. The agents are just unable to follow where EDT leads them.


�     Isn’t it already worrisome that EDT will distort Paul’s decision if he is no psychopath? It is. But probably we cannot expect that a decision theory should give good advice for any coherent constellation of evidence and a hypothesis about how the world is.





�       This constraint excludes solutions such as weighing one’s conditional credences C(F/A1), … C(F/An) by one’s prior unconditional credences in one’s options C(A1),… C(An).


� See appendix.


� See appendix.


� Correlation in the loose sense that is compatible with ¬A just telling you nothing new about whether you are in F.


� I distinguish this reading from a variant where Newcomb’s problem is interpreted as a two-person game. The game imposes constraints on how the prediction mechanism works. The predictor is reliable just because he knows your dominant strategy. I surmise that in this variant, your knowledge of the dominant option allows you to decide which conditional credence is not misleading.


� Price’s diagnosis does not apply to the original Newcomb problem. According to Price, upon choosing not to consume Coco would fall into a relevant subclass of those not consuming. The class of those not consuming is formed partly of those who are not inclined to chocolate in the first place and partly of those who share Coco’s motives. The EDT-rational option that corresponds to Coco’s choosing not to eat chocolate would be to choose one box. But there is no comparable division among the one-boxers according to their motives to be expected. The motive to be expected from any one-boxer is to get the good news coming with one-boxing and to avoid the bad news coming with two-boxing.


� If intuitions vary with different pay-offs, then this proposal might be partially revisionary, although there is the built-in flexibility for issues of risk.


�  Proposals which face this problem include Meek and Glymour’s (1994) distinction between two different perspectives on the Newcomb problem, depending on whether one’s action is seen as an intervention or not, and Nozick’s (1993) combination of EDT and CDT. Each encounters difficulties to the degree that it integrates elements of EDT.


� For instance, CDT and Ledwig’s (2000) proposal to conceive Nozick’s original problem as a game against nature do not have this flaw. One could support my proposed test by interpreting the Newcomb case as a game against nature, but I do not commit myself to such an interpretation.
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