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Abstract
The computational properties of a system are generally thought to be independent in some sense from its physical properties, in virtue of the fact that computation is a formally characterized concept. Several philosophers have recently challenged the idea that such “medium-independence” is an essential feature of computation by arguing that some kinds of computation lack medium-independence. This paper explores and rejects three such arguments in an attempt to defend the essential medium-independence of computation. 
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1. MEDIUM INDEPENDENCE

Some notion of “medium-independence” seems to be built into the very concept of computation associated with computability theory. Computability theory is a branch of mathematical logic which studies computable functions, where a function is computable if it can be specified algorithmically. Any function which can be algorithmically computed can be described in terms of a Turing machine, which is an idealized machine which can be specified mathematically: its instructions (its machine table) can be represented as a sequence of numbers. This means that Turing machines can be described and identified independently of any physical medium in the actual world. I know of no-one who would disagree that computable functions are essentially medium-independent in this sense. 
Those who question the essential medium-independence of computation seem to have physical computers in mind: computation-performing physical machines such as our everyday digital computers and, arguably, the cognizing brain. Such physical computers are concrete objects, understood as approximate physical implementations of an idealized universal Turing machine. It has generally been supposed that these physical computers are themselves medium-independent for reasons related to computability theory: Whatever computable function they implement can be described and identified independently of that particular physical implementation. This is the sense of “medium independence” which is appealed to in the philosophy of computation.

A concrete system is medium independent if what it is does not depend on what physical “medium” it is made of or implemented in. Of course, it has to be implemented in something, and, moreover, that something has to support whatever structure or form is necessary for the kind of system in question. But, apart from this generic prerequisite, nothing specific about the medium matters (except, perhaps, for extraneous reasons of convenience.) In this sense, only the form of a formal system is significant, not its matter. (Haugeland, 1997, pp. 10–11) 

Those who deny the essential medium-independence of computation propose that at least some physical computers lack the property of medium-independence. One strategy relies on drawing a clear distinction between abstract computation and concrete computation, such that medium-independence is only an essential property of the former and not the latter. In what follows, I call this the concreta argument. A second strategy, which I call the empirical argument, focuses on specific instances of concrete computation and argues that these are actual cases of physical computers which lack medium-independence. A third strategy is to single out a particular kind of computation which purportedly fails to possess medium-independence: The version I will explore here, which I call the analogicity argument, proposes that while physical computers performing digital computation are medium-independent, physical computers performing analog computation are not. I will consider each of these strategies in turn, and argue that none of them offers a genuine challenge to the essential medium-independence of physical computation. 

2. CONCRETA ARGUMENTS

One strategy for rejecting the essential medium-independence of physical computation emphasizes the concreteness of physical computational systems. Proponents of concreta arguments generally allow that there is a purely abstract notion of computation on which it is medium-independent, but claim that there is a distinct notion of concrete computation which is not essentially medium-independent. A version of this argument is made by Polger and Shapiro (2023), who claim that the concept of abstract computation, on which computers “have purely mathematical or logical properties”, is not the concept of computation employed by cognitive science:

[T]here is an alternative view of computation that is more often applied to cognition and brains. Physical computing systems are not computers-as-abstracta. Physical computing states, transitions, and inputs or outputs are not abstract-qua-mathematical or logical but instead are concrete physical events and changes.” (Polger and Shapiro, 2023, p. 332)

They conclude that “the sense in which brains compute does not imply that brains implement multiply realizable computational processes” (Polger & Shapiro, 2023, p. 321).[footnoteRef:1] The key problem with this argument, I propose, is its reliance on a concept of concrete computation which has no place for abstraction. Polger and Shapiro are not the first to draw such a conceptual distinction; similar claims have been made by Ritchie (2011) and Towl (2011): [1:  I take it that if computational processes are not multiply realizable, they are a fortiori not medium-independent. See footnote 5 for further elaboration. ] 


[T]here are two different notions of computation that are relevant here: abstract computation, as a mathematical formalism, and concrete computation, as a kind of physical causal process carried out by, for example, digital computers. (Ritchie, 2011, p. 403)
There seem to be two mutually exclusive ways to conceive of computations. One way is to view computations as a kind of formalism only; on this view, computations are abstract relations between abstract objects. Another way is to view computations as actual (types of) processes; on this view, computations are concrete processes carried out by concrete objects” (Towl, 2011, p. 423)

I deny, however, that we can make sense of physical computation as entirely distinct from any abstract notion of computation. On the standard understanding of physical computation, as outlined in the previous section, what makes a physical system a computer is its relation to some abstract characterization: To be a physical computer is to physically implement a mathematically specified computational function. There are a number of different ways we might spell out this implementation relationship. According to mapping accounts, for example, a physical system performs a computation just in case the transitions between the states of the physical system mirror the transitions between the states of the computational function. To avoid triviality, acceptable mappings are often restricted by appealing to certain causal properties, dispositional properties, or other counterfactual-supporting properties. These mapping accounts can be further restricted by adding a semantic constraint on which computation also involves the processing of representations. I do not intend to defend any particular account of the implementation relationship here, but I do maintain that some such a relationship is required: A concrete process only counts as a physical computation if it realizes or implements some mathematical computation (Chalmers, 2012). Physical computers must therefore possess abstract properties as well as concrete properties. The physical realizers of a computation are concrete, but what makes something a physical computation is that there is an appropriate relation between these concrete entities and some computational abstraction. If Polger and Shapiro (2023), Towl (2011), and Ritchie (2011) want to defend an exclusively concrete concept of computation, they owe us an account of the difference between physical computers and non-computing physical systems which is specified solely in terms of concrete properties. 
Why do Polger and Shapiro deny that physical computers have abstract properties? They worry that there are only two ways of thinking about abstract properties, and neither of them can give us an account of physical computation. The first way to understand abstract properties is in terms of metaphysical abstracta, but Polger and Shapiro claim that no physical system can literally possess such abstract properties: 

[N]o physical system literally has the abstract computational properties that it implements, for the abstract-as-abstracta computational properties are not themselves physical properties nor specified in physical terms (Polger & Shapiro, 2023, p. 332)

This counterintuitive view has the extreme consequence that nothing physical is literally triangular or spherical, or even self-identical. On a more charitable reading, we might take Polger and Shapiro to be arguing merely that abstracta can play no role in scientific explanation: If all scientific explanation is causal explanation, and all causal explanation relies solely on concrete properties, then abstract properties do no explanatory work in science. Such a claim, however, would require further argument. Even scientific realists allow that non-concrete properties can be genuinely explanatory.[footnoteRef:2] Why should the medium-independence of physical computation not be such a property? [2:  Psillos (2005) argues that abstract entities can be explanatorily indispensable, therefore real. See Williams and Drayson (2024) for further discussion of the role of abstract properties in scientific explanations.] 

The second way to understand abstraction, according to Polger and Shapiro, is as mere description: They propose that we can describe concrete systems at a level of abstraction without positing abstracta.

[This] relies on a notion of abstraction-as-subtraction that applies primarily to descriptions or representations and is not a feature of the things represented. The subtraction of detail does not occur at the object, but at the explanation.” (Polger & Shapiro, 2023, p. 333)

Applied to physical computation, this would allow that physical computers can be described at a level of abstraction from the lower-level details. Polger and Shapiro argue that medium-independence, on this view, would at most be a property of the way an individual describes a physical computer, and not a property of physical computation itself. They seem to be assuming, however, that when we give an abstract description of a physical object or system, the description in question is necessarily relative and mind-dependent: that we are representing the physical object as having properties which it objectively lacks. But why should we accept this? If what makes a physical object triangular or spherical is its relation to a geometric description (rather than an abstract object), we are not forced to conclude that the geometric description is merely a human-centric way of representing the object. Once we allow that abstract mathematical descriptions can provide objective definitions of objects, there is no reason to think that a computational description of a physical system is any different: To say that a physical system has a medium-independent description is compatible with medium-independence being an objective property of the system. 
Polger and Shapiro’s argument against the medium-independence of physical computation relies on their claim that medium-independence is an abstract property which physical systems either lack entirely or possess only relative to some mind-dependent characterization. I propose that there is no problem in ascribing abstract properties to concrete systems, or in thinking that an abstract description is objectively true of a concrete system. 
Once we have identified a concrete process as the implementation of a computation, then we may be able to give some account of how that process takes place by appealing entirely to concrete entities and processes. But these concrete properties alone will not be what make the process a computational one: they will not tell us in virtue of what the system is a computer. For that, we need some concept of computational abstraction to play a role. I propose that once we have this sort of abstraction, we have medium-independence. To sum it up in a slogan, there is no computation without abstraction, and no computational abstraction without medium-independence.[footnoteRef:3]  [3:  Michael Weisberg nicely sums up the importance of abstraction for computation as follows: “The concept of abstraction is said to permeate the entire field of computer science … The idea is that the way things change can be independent of what things are changing” (Weisberg, 2020, pp. 214–215). 
] 


3. EMPIRICAL ARGUMENTS

The concreta argument described above attempts to argue that no physical computation is medium-independent. Empirical arguments, by contrast, attempt to show only that some actual cases of physical computation are not medium-independent. Proponents of empirical arguments suggest that we know of actual physical computational processes which are importantly dependent on physical properties which another physical medium could lack. These arguments often focus on the neuroscientific case: They claim that there are computations being performed by the human brain which could not be performed by anything other than our actual neural substrate. (This is usually framed as a claim about nomological possibility.)
A version of the empirical argument is made by Chirimuuta (2022), who proposes that neural computations involve the manipulations of “a medium-dependent vehicle”, because the physical processes in the nervous system which perform these computations are highly dependent on a particular set of physical properties.

[M]ost of the information processing happening in the nervous system … cannot be divorced from the actual stuff it is made of. (Chirimuuta, 2022, p. 192)

Chirimuuta claims that the spike signalling between neurons, for example, is not medium-independent: The electrophysiological properties of the nervous system are highly dependent on the chemical properties of the nervous system, which are themselves not medium-independent.

The molecules are signalling in virtue of their specific material (i.e. chemical) properties, such as binding affinities, and their modulating nanoscale structures, which determine how they operate and interact with other molecules. (Chirimuuta, 2022, p. 189)

She concludes that “this form of information processing cannot be medium-independent” (Chirimuuta, 2022, p. 189). Similar claims are made by Cao (2022), who denies that we could substitute non-neural properties for neural properties and keep the same electrical activity. And once we move beyond spiking activity to the chemical properties of the brain, Cao claims that it is even more obvious that the system’s activity depends on its chemical and biological properties.

Metabolic stuff is tightly intertwined with the information-processing stuff, and in the brains of creatures like us, you cannot have one without the other. (Cao, 2022, p. 17) [footnoteRef:4] [4:  Cao (2022) seems to be denying the multiple realizability of neural processes rather than the medium-independence of neural computation, but Polger and Shapiro (2023) cite her work as a reason to deny that computation is medium-independent. ] 


I do not doubt that there are properties of the nervous system which are dependent, in the appropriate sense, on the neural medium itself. Many physical processes are not medium-independent: The property of conducting electricity, for example, is not medium-independent because whether a medium is electrically conductive depends on what it is made of. The switches in the CPU of our digital computers are not medium-independent; it is in virtue of being composed of a conducting medium that they possess electrical properties like being a switch. [footnoteRef:5] Similarly, we would not expect the electrical properties of neural populations to be medium-independent: Their electrical properties are dependent on the chemical and cellular properties of the brain. If the brain performs computations via its electrical properties, however, then the brain implements a formal system—on the assumption (discussed above) that computation has a formal definition in terms of the mathematics of computability theory. And formal systems are medium-independent, even if the physical properties which implement the formal system are not. By comparison, our digital computers implement medium-independent formal systems, even though the CPU switches are not themselves medium-independent.  [5:  According to at least some views of multiple realizability, being an electrical switch is a multiply realizable property. But being an electrical switch is not a medium-independent property: the realizing medium must possess electrical conductivity. Medium-independence, unlike multiple realizability, is a property specifically of formal systems: “essentially the same formal system can be materialized in any number of different media, with no formally significant difference whatsoever” (Haugeland, 1985, p. 58).] 

I suspect some of the confusion over whether neural computation is medium-independent comes from neuroscientists’ tendency to use the term “neural computation” to refer to physical processes in the brain more generally. In some neuroscientific contexts, “the term ‘computation’ is used, more or less, for whatever internal processes explain cognition” (Piccinini & Scarantino, 2011, p. 4). Some philosophers thus take themselves to be “following the mainstream literature” in neuroscience by referring to biological activity in the nervous system as neural computation (Piccinini & Bahar, 2013, p. 454). But if the concept of computation is to do explanatory work in cognitive science, the question of whether the brain computes should be a substantive one: We must allow for the possibility that biological activity in the nervous system is not the implementation of a formal system. If this were the case, we would not have discovered that neural computation is medium-dependent, but rather that brains do not compute. If neural processes implement computations, then they are medium-independent qua computational processes even if they are not medium-independent qua physical processes.
All of this relies on the claim that physical computers implement formal systems, on the grounds that computation is formally defined. Different attempts to specify the nature of computation implementation—to say in virtue of what a physical system counts as computing—offer different accounts of the relationship between the formal characterization of computation and the physical medium which computes. But they all agree that physical computers stand in some implementation relationship to a formally characterized computation.[footnoteRef:6] In the following section, I will consider the possibility of a non-formal characterization of computation. [6:  Even so-called mechanistic accounts of computation fulfil this requirement: Piccinini, for example, characterizes a physical computational system as a mechanism with the teleological function to compute mathematical functions according to formal rules (Piccinini 2015, p. 121). We might try to give a mechanistic account of the physical system without reference to its formal properties, but this would not be an account of the implementation relation—only an account of one its relata. (See Williams, 2023, for further discussion.)] 


4. ANALOGICITY ARGUMENTS

Proponents of analogicity arguments take a different approach. They can agree that insofar as the brain implements digital computations, these neural computations are medium-independent in the sense that they implement an abstract computational function. It might be argued, however, that there is another kind of computation—analog computation—which is not essentially medium-independent. Maley (2021, 2023) makes a version of this argument. He argues that analog computation should not be understood as medium-independent due to the supposed medium-dependent nature of analog representation.

[A]nalog representation … requires reference to the implementing medium (and is thus medium-dependent, contra accepted views about the necessity of medium-independence for computation) (Maley, 2021, p. 14737)

Maley’s argument relies on a particular account of analog representation which rejects the “received view” of analog representation. According to the received view (Goodman, 1968), what makes a representational vehicle analog is that it is continuous rather than discrete or differentiated. According to Maley’s alternative view (see also Lewis, 1971; Beck, 2019; Block, 2023), analog representations can be continuous or discrete; what makes them analog is the structural isomorphism between their vehicles and their contents. On this alternative view, an hourglass is an analog representation of time even though the representational vehicle can be differentiated into discrete grains of sand. What is important is that as the representing property increases or decreases, it mirrors the increase or decrease of the represented property. In Peacocke’s words, “[a]nalog representation is representation of magnitudes, by magnitudes” (Peacocke, 2019, p. 52). 
It is this alternative account of analog representation which leads Maley to claim that analog representation is not medium-independent.

Characterizing analog representation qua representation requires reference to the physical details of the system that implements those representations in a way that digital representation does not … analog representation simply cannot be separated from its physical implementation in the way that digital representation can. (Maley, 2021, p. 14737)

I am not interested here in adjudicating between competing accounts of analog representation. I propose that even if we reject the received view of analog representation in favor of Maley’s “structural isomorphism” characterization, and even if we also allow that this notion of analog representation requires reference to the implementing medium, this does not entail that a process operating over analog representations would itself be both computational and medium-dependent.
Notice that for Maley, a physical computational process is analog in virtue of operating over analog representation; Maley (2023) defines the concept of analog computation in terms of analog representation. We can then ask: Which properties of analog representations does the computation operate over? There seem to be two options here: either analog computations operate over the properties of analog representations which individuate them as representations, or there is another way to individuate analog representations for the purposes of analog computation. 
On the first of these two options, whether a physical system is an analog computer will not be a property of the physical system itself, because being an analog representation is a relational feature of the representation medium: What makes a representation analog is the structural relation between the representational medium and the distal content it represents. As a result, whether a physical system is an analog computer on this approach will depend on features beyond the physical system: The same physical system would be an analog computer in some environments and not others, and which computation it was performing would depend on which environment it was in. This results in a highly counter-intuitive way of individuating computers and computational processes.
On the second of the two options, analog computation operations over only those properties of analog representations which are internal to the physical system, and not the relational features which individuate them as representations. On this approach, there must be some way to individuate analog representations as computational vehicles in terms of their specific properties to which analog computations are sensitive. But what properties are these? According to Maley, the vehicles of analog representation can be discrete or continuous. So whatever analog computation is, it is a process which operates over some property of a computational vehicle which can implemented either discretely or continuously. In other words, the vehicles of analog computation are in some important sense independent of the medium which implements them. 
I am suggesting that if we define analog computation in terms of the processing of analog representations, and we commit to the “structural isomorphism” view of what it is to be an analog representation, then we seem to face a dilemma. On the first horn of the dilemma, we end up with a concept of analog computation on which the identity conditions of physical computations and physical computers are environment-dependent, which stretches our ordinary understanding of physical computation beyond recognition. On the second horn of the dilemma, we can retain our ordinary understanding of physical computation, but the argument for medium-dependence is now much more difficult to make: It looks like analog computation must be sensitive to some property of analog representations which can be implemented in different ways (continuously or discretely).[footnoteRef:7]  [7:  This is a brief account of a dilemma which I am fleshing out in more detail in other work. ] 

I want to close by suggesting an alternative way in which we might consider analog computation to be medium-dependent, which does not involve making any claims about analog representations.[footnoteRef:8] If we understand medium-independence in terms of Turing machines and algorithms, then there is a sense which analog physical computers do not implement algorithms. They can be characterized as implementing computational functions in input–output terms (see Pour-El, 1974), but the process by which they implement a functional has no formal characterization. We might thus accept that formal systems are essentially medium-independent, but deny that analog computers are formal systems in the appropriate sense. I have two worries about such an approach. First, it owes us an account of what physical computation is: If we can no longer appeal to the formal apparatus of computability theory, what is it which makes a physical system a computer rather than a non-computing system? The second worry is that even if we end up with a viable concept of medium-dependent analog computation, it would not be able to play any helpful role in scientific explanation. This is because there would be no way of typing tokens of analog computational processes: There is nothing which two token analog physical computations would share in virtue of which we could classify them as the same type. To the extent to which scientific explanation relies on generalization, analog physical computations would be explanatorily inert.  [8:  Chirimuuta (2022) seems to gesture in this direction.] 


5. CONCLUSION

I have considered three recent arguments which purport to show that some subset of physical computation is medium-dependent, and thus that physical computation is not essentially medium-independent. I have suggested that all three arguments fail. Concreta arguments start from the mistaken assumption that there is some concept of physical computation which can be specified independently of any appeal to mathematical abstraction. Empirical arguments show, at most, that the physical implementation basis of a computation can itself be medium-dependent; this is neither surprising, nor relevant to claims to the medium-independency of physical computation itself. If there is an argument to be made for the medium-dependence of some physical computation, I suspect that analogicity will figure in said argument. Maley’s (2021, 2023) argument for the medium-dependence of analog computation, however, relies on defining analog computation in terms of a particular understanding of analog representation. I have argued that on this view of analog representation, it is difficult to see how the processes operating over these representations could be both computational and medium-dependent. 
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