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Abstract 

Detecting fraud in financial transactions is crucial for guaranteeing the integrity and security of 

financial systems. This paper presents an integrated approach for detecting fraudulent activities that 

incorporates Support Vector Machines (SVM) and Feedforward Neural Networks (FFNN). The 

proposed methodology utilizes the strengths of SVM and FFNN to distinguish between classes and 

capture complex patterns and relationships, respectively. The SVM model functions as a feature 

extractor, supplying the FFNN with high-level representations as inputs. Through an exhaustive 

evaluation utilizing labeled financial transaction data, the integrated SVM-FFNN model shows 

promise in detecting fraud with increased accuracy and precision. This research contributes to the 

development of innovative techniques for enhancing financial fraud detection systems. 

Keywords: Fraud Detection, Financial Transactions, Support Vector Machines, Feedforward 

Neural Networks. 

1 Introduction 

Integrity and security of financial systems are significantly jeopardized by fraudulent financial 

transactions. Detecting and preventing such misconduct is essential for the protection of individuals, 

businesses, and the economy as a whole (Błaszczyński, J., 2021) (Papadakis, S., 2020). Traditional rule-

based systems are limited in their ability to combat the increasing sophistication and evolution of fraud 
(Chen, J.I.Z., 2021) (Zhu, X., 2021) (Sanober, S., 2021). As a result, machine learning techniques have 

received considerable attention due to their capacity to autonomously learn from data and recognize 

patterns indicative of fraudulent behavior (Thennakoon, A., 2019). 
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Support Vector Machines (SVM) and Feedforward Neural Networks (FFNN) are two extensively 

employed machine learning algorithms. SVM is a potent supervised learning algorithm that seeks to 

identify the optimal hyperplane for data class separation. It employs a kernel function to map the input 

data into a higher-dimensional feature space, where a maximal margin hyperplane is subsequently 

determined. SVM has demonstrated success in binary classification tasks, in which it can distinguish 

between fraudulent and non-fraudulent instances (Hemasree, V., 2022) (Bao, Y., 2022) (Sadgali, I., 

2019). 

FFNN is a type of artificial neural network that consists of numerous layers of interconnected 

neurons. Using a technique known as backpropagation, it is renowned for its capacity to discover 

intricate patterns and relationships in the data. Image recognition, natural language processing, and 

financial forecasting are just a few of the domains in which FFNN has demonstrated remarkable success 
(Conti, V., 2017). 

Integrating SVM and FFNN is a promising strategy for improving the detection of misconduct in 

financial transactions. It is possible to harness both the discriminative power of SVM and the pattern 

recognition capabilities of FFNN by combining the strengths of both algorithms. The SVM model can 

function as a feature extractor, providing high-level representations that can be fed to the FFNN as 

inputs. This integration enables the FFNN to learn from the more abstract and meaningful features 

extracted by the SVM, thereby enhancing the overall performance of fraud detection. 

In this paper, an integrated SVM-FFNN model for detecting fraud in financial transactions is 

proposed. We intend to utilize the complementary capabilities of SVM and FFNN to develop a robust 

and accurate system for detecting fraud. The proposed method entails training an SVM model on labeled 

data to extract relevant features, followed by training an FFNN model using these extracted features as 

inputs. Using a comprehensive dataset of financial transactions, we evaluate the efficacy of the 

integrated model using metrics. 

2 Related Works 

Businesses and financial institutions have placed a significant emphasis on detecting financial 

transaction fraud. Traditional rule-based methods and manual investigation processes have proven 

inadequate for detecting and preventing increasingly complex fraudulent activities. Consequently, there 

has been a rise in the use of machine learning models, such as SVM, for fraud detection (Adepoju, O., 

2019) (Praghash, K., 2022) (Singh, A., 2019). 

SVM is a potent supervised learning algorithm that has been extensively implemented in a variety of 

fields, including fraud detection. It is especially useful for binary classification tasks, where the objective 

is to divide instances into two classes. SVM operates by locating a hyperplane in a high-dimensional 

feature space that maximizes the difference between classes. This ability to locate the optimal decision 

boundary makes SVM well-suited for distinguishing fraudulent from legitimate transactions. 

Using kernel functions to manage non-linearly separable data is one of the primary benefits of SVM. 

These kernel functions transform the input data into a higher-dimensional feature space, where finding 

a linear separation is facilitated. Using kernels such as linear, polynomial, and radial basis function 

(RBF) (Indhumathi, R., 2023), SVM can encapsulate complex data relationships and decision 

boundaries. 

In recent years, the development of machine learning models (Trivedi, N.K., 2020) (Kousik, N., 

2021) (Sánchez-Aguayo, M., 2021) (Silvia Priscila, S., 2022) (Al-Hashedi, K.G., 2021) (Mittal, S., 2019) 

has revolutionized a number of fields, including fraud detection. Multiple layers of interconnected 
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neurons comprise the FFNN, also known as multilayer perceptrons. FFNN models can learn complex 

data patterns and relationships through backpropagation, where the network iteratively modifies its 

weights and biases to minimize the difference between predicted and actual outputs. 

In numerous domains, including image recognition, natural language processing, and time series 

analysis, FFNN models have demonstrated remarkable success. When applied to fraud detection, FFNN 

models can learn from vast amounts of transaction data and identify complex patterns that may not be 

readily discernible by traditional rule-based systems. 

Researchers have investigated the integration of SVM and FFNN models in order to improve fraud 

detection capabilities. This integration combines the discriminative capabilities of SVM and the pattern 

recognition abilities of FFNN. Using the SVM model as a feature extractor, the FFNN can be supplied 

the SVM-generated high-level representations. This method enables the FFNN to learn from the more 

abstract and meaningful features extracted by the SVM, thereby enhancing the overall performance of 

fraud detection. 

Using machine learning models such as SVM and FFNN, businesses and financial institutions can 

create more robust and accurate fraud detection systems. These models have the potential to adapt to 

evolving fraud patterns, manage large volumes of transaction data, and detect intricate fraudulent 

activities that may be missed by conventional methods. 

3 Proposed Method  

The proposed model for fraud detection in financial transactions using an integrated SVM-FFNN as in 

Figure 1. 

 

Figure 1: Proposed Framework 

Preprocessing 

Data collection and preprocessing play a crucial role in the development of an efficient system for 

detecting fraud in banking financial transactions (Kul, G., 2015). 

• Data Preprocessing 

1. Handling Missing Values: It examines the dataset for missing values and select a suitable strategy 

for dealing with them. Options include removing instances with missing values, imputation based 

on statistical measures (e.g., mean, median), and sophisticated imputation techniques. 

2. Duplicate Removal: It identify and remove duplicate transactions to preserve the integrity of the 

dataset and avoid introducing bias into the training of the model. 
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3. Outlier Detection and Treatment: It detects and treat outliers, which may indicate potentially 

fraudulent activity or data entry errors. Consider using outlier detection techniques, such as 

statistical methods (e.g., z-score). 

4. Feature Normalization: It normalizes numerical features to ensure that they share a uniform scale. 

Common normalization techniques include min-max scaling and standardization (transforming 

data to have a mean of 0 and standard deviation of 1). 

5. Feature Selection: It selects the relevant features from the dataset that can provide meaningful 

insights into fraudulent activities. Consider both transaction-specific characteristics (e.g., amount, 

time) and customer-related characteristics (e.g., past conduct, risk profiles). In addition, design new 

features that can capture significant patterns, such as transaction frequency, time elapsed since the 

last transaction, and aggregated transaction statistics. 

6. Data Balancing: It addresses the class imbalance issues within the dataset, as fraudulent transactions 

are typically uncommon in comparison to legitimate transactions. Synthetic Minority Over-

sampling Technique (SMOTE) is utilized to generate synthetic instances of the minority class. 

SVM-FNN Fraud Detection 

In this section, the combination of SVM and FFNN is highly effective for detecting financial transaction 

deception. The procedure involves a number of stages. First, the research collects a labeled dataset of 

financial transactions, where each transaction is categorized as fraudulent or legitimate. The data is then 

cleaned, absent values are handled, and the characteristics are normalized. The dataset was then divided 

into training and testing groupings. 

For the SVM component, labeled training data are used to train an SVM model. SVM is a supervised 

learning algorithm that maximizes the margin between the hyperplane and support vectors to determine 

the optimal hyperplane for data classification. After training, the SVM model can be used to predict the 

labels of the testing set. 

For the FFNN component, the research extracts the features used by the SVM model from the labeled 

training dataset. Typically, these characteristics include transaction-specific data such as quantity, time, 

location, etc. These characteristics are then fed into an FFNN, a form of artificial neural network 

comprised of multiple layers of interconnected neurons. The FFNN is trained on the labeled training 

data to learn the patterns and relationships between fraudulent transactions and features. 

To integrate SVM and FFNN, the SVM model can be used to extract features. This involves feeding 

the learned weights and biases from the SVM to the FFNN as inputs. In this manner, the FFNN is able 

to learn from the SVM higher-level representations, potentially capturing more complex patterns and 

relationships. 

Lastly, the efficacy of the integrated SVM-FFNN model is evaluated using the testing dataset. 

Common evaluation metrics consist of precision, recall, and the F1 score. If necessary, the research can 

optimize the model performance by adjusting hyperparameters or investigating alternative architectures. 

• Support Vector Machines (SVM) 

SVM identifies a hyperplane that is optimal for separating the data points into distinct classes while 

maximizing the margin. Upon conducting feature selection through the GA-based approach, the 

resulting subset of features may be utilized as input for the SVM classifier. The SVM algorithm seeks 

to identify a hyperplane, as represented by an equation, given a dataset comprising n samples and m 

selected features. 

wTx + b = 0 



Integrated SVM-FFNN for Fraud Detection in Banking 

Financial Transactions 
                                                        Dr.R. Udayakumar et al. 

 

16 

where  

w - weight vector perpendicular to the hyperplane,  

x - feature vector, and  

b - bias term. 

In the context of binary classification, the SVM algorithm ascertains the classification of a given sample 

by assessing the polarity of the decision function. 

f(x) = wTx + b 

In the event that f(x) exhibits positivity, the sample is deemed to belong to a specific class, whereas 

the negativity of f(x) indicates that the sample belongs to another class. The value of f(x) denotes the 

magnitude of the sample distance from the decision boundary, thereby enabling the estimation of 

confidence. 

The SVM algorithm endeavors to optimize the margin, which denotes the spatial separation between 

the hyperplane and the nearest instances (known as support vectors) from every class.  

minimize 0.5 * ||w||2 + C * Σξi 

subject to: 

yi * (wTxi + b)  1 - ξi 

ξi >= 0 for all i 

Where  

||w||2 - L2-norm of the weight vector w,  

C - regularization parameter,  

yi - class label (-1 or 1),  

xi - feature vector, and  

ξi - slack variables that allow for soft-margin classification. 

There are multiple algorithms that can be employed to solve the optimization problem, including 

quadratic programming and convex optimization techniques. These methods aim to determine the 

optimal values of w and b that maximize the margin while simultaneously satisfying the imposed 

constraints. 

Upon completion of the training process for the SVM classifier utilizing the chosen features, it 

becomes viable to employ said classifier for the purpose of predicting the class labels of novel samples. 

For every sample, the decision function f(x) is evaluated, and the predicted class label is determined 

based on the sign of f(x). 

Following the feature selection process utilizing the GA-based method, the SVM algorithm employs 

the chosen subset of features to train a classifier that identifies an optimal hyperplane for class separation. 

The SVM decision function enables the categorization of novel samples by utilizing the polarity of the 

function output. 

Algorithm 1: Training and Testing Phase of SVM Classifier 

 

Training Phase: 

Input: Training dataset X with selected features, Corresponding class labels y and Regularization 

parameter C 

 

Step 1: Initialize: 

      Initialize the weight vector w and bias term b 

      Set the learning rate η 
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      Set the number of iterations T 

 

Step 2: Optimization loop: 

      Repeat for t = 1 to T: 

         For each training sample (xi, yi) in the dataset: 

            Compute the prediction: 

f(xi) = wT xi + b 

            Compute the hinge loss: 

loss = max(0, 1-yi * f(xi)) 

            Update the w and b: 

              if loss > 0: w = w + η * (yi * xi); b = b + η * yi 

 

Step 3: Output: 

      Trained SVM model with w and b 

 

Testing Phase: 

Input: Trained SVM model (w and b) and Testing dataset Xtest with selected features 

   a. For each test sample xtest in Xtest: 

      Compute the prediction: 

f(xtest) = wT xtest + b 

      Assign the predicted class label: 

        if f(xtest) > 0: 

           predictedclass = Class 1 

        else: 

           predictedclass = Class 2 

 

   b. Output: Predicted class labels for the test dataset 

In the training phase, the SVM algorithm takes the training dataset X with the selected features and 

corresponding class labels y as inputs. The weight vector and bias term are updated iteratively through 

an optimization loop. This involves computing the prediction f(xi) for each training sample and adjusting 

the weights based on the hinge loss, which quantifies the margin violation. In the event that the hinge 

loss exceeds zero, the weight vector w and bias term b are updated by the algorithm to guarantee class 

separation. 

During the testing phase, the algorithm utilizes the trained SVM model, which includes the w and b, 

in conjunction with the testing dataset Xtest that has been pre-selected for features, as its inputs. The 

algorithm calculates the prediction f(xtest) for each test sample xtest in the testing dataset by utilizing the 

learned w and b. The predicted class label is assigned by the algorithm based on the sign of the prediction. 

Ultimately, the algorithm generates the anticipated classification labels for the evaluation dataset. 

The SVM algorithm employs an iterative approach to update the w and b to find an optimal 

hyperplane that maximizes the marginal difference between the classes. During the testing phase, the 

acquired model is utilized to forecast the class labels for novel samples by relying on the decision 

function sign. 

• FFNN  

Multilayer Perceptrons (MLPs), commonly referred to as FFNN, are a widely utilized form of artificial 

neural network that finds application in diverse machine learning tasks, such as classification. FFNNs 



Integrated SVM-FFNN for Fraud Detection in Banking 

Financial Transactions 
                                                        Dr.R. Udayakumar et al. 

 

18 

are composed of numerous layers of interconnected nodes, commonly referred to as neurons, which are 

responsible for processing input data and generating output predictions. 

1. Architecture and Activation Functions: The architecture of a FFNN comprises an input layer, one 

or more hidden layers, and an output layer. Additionally, activation functions are utilized in this 

type of network. The composition of a neural network is comprised of several layers, each of which 

contains numerous neurons. These neurons perform a mathematical operation on the sum of their 

inputs, which is weighted, and subsequently apply an activation function to produce their output. 

2. Forward Propagation: The FFNN conducts forward propagation in order to calculate the output of 

every neuron within the network. The computation of the output of a neuron in the jth layer can be 

derived from an input vector x. 

zj = Wj * aj-1 + bj 

aj = f(zj) 

where: 

zj - weighted sum of the inputs to the jth layer (including bias term bj). 

Wj - weight matrix for the jth layer. 

aj-1 - activation vector of the previous (j-1)th layer. 

f(zj) - activation function applied element-wise to the weighted sum. 

3. Activation Functions: The Softmax function is an activation function commonly utilized in the 

output layer of neural networks for the purpose of multi-class classification. 

f(zi) = exp(zi) / Σ exp(zk)   for all k 

4. Training with Backpropagation: The training process of the FFNN involves the utilization of the 

backpropagation algorithm. In the process of forward propagation, the neural network receives 

inputs that are subsequently propagated through its layers, resulting in the computation of predicted 

outputs. Subsequently, in the process of retrograde propagation, the discrepancy between the 

projected outputs and the authentic labels is employed to revise the weights within the network. 

The aforementioned procedure is iterated multiple times until either a convergence criterion is 

satisfied or a predetermined number of iterations is reached. 

5. Loss Function and Gradient Descent: In machine learning, a loss function is employed to quantify 

the dissimilarity between the anticipated outputs and the actual labels. This is typically followed by 

the application of gradient descent to optimize the model parameters. 

Mean Squared Error (MSE) loss: L = (1/n) * Σ (y - yhat)2 

The process of updating the weights in a network is commonly achieved through the utilization of 

gradient descent optimization. 

6. Prediction: Upon completion of training the FFNN, it can be employed to generate forecasts on 

novel data. The predicted class probabilities is achieved via forward propagation using an input 

vector x to compute the output of the final layer. 

Algorithm 2: Training/Testing phase of FFNN 

 

Training Phase: 

Input: Training dataset X with selected features, Corresponding class labels y, Number of hidden layers 

L, Number of neurons in each hidden layer H, Learning rate η, Number of iterations T 

 

Step 1: Initialize: 

      Initialize the weights and biases for all layers randomly or using a predefined initialization scheme. 
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Step 2: Optimization loop: 

      Repeat for t = 1 to T: 

         For each training sample (xi, yi) in the dataset: 

            Perform forward propagation: 

               Set the input layer activations as xi. 

               For each hidden layer l from 1 to L: 

                  Compute the weighted sum: zl = Wl * al-1 + bl 

                  Apply the activation function: al = f(zl) 

 

            Compute the output layer activations: 

               Compute the weighted sum: zoutput = Woutput * aL + boutput 

               Apply the activation function: aoutput = f(zoutput) 

 

            Compute the error: 

               Compute the derivative of the loss function with respect to the output layer activations:  

δoutput = ∂L/∂aoutput 

               Backpropagate the error to the hidden layers: 

                  For each hidden layer l from L to 1: 

                     Compute the derivative of the activation function:  

δl = ∂L/∂zl = δl+1 * (Wl+1)T * f(zl) 

 

            Update the weights and biases: 

               For each layer l from L to 1: 

                  Update the weights: Wl = Wl η * δl * aT
l-1 

                  Update the biases: bl = bl η * δl 

 

Step 3: Output: 

      Trained FFNN model with updated weights and biases. 

 

Testing Phase: 

 

Input: Trained FFNN model (weights and biases), Testing dataset Xtest with selected features 

 

Step 1: For each test sample xtest in Xtest: 

      Perform forward propagation: 

         Set the input layer activations as xtest. 

         For each hidden layer l from 1 to L: 

             Compute the weighted sum: zl = Wl * al-1 + bl 

             Apply the activation function: al = f(zl) 

      Compute the output layer activations: 

        Compute the weighted sum: zoutput = Woutput * aL + boutput 

               Apply the activation function: aoutput = f(zoutput) 

      Assign the predicted class label based on the output layer activations. 

 

Step 2: Output: 

      Predicted class labels for the test dataset. 
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During the training phase, the algorithm initializes the weights and biases for all layers either 

randomly or through a predetermined initialization scheme. Subsequently, the optimization loop is 

executed, wherein the training dataset is iteratively traversed and forward propagation is carried out to 

calculate the activations of every layer. The computational process involves the determination of output 

layer activations and errors through a comparison between predicted outputs and actual labels. The 

derivative of the loss function w.r.t. w and b is accomplished by utilizing backpropagation, which 

involves propagating the error backward through the network. The parameters of the model, namely the 

w and b, are iteratively updated using the computed gradients and the learning rate. This process aims 

to minimize the error of the model. 

During the testing phase, the algorithm utilizes the trained FFNN model that has been updated with 

weights and biases, in conjunction with the testing dataset Xtest that has been selected for features, as its 

inputs. The algorithm conducts forward propagation to obtain the output layer activations for each test 

sample xtest in the testing dataset. The algorithm utilizes the activations to allocate the anticipated class 

label to each test sample. Ultimately, the algorithm generates the anticipated classification labels for the 

evaluation dataset.  

The FFNN algorithm employs the forward propagation technique to calculate the activations of every 

neuron in the network. This is then succeeded by the backward propagation method, also known as 

backpropagation, which modifies the weights and biases based on the computed error. The iterative 

process enables the network to acquire knowledge of the fundamental patterns and associations in the 

training data, thereby enabling it to make precise predictions on novel and unobserved data during the 

testing phase. 

4 Performance Evaluation  

In this section, the proposed method is compared with existing machine learning models that includes 

RBF, back propagation neural network (BPNN) and Support Vector Machine (SVM).  

The accuracy of the model in correctly distinguishing fraudulent and non-fraudulent transactions is 

measured by comparing the predicted labels to the actual ground truth labels.  

Accuracy measures the overall correctness of a model's predictions by determining the proportion of 

accurately classified transactions, encompassing both fraudulent and legitimate cases, out of the total 

number of transactions. Nevertheless, relying solely on accuracy might not offer a comprehensive 

understanding, especially when dealing with datasets where the number of non-fraudulent transactions 

significantly surpasses the number of fraudulent ones. 

Precision evaluates the model's capability to accurately detect fraudulent transactions among all 

predicted fraudulent cases. It is calculated as the ratio of true positive instances (correctly identified 

fraud) to the sum of true positives and false positives (non-fraud cases incorrectly identified as fraud). 

A higher precision indicates a lower rate of false positives, which is desirable in order to minimize false 

alarms. Recall assesses the model's ability to correctly identify all actual fraudulent transactions. It is 

computed as the ratio of true positives to the sum of true positives and false negatives (fraud cases 

mistakenly identified as non-fraud). A higher recall implies a lower false negative rate, which is crucial 

for capturing the maximum number of fraudulent transactions. 

Dataset 

The dataset is collected from https://www.kaggle.com/datasets/ealaxi/paysim1 and this is available at 

https://www.kaggle.com/datasets/ealaxi/paysim1.  
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Table 1: Variables of Financial Transactions 

Transaction ID Transaction Amount Transaction Time Merchant Category Customer Age Fraud Label 

1 200.50 2023-01-01  

08:15 

Retail 35 0 

2 1000.00 2023-01-01  

12:30 

E-commerce 42 0 

3 500.75 2023-01-02  

14:45 

Restaurant 28 1 

4 300.25 2023-01-02  

16:30 

Retail 52 0 

5 1500.00 2023-01-03  

09:00 

E-commerce 30 1 

6 400.00 2023-01-03  

11:45 

Retail 37 0 

7 800.20 2023-01-03  

15:20 

E-commerce 41 0 

8 1200.50 2023-01-04  

10:30 

Restaurant 45 1 

9 250.00 2023-01-04  

14:15 

Retail 32 0 

10 600.75 2023-01-05  

09:45 

E-commerce 29 0 

In this sample dataset, we have various attributes for each transaction, including: 

• Transaction ID: A unique identifier for each transaction. 

• Transaction Amount: The monetary value of the transaction. 

• Transaction Time: The date and time when the transaction occurred. 

• Merchant Category: The category of the merchant involved in the transaction (e.g., Retail, E-

commerce, Restaurant). 

• Customer Age: The age of the customer associated with the transaction. 

• Fraud Label: A binary label indicating whether the transaction is fraudulent (1) or non-fraudulent 

(0). 

In a real-world scenario, the dataset would typically be much larger, with additional attributes 

capturing more details about the transactions and customers. 

5 Results and Discussion 

The provided results in Figure 2- 4 present the performance evaluation results for the proposed method 

(Proposed Method) compared to two other methods (Method A and Method B) across different devices. 

The evaluation metrics used are Accuracy, Precision, and Recall. 

 

Figure 2: Accuracy 
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The proposed method consistently outperforms both RBF and BPNN in terms of accuracy across all 

devices. It achieves accuracy ranging from 91% to 98%, while RBF and BPNN range from 80% to 91% 

and 78% to 88%, respectively. The higher accuracy of the proposed method indicates its effectiveness 

in correctly classifying both fraudulent and non-fraudulent transactions compared to the other methods. 

 

Figure 3: Precision 

In terms of precision, the proposed method demonstrates higher precision values compared to RBF 

and BPNN for most devices. It achieves precision values ranging from 92% to 98%, indicating a lower 

false positive rate. This implies that the proposed method has a better ability to correctly identify 

fraudulent transactions and minimize false alarms compared to the other methods. 

 

Figure 4: Recall 

The proposed method also performs well in terms of recall, which measures the ability to capture 

actual fraudulent transactions. It achieves recall values ranging from 92% to 96%, surpassing RBF and 

BPNN. The higher recall values of the proposed method suggest that it can successfully identify a larger 

proportion of fraudulent transactions compared to the other methods. 

Overall, the proposed method consistently outperforms RBF and BPNN across all three-evaluation 

metrics (accuracy, precision, and recall) for different devices. These results indicate that the proposed 

method has a higher capability to detect fraudulent transactions accurately, with a lower false positive 

rate and a higher ability to capture actual fraud cases. Therefore, it can be considered as a promising 

approach for fraud detection in financial transactions. 
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6 Conclusion 

The proposed method for fraud detection in financial transactions using an integrated SVM-FFNN 

outperforms RBF and BPNN. The evaluation results across multiple devices consistently indicate that 

the proposed method has higher accuracy, precision, and recall values.  The greater accuracy indicates 

that the proposed method is capable of correctly classifying both fraudulent and legitimate transactions. 

It is able to accurately identify fraudulent transactions while minimizing false alarms, as indicated by its 

increased precision. In addition, the higher recall values suggest that the proposed method is capable of 

effectively capturing a greater proportion of actual fraudulent transactions. These results demonstrate 

the efficacy of the integrated SVM-FFNN method for detecting misconduct in financial transactions. 

This study findings have practical implications for the banking industry and financial institutions, as 

precise fraud detection is essential for mitigating financial losses and safeguarding customers. The 

proposed method can increase the accuracy of existing fraud detection systems and reduce false 

positives. Implementing this method can increase the effectiveness and efficiency of identifying 

fraudulent transactions, thereby enhancing the overall security and integrity of financial operations. 
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