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Abstract 

Roughly, empirical AI alignment research (AIA) is an area of AI research which investigates 

empirically how to design AI systems in line with human goals. This paper examines the role 

of non-epistemic values in AIA. It argues that: (1) Sciences differ in the degree to which values 

influence them. (2) AIA is strongly value-laden. (3) This influence of values is managed 

inappropriately and thus threatens AIA’s epistemic integrity and ethical beneficence. (4) AIA 

should strive to achieve value transparency, critical scrutiny from inside and outside the 

discipline – involving the public –, and to empower actors without strong commercial interests. 

 

 

1. Introduction 

In a nutshell, artificial intelligence alignment research (henceforth “AIA”) is an area of AI 

research which investigates how to design AI systems in line with human values. In this paper, 

I will focus on AIA research which consists in empirical studies on actual AI systems or is 

tightly related to such empirical work. I will set aside alignment research which is based on 

formal mathematical or informal conceptual reasoning, including research on ethical questions. 

While empirical AIA is a very recent endeavor, there already exists a large number of 

publications, which – moreover – is rapidly growing (for a comprehensive review, see Ji et al. 

2023).  

 In this paper, I analyze the role of non-epistemic values in AIA. It is clear that epistemic 

values, i.e. values indicative of truth and knowledge (such as empirical adequacy or simplicity), 

figure in AIA. However, the presence and extent of non-epistemic values in AIA is an open 

question. In section 2, I begin by providing a cursory and selective overview of AIA as a 

scientific field. This will involve reviewing discussions of what “alignment” means and 

concrete empirical discoveries from recent research. Then, this paper makes four substantial 

contributions: First (section 3), I argue that sciences differ in the degree to which values 

influence them. Second, I show that AIA is especially – strongly – value-laden. Third (section 

4), I identify risks to the epistemic and ethical integrity of AIA which stem from its value-

ladenness. Fourth, I develop proposals for how values in AIA can be managed properly. By 

making these contributions, I suggest that – despite common claims that AIA is a “pre-

paradigmatic” field (Kirchner et al. 2022; Kuhn 1962; Ze Shen 2022) which lacks established 
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and agreed-upon theories, methods, and concepts – at least some strands of empirical AIA are 

sufficiently unified and distinctive to allow for fruitful investigation by philosophers of science. 

Section 5 concludes. 

 

2. AI alignment research 

2.1 Alignment: multiple concepts 

Since its inception, AIA is motivated by concern about the societal impacts of AI (Yudkowsky 

2016). Such impacts encompass both current harms as well as anticipated risks, including more 

speculative catastrophic and existential risks (Bostrom 2014; Dung 2024a). AI alignment is 

frequently seen as the solution for, or at least helpful to, these concerns (Christian 2020; Russell 

2019; Shevlane et al. 2023). So, what does “AI alignment” mean? I will not propose a full 

conceptual analysis, since I am ultimately concerned with the empirical research conducted 

under the label “alignment”, not with legislating the meaning of the term. However, some 

conceptual distinctions are useful. First, let us distinguish ethical and technical alignment 

(Gabriel 2020). Technical alignment requires building AI systems such that they try to what 

their designers want them to do, i.e., building them such that they robustly pursue the intended 

goals (Dung 2023). So, the system needs to be interpretable as goal-directed, even though it 

may lack goals in a substantive sense (Butlin 2023; Dung 2024b), and these goals need to 

conform to what their designers intend. Ethical alignment requires selecting the ethically correct 

goals to align AI systems with. I will focus in this paper on alignment research conducted with 

scientific methods, since it is obvious that ethical alignment research directly involves ethical 

values. Scientific alignment research examines technical alignment (some qualifications to this 

claim follow later), so henceforth “alignment” will mean “technical alignment”, unless 

otherwise noted. 

 Alignment is often contrasted with capability. Intuitively, if a system does not do what 

it is intended to do (e.g., win a video game), this may be because it is misaligned (it does not 

try to win the game, but pursues some other goal (e.g. OpenAI 2016)) or because it lacks 

capability (it is not skilled enough to win the game) (Dung 2023). Very capable but misaligned 

systems are typically taken to be especially dangerous. Also, researchers often distinguish 

“outer” from “inner” alignment (e.g., Hubinger 2020), where outer alignment requires an 

appropriate specification of the intended goal and inner alignment requires that the system 

actually, robustly, pursues this goal.1 Finally, one can distinguish “prosaic” alignment, which 

 
1 In reinforcement learning, outer alignment can be contrasted with reward misspecifica8on (Pan et al. 2022) 
and inner alignment with goal misgeneraliza8on (Langosco et al. 2023). 
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concerns aligning current systems, with “superalignment”, which concerns aligning 

hypothetical future systems whose capabilities exceed humans in most or all domains (Burns et 

al. 2023). 

 All these conceptual distinctions are potentially problematic. First, the distinction 

between alignment and capability seems blurry: current alignment techniques like 

reinforcement learning from human feedback (RLHF) (see below) also make the system more 

capable at tests of cognitive performance (Bai, Jones, et al. 2022; Bubeck et al. 2023). Second, 

it has been questioned whether the challenge of aligning AI can be fruitfully decomposed into 

inner and outer alignment (Hubinger 2021; Turner 2022). Third, it is debated to what extent 

techniques for prosaic alignment may generalize to super alignment, or whether the challenges 

of super alignment are too distinct and discontinuous (Casper et al. 2023; Cotra 2021; Dung 

2023). The precariousness of the conceptual foundations of AIA presents an excellent 

opportunity for future philosophical inquiry. As of now, it is unclear whether AIA has a unified 

and distinctive subject matter about which it can produce generalizable causal claims. Partly, 

this is because it is unclear where exactly the borders of AIA are. However, I will set aside these 

issues here to single out specifically the role of non-epistemic values in AIA. In discussing AIA, 

I will focus on technical AIA and, more specifically, on studies similar to the paradigmatic 

examples cited below, without decisively settling which other cases of AI research count as AIA 

research. 

 

2.2 Examples of current AIA 

The goal of AIA is developing techniques for ensuring (technical) alignment of AI systems and 

producing generalizable knowledge about properties of (mis)alignment. Let us look at some 

examples. Since I will simplify to preserve space, I encourage the reader to consult the 

references for details. 

 In practice, RLHF is currently the dominant technique for aligning LLMs. In RLHF, 

human raters first rank different text completions of pre-trained LLMs according to some 

criteria (typically, how “helpful, harmless, and honest” they are (Bai, Jones, et al. 2022)). The 

resulting dataset is then used to train a reward model which numerically scores LLM outputs 

based on how well they meet these criteria. Finally, the LLM is trained via reinforcement 

learning (RL) to maximize the expected rewards from the reward model. Consequently, the 

weights of the LLM gradually adjust such that outputs which are assessed positively by human 

raters become more likely. 
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 A prominent research direction concerns automating the process of providing feedback 

further. In constitutional AI (Bai, Kadavath, et al. 2022), LLMs are asked to critique their own 

responses to prompts based on a human-curated list of principles (a “constitution”), and to 

revise their original responses in light of this critique. After several iterations, a pretrained LLM 

is finetuned via supervised learning on the revised responses. Then, mimicking RLHF but with 

AI feedback, a further model is asked which out of several responses is best according to the 

constitution, and the resulting dataset is used to train a reward model which can then be used to 

train the LLM via RL.2 Bai, Kadavath, et al. (2022) conclude that this method makes “it possible 

to control AI behavior more precisely and with far fewer human labels”. In a different variation 

of standard RLHF, Korbak et al. (2023) find that LLM responses, as rated by humans, are more 

satisfactory – without impairment of task performance – when pre-training involves human 

feedback, rather than pre-training exclusively on text data and fine-tuning on human feedback 

afterwards. 

 Continuing the theme of automating the feedback process, Burns et al. (2023) show that, 

under some conditions, a more capable model (such as GPT-4) can be successfully finetuned 

on feedback by a less capable model (such as GPT-2), exceeding the performance of the weaker 

model. Burns et al. are interested in this phenomenon, which they call “weak-to-strong 

generalization”, because it suggests that it may be possible to align future systems with 

superhuman capabilities based on feedback by less capable models (or humans). 

 In experiments on adversarial robustness (Schlarmann and Hein 2023; Zou, Wang, et 

al. 2023), researchers test whether it is possible to elicit undesirable inputs from systems (e.g., 

plans to build a bomb) with inputs specifically selected for this purpose, and try to make systems 

immune against such adversarial attacks. As a final example, Hubinger et al. (2024) train 

language models to produce undesirable behavior if and only if the prompt contains a certain 

specific trigger, creating a “model organism of misalignment”. They show that standard 

alignment techniques, namely RLHF, finetuning on helpful, harmless, and honest outputs and 

adversarial training, are sometimes jointly insufficient to remove this “backdoor”, which allows 

triggering undesirable behavior. 

 The preceding is an incomplete selection of important alignment techniques and results.3 

However, it is sufficient to show that AIA displays several characteristics of a scientific field: 

researchers investigate a distinctive set of alignment techniques, they empirically examine the 

 
2 Bai, Kadavath, et al. (2022) use a combina8on of human and AI feedback. 
3 See, e.g., representa8on engineering (Zou, Phan, et al. 2023) and other interpretability research (Pacchiardi et 
al. 2023) for further examples. 
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features of these techniques and make generalizable causal claims about them (e.g., Hubinger 

et al. (2024) show that standard RLHF, supervised finetuning, and adversarial training are 

sometimes insufficient to remove “backdoors” for undesirable behavior), and they build upon 

each other’s work, making cumulative progress possible. In the next section, I will take this 

selective overview as a basis to elucidate the role of values in AIA. 

 

3. Value-ladenness and AI alignment research 

3.1 Uncontroversial forms of value influence 

For our purposes here, we can say that a value is the belief that something is desirable or should 

be the case. My claim is that values play an especially pervasive and important role in AIA, 

compared to many other sciences.  To give substance to this claim, different forms of value-

ladenness need to be distinguished. It is widely acknowledged that epistemic values, i.e. values 

indicative of knowledge or truth, such as predictive accuracy, internal coherence, and 

explanatory power, play a variety of legitimate roles in science (Douglas 2009; Elliott and 

McKaughan 2014; Rooney 2017). 

 It is more controversial how non-epistemic values (henceforth only “values”), such as 

ethical and political values, can legitimately figure in science.4 In particular, it is controversial 

whether they figure in the internal stage of science (Douglas 2009) and in “doing science” 

(Elliott 2022a), which concern the justification of scientific hypotheses and involve processes 

such as study design, data analysis, and the interpretation of results. By contrast, the external 

stage involves “steering science” (e.g., decisions about what topic to study), “using science” 

(e.g., for policy-making), and “managing science” (e.g., setting codes of conduct for scientists) 

(Elliott 2022a, sect. 2.3). It is obvious that values appear in the external stage. 

 While the boundary between the internal and the external stage is not strict (for instance, 

because steering research into certain directions is related to questions of research design 

(Elliott 2022a, p. 9)), this is, nevertheless, a viable distinction. It seems obvious that, for all 

sciences, values affect and justify5 (e.g.) which topics are studied, which codes of scientific 

conduct are adopted, and which decisions are made based on scientific results. Thus, that the 

same applies to AIA is not surprising. 

 

3.2 Value-ladenness and strong value-ladenness 

 
4 However, several authors have ques8oned the tenability of the dis8nc8on between epistemic and non-
epistemic values (Longino 1996; Rooney 2017). In this paper, I do not commit to a view on these cri8ques. 
5 Plausibly, the external stage is value-laden in all four senses of the term iden8fied by Ward (2021). 
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If (non-epistemic) values are involved in the internal stage of a science, then this entails that 

the respective science is value-laden. Some philosophers have influentially argued that many 

sciences are value-laden in this sense (e.g. Douglas 2000; Longino 1996). I will presuppose the 

soundness of these arguments here, so that I can explore their implications for AIA. I hold, in 

addition, that some sciences, or subdisciplines, are more value-laden than others. Call these 

strongly value-laden. This idea has intuitive appeal: 
[I]t is worth noting that values play a role in all fields of science, but those roles are even more 

prevalent in some fields of science than in others. Value-laden judgements are particularly 

pronounced in fields where scientists’ conclusions have fairly direct implications for social decision-

making (e.g., agricultural research, toxicology, environmental science, and many areas of the 

biomedical and social sciences). In contrast, ethical and social values have fewer obvious roles to 

play in deciding how to model, interpret, and categorise phenomena in more theoretical areas of 

science (e.g., chemistry and physics) that are fairly disconnected from social decision-making 

(Elliott 2022a, p. 14). 

This quote suggests a criterion for strong value-ladenness: a science is particularly value-laden 

if its results have especially direct and important relevance for social decision-making. This 

claim can be supported in recourse to Douglas’ (2000, 2009) inductive risk argument. In a 

nutshell, Douglas argues that – when making inductive inferences – researchers face a risk of 

error. This inductive risk may be distributed asymmetrically. According to the argument, choices 

of methodology, data characterization, interpretation of results etc. affect whether scientists are 

more likely to make a false-positive or a false-negative judgement. This is why, according to 

Douglas, scientists should consider whether false-positives or false-negatives are more harmful 

and thus rely on values to decide which methodological choices to make and how much 

evidence to demand in order to accept or reject hypotheses. If the inductive risk argument 

captures one central reason why (induction-based) sciences are value-laden, then it is plausible 

that they are strongly value-laden if (i) they involve high inductive risk, i.e., high chances of 

error, and (ii) errors have particularly significant and immediate effects on society. 

 A second criterion of strong value-ladenness is suggested by Alexandrova’s (2017) 

analysis of mixed claims in wellbeing science. Following Alexandrova, I can call a claim mixed 

iff it is an empirical claim about some causal or statistical relation and “[a]t least one of the 

variables in this claim is defined in a way that presupposes a moral, prudential, or political value 

judgement about the nature of this variable” (Alexandrova 2017, p. 82). Mixed claims contain 

concepts which combine empirical and evaluative elements, such as wellbeing, efficiency, 

aggression, or rape. Moreover, Alexandrova argues that the role of mixed claims is unique: 

mixed claims are distinct from other forms of value-ladenness in science. 
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 I hold that the presence of mixed claims is a viable second criterion for strong value-

ladenness. First, not all sciences contain mixed claims (while all sciences may be value-laden), 

so mixed claims carve out a special class of sciences. Second, mixed claims entail a particularly 

intimate way in which sciences can be value-laden. Due to mixed claims, it is not only the case 

that scientists ought to consider values in their scientific decisions (as the inductive risk 

argument supposes), but that the judgements scientists make also themselves express values. In 

other words, given mixed claims, value-ladenness is not derivative of scientist’s decisions, it is 

contained in scientific outputs – statements, models, or theories – themselves. 

 I do not claim that these criteria are exhaustive: there may be other criteria for 

determining the degree to which a science is value-laden. Moreover, I do not make any 

substantive ontological claim to the effect that value-ladenness, itself, has degrees: I merely 

rely on the plausible idea that values are more or less prevalent and influential in different 

sciences. 

 To summarize, a research field is strongly value-laden if it contains much uncertainty, 

has especially high relevance for social decision-making, and centrally involves mixed claims. 

I will now show that AIA is strongly value-laden in this sense. Then, I will consider challenges 

to my argument. 

 

3.3 Values in AIA 

First, alignment claims presuppose value judgements about whether a system’s behavior is 

desirable. Thus, alignment claims are mixed claims. Such claims are obviously central to AIA. 

For example, Bai, Jones et al. report key results as follows (2022): “Our alignment interventions 

actually enhance the capabilities of large models, and can easily be combined with training for 

specialized skills (such as coding or summarization) without any degradation in alignment or 

performance.” The truth of claims about when a system is aligned may, for example, be 

dependent on controversial value assumptions when people disagree about when RLHF has 

accomplished to make a language model helpful, harmless, and honest. Assessments of whether 

certain text outputs are racially biased, and how harmful this is, depend on ethical and political 

values. Also, value conflicts suggest conflicting judgements on trade-offs between helpfulness, 

harmlessness, and honesty. So, alignment judgements depend on values. 

 This value sensitivity extends to general judgements about the properties of alignment 

(as the one cited last paragraph). One cause of this is that some ethical conceptions may be 

easier to align to than others. For example, some might think that helpfulness of answers is less 

correlated with what users rate as helpful than assumed. They might think, e.g., that longer, 
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sophisticated and more nuanced answers are often more helpful than users rate them to be 

because they are rewarding, but take time and concentration to process. If we understand 

helpfulness this way, then – using RLHF – systems may turn out to be harder to align than 

assumed. This might undermine claims about the conditions for aligning LLMs. So, which 

causal generalizations we take to hold of alignment depends on which value judgements we 

accept. 

 A potential reply is that the previous discussion conflates technical and ethical 

alignment. According to this reply, AIA proper does not involve mixed claims: it only concerns 

how to make systems aligned, given some antecedently specified ethical notion of alignment. 

Which ethical notion to choose is outside of the scope of AIA. This reply is analogous to a 

typical move in debates on values in science. According to this move, science can be understood 

as making conditional claims: claims about what is true, if certain values are assumed (Betz 

2013, 2017). 

 It is disputed whether this strategy is tenable as a normative recommendation for 

scientists (Alexandrova 2017, chapter 4; Elliott 2022a). However, it is clearer that this reply is 

not capturing current practice in AIA: it is not the case that AIA researchers are always 

presenting their results as contingent on certain value assumptions. Of course, empirical 

operationalizations of ethically laden notions (such as “safety” or “harmlessness”) have to be 

used in AIA research, and are used, to make its research questions empirically tractable. 

Nevertheless, papers typically lack an explicit discussion of the ethical assumptions these 

operationalizations, and consequently the papers’ overall research results, are justified by and 

sensitive to, and they do not elaborate on the consequences alternative ethical assumptions 

would have. Similarly, they often do not distinguish narrow technical alignment questions from 

the broader ethical issues involved and do not mark the latter explicitly as ethical (or normative 

or something similar). 

 A comprehensive review of the AIA literature would be needed to confirm empirically 

how frequently AIA researchers present their claims as conditional on their value assumptions. 

However, my claims are correct, at least, for most or all of the studies cited above. For example, 

none of the abstracts of the empirical AIA studies cited in 2.2 explicitly identifies any of its 

assumptions as “ethical”, “normative” or the like, or classifies its conclusions as dependent on 

such assumptions. This is the case even though many of these studies make mixed claims and 

have high inductive risk, as I have argued. 

 Explicit discussions of ethical assumptions which might satisfy the standards described 

above also tend to be absent from the main text. Bai, Jones et al.’s (2022) canonical paper on 
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RLHF is an interesting case here. They explicitly note at the beginning of their paper that they 

do not define helpfulness and harmlessness and leave it open to the judgement of the 

crowdworkers to assess LLM outputs in these terms. Moreover, they contend that “ethical, 

legal, and cultural expertise“ (section 7.2) is helpful to ultimately determine which AI-behavior 

is preferrable, thus acknowledging the value-ladenness of AI alignment. 

 At the same time, they say that using judgements of crowdworkers to define helpfulness 

and harmlessness “was sufficient for our exploration of ‘technical alignment’” (section 7.2). 

Thus, they seem to presuppose that ethical questions can be set aside in empirically driven AIA. 

Perhaps for this reason, the value assumption that helpfulness and harmless can be 

operationalized via crowdworker judgements does not play a role in the rest of the discussion 

of their results and they do not report their main claims as conditional on certain value 

assumptions. However, if my arguments in this sub-section are correct, then even technical 

alignment research is not value-free. So, even if one thinks this conditionalization strategy is 

promising, the examples of current AIA cited above suggest that AIA currently often 

presupposes value claims. 

 Second, when making inferences, AIA researchers face inductive risk. For instance, 

Hubinger et al.’s study (2024) reveals limitations of currently dominant alignment techniques. 

Given that AIA is a young research field without a general consensus about methods, concepts 

and foundational theoretical assumptions, pervasive uncertainty, and thus risk of error, is 

unavoidable. This inductive risk is sometimes distributed asymmetrically. That is, taking 

systems to be aligned when they are not may, in many cases, be worse than the reverse (though 

the opposite is also conceivable). Burns et al. (2023) even justify their methodology in exploring 

alignment of super-human AI systems by considerations of inductive risk saying that “[g]iven 

the stakes, we need to establish extremely high reliability in the alignment of these systems 

ahead of time” [my emphasis]. 

 Moreover, some results of AIA feed directly into social decision-making. Which systems 

are deemed “aligned” influences which systems are deployed by AI companies for public use 

(Shevlane et al. 2023). Similarly, regulation of AI may likely be sensitive to the results of AIA 

and their framing: if certain classes of models are deemed harder to align, for example, they 

may be more heavily regulated. Also, in some eyes, the risks at stake are very big. Some 

ethicists think that language models may cause severe amounts of harm by influencing public 

discourse or by perpetuating racist, sexist and other biases (Bender et al. 2021). Other 

researchers emphasize catastrophic, e.g. through increasing the accessibility of bioweapons 

(Soice et al. 2023), or even extinction risks from misaligned AI (Center for AI Safety 2023). 



Leonard Dung – This manuscript is not yet peer-reviewed and subject to change 
 
 

 10 

 No matter how one stands on these particular concerns: the fact that researchers, 

citizens, and policymakers commonly have views according to which the stakes – potential 

benefits and harms – of AI development and deployment are very high, in conjunction with the 

observation that alignment judgements influence the estimation of these risks and benefits, 

entails that some errors in alignment judgements matter very much, morally speaking. If so, 

then AIA meets the first criterion for strong value-ladenness: its results are especially relevant 

for social decision-making. 

 In line with Betz (2013), one might object that AIA researchers could minimize 

inductive risk by only making conditional statements, where all uncertain empirical and value 

assumptions on which the truth of a claim depends appear in the antecedent of the conditional. 

My response is the same as to the previous conditionalization challenge: even if this strategy is 

feasible (which is contested), it is not currently being consistently applied in AIA. While I have 

argued this previously for ethical assumptions, an advocate of Betz’ strategy needs, moreover, 

to demand that empirical uncertainty is also removed by conditionalizing on uncertain empirical 

assumptions. I don’t see any reason to think AIA currently satisfies this demand. Thus, 

currently, AIA makes statements which face serious inductive risks. 

 

3.4 Challenges and contextualization 

I have argued that high and immediate social relevance and a central role of mixed claims are 

jointly sufficient criteria for a scientific discipline to be strongly value-laden, and that AIA 

meets these criteria. I will now address an objection and provide contextualization. First, Peters 

(2023) questions two claims Alexandrova (2017) makes about mixed claims in the science of 

wellbeing: 1. The presence of mixed claims entails that a science is value-laden, and 2. The 

value-ladenness of mixed claims is distinct from other kinds of value-ladenness of science. If 

these views are false, then this undermines my view that mixed claims can serve as a criterion 

of strong value-ladenness. 

 However, Peters relies on the same kind of conditionalization argument we have already 

discussed. So, my response to Peters’ argument is similar to the previous objection that AIA 

may be taken to be only focused on technical alignment, rather than a mixed alignment notion. 

Peters’ argument shows that, in principle, it is possible to conditionalize on the value 

judgements made in AIA and to limit oneself to only making empirical claims, formulated as 

conditionals with value assumptions in the antecedent. If so, the discussion of the requisite 

value assumptions is relegated outside of the internal stage of AIA. In this case, the presence of 

mixed claims in AIA does not even entail any kind of value-ladenness, and the evaluative role 
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of mixed claims is reducible to the uncontroversial role of values as agenda setters, i.e. 

influencing the choice of research topic. 

 I take this to mean: if successful, Peters’ argument shows that mixed claims do not have 

to figure in the internal stage of AIA and, if they do not, they function as mere agenda-setters. 

Yet, in current AIA practice, such a conditionalization strategy is not consistently pursued. To 

be clear, ethical assumptions have to be operationalized somehow, so – in AIA – ethical notions 

like “helpfulness, harmless, and honesty” are typically explicitly identified with the outcomes 

of some empirical process, e.g. user ratings. However, this arguably falls short of the demand 

of conditionalization on ethical assumptions that the previous researchers identify. This demand 

arguably also requires that ethical assumptions are identified as such, that the results of a study 

(most centrally, in the abstract and the “results” section of a paper) are explicitly presented as 

conditional on these assumptions, and that the possibility of contrasting reasonable ethical 

assumptions is noted and its significance mentioned. Since this demand is not fulfilled, AIA – 

as it is currently practiced – contains mixed claims in its internal stage which entails strong 

value-ladenness. 

 To further situate my claim in the literature, I note that several authors have already 

provided arguments according to which the development and design of machine learning (ML) 

systems is value-laden (Biddle 2022, 2023; Johnson forthcoming; Nyrup 2022). While these 

authors do not talk about strong value-ladenness in particular, there appear to be reasons to 

think that their claims entail that ML research generally is strongly value-laden. While this 

would support my claims about AIA, it would also make them less distinctive. However, I don’t 

think that the distinctiveness of AIA with respect to value-ladenness is threatened, since strong 

value-ladenness is less ubiquitous in ML overall than in AIA specifically and, moreover, the 

value-ladenness in ML sometimes depends on AIA. 

 The first reason to think that ML research is strongly value-laden is that all of these 

authors, although framed in different ways, employ the inductive risk argument (although they 

don’t all rely only on the inductive risk argument). Moreover, they cite ML systems, such as 

algorithms designed to inform parole decisions (Biddle 2022; Johnson forthcoming), which are 

poised to directly inform socially significant decisions. Second, while ML research does not 

explicitly center on a mixed term, one may argue that decisions regarding socially significant 

systems nevertheless often implicitly, and sometimes explicitly, invoke discussions about 

mixed terms such as “safety” or “discrimination”. 

 In response, I hold that these arguments show that some parts of ML are strongly value-

laden, although many might not be. The projects within ML research which pose especially 
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socially significant inductive risks may loosely correspond to the domains the EU AI Act 

considers “high risk” (or unacceptable risk), that is, research on systems poised to be used in 

education, critical infrastructure, law enforcement etc. However, much of ML research is not 

directly relevant for applications in such risky domains, so it will not pass my second criterion 

of strong value-ladenness. 

 Moreover, if ML research is strongly value-laden, this is often the case when it blends 

into AIA, since the borders of the latter are not sharp. For instance, research involving questions 

about how to build decision-making systems such that they make “fair” and “unbiased” 

decisions plausibly fits the definition of alignment: it is about how to build AI systems whose 

decision-making corresponds to certain ethical conceptions. The same is true of mixed terms. 

Many ML projects don’t involve reasoning about mixed terms (e.g., building systems with high 

accuracy in image recognition). Moreover, if they do, these are often mixed terms which also 

appear in AIA, such as “safety” (the goal of alignment is motivated by the aim to make systems 

safe). So, while some domains of ML are strongly value-laden, others are not. The ones which 

are strongly value-laden often overlap with AIA, thus positioning AIA as an especially 

important case of value-ladenness, which explains value-ladenness in some other areas of ML. 

 Of course, without precisely delineating the extension of the term “AIA”, as I use it 

here, I cannot claim that all areas of AIA are value-laden. Moreover, some research which may 

be classified as AIA concerns low-stakes research on well-understood systems and may thus 

have low inductive risk (e.g. foundational interpretability research on very simple systems). So, 

it is plausible that not all of AIA is value-laden. However, since “alignment” and cognate terms 

like “safety” are mixed terms which are central to AIA and since AIA is more directly connected 

to ethical issues than much of ML, it seems plausible that – compared to ML research generally 

– much of AIA is value-laden, and even strongly value-laden. 

 In this section, I have argued that AIA is strongly value-laden. In the next section, I turn 

to the question how the value-ladenness of AIA should be managed. 

 

4. Managing values in AI alignment research 

4.1 Threats of strong value-ladenness 

In this sub-section, I claim that values in AIA are currently not responsibly handled. In 

particular, their management lacks two features: First, those values are often not made explicit. 

As previously suggested, researchers rarely discuss how to conceive of alignment or explicate 

which value-laden decisions they made in the face of inductive risk. If the role of values in AIA 

is not transparent, then AIA may – misleadingly – appear as a value-free enterprise. Second, 
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and relatedly, AIA does not use any systematic method for determining which value-

judgements are appropriate. Empirical research employs methods conducive to finding truths 

about the empirical world. Similarly, AIA should employ methods which are – though fallible 

– conducive to making value assumptions which are true, politically legitimate, or in some other 

way warranted and appropriate.6 

 These two shortcomings create risks. The first risk is that values may compromise AIA’s 

ability to produce knowledge. If the value assumptions in AIA are false, then the claims 

depending on them may be false. If the value assumptions in AIA lack any justification, then 

the claims depending on them may be unjustified. For instance, if systems are aligned via 

RLHF, then assessments of whether they are aligned may involve values and thus be false or 

unjustified, if we lack good reasons for the requisite value assumptions (such as the assumption 

that judgements of crowdworkers faithfully track helpfulness and harmlessness of LLM 

outputs). 

 The second risk is that AIA may be ethically useless or even harmful, if it rests on value 

assumptions which are false or otherwise illegitimate. For example, if AIA researchers weigh 

inductive risks wrongly, AIA may induce a sense of false security that systems are safe which 

then suddenly gives rise to catastrophic failure (for instance via “deceptive alignment” (Dung 

2023, section 5.3; Park et al. 2023)). In addition, claims about when language models are 

aligned may mask value beliefs of researchers about what LLMs should (not) be allowed to say 

as scientific statements, and thus might cause them to illegitimately and inadvertently impose 

their values on the population (Alexandrova 2017, section 4.4). Moreover, some researchers 

have criticized the contention, which seems to be implicitly presupposed by many AIA projects, 

that it is desirable to create super-human AI, if it is aligned (in a sense not always further 

specified) (Friederich 2023; Sparrow 2023). 

 While some of these dangers may obtain even with value-ladenness which is not strong, 

they are particularly pressing in cases of strong value-ladenness. In this case, scientific 

hypotheses themselves contain value presuppositions, making the former’s epistemic status 

dependent on the latter. Furthermore, if strong value-ladenness obtains, then researchers have 

strong reasons to take the ethical impacts of inductive errors into account. If these errors have 

more negligible or indirect impacts, which are hard to anticipate anyway, then it may be wise 

to set them aside. 

 
6 I intend to stay neutral on metaethical ques8ons regarding the seman8cs, epistemology, or metaphysics of 
values. 
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 Hence, strong value-ladenness raises the risk that AIA is epistemically or ethically 

harmful. In the next section, I will make recommendations for mitigating these risks. 

 

4.2 Proposals for value management in AIA 

In light of these risks, I will make several recommendations. In general, approaches for the 

management of values in science can be distinguished in terms of at least three features. First, 

transparency approaches are about making the influence of values explicit, while value choice 

approaches concern how particular values should be chosen. Though transparency plausibly 

has some downsides (Nguyen 2022), it is almost always regarded as crucial to the management 

of values in science (Douglas 2009; Elliott 2022b). Nyrup (2022, p. 1056) holds that 

transparency requires the following:  
(a) Openness: communicating (or making accessible) the relevant information to the right audience. 

(b) Comprehensibility: ensuring the audience can understand and use the information. […] 

(c) Explicitness: ensuring the communicator is aware of and able to articulate the information in the 

right way, i.e., so that it achieves (a) and (b). 

Moreover, he distinguishes two types of value transparency: retrospective value transparency 

concerns the values which motivated and influenced a given decision, and prospective value 

transparency concerns the impacts of decisions on things we value; and the values which would 

justify these decisions. 

 To achieve these kinds of value transparency, researchers should not exaggerate the 

extent to which AIA is value neutral; instead, they should formulate its value presuppositions 

explicitly. Crucially, they should emphasize specifically where value presuppositions made in 

AIA are potentially controversial. Relatedly, AIA researchers should analyze which value 

assumptions their research results are sensitive to. If values pervasively affect many steps of 

the scientific process, it may be impossible to communicate all of these assumptions 

(Alexandrova 2017, section 4.3). However, value assumptions such as the ones I used here as 

examples, e.g. the operationalization of chatbot alignment as helpfulness, harmlessness, and 

honesty, which are particularly important for the research results and which are sufficiently 

salient should be made explicit. 

 This contrasts with common talk about values in AIA which is either not critical and 

aimed at enhancing the reputation of a commercial AI firm (e.g. Leike et al. 2022), or too 

general to uncover important value disagreements. As an example of the latter, consider the 

RICE principles which suggest that AIA should aim at robust, interpretable, controllable, and 

ethical AI (Ji et al. 2023). As an example, “Ethicality refers to a system’s unwavering 

commitment to uphold universally acknowledged norms and values within its decision-making 
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and actions“ (Ji et al. 2023, section 1.1.2). Such principles are too broad to shed light on actual 

value disagreements about AIA, e.g., about the risks of describing alignment techniques as 

successful when they may break down when applied to hypothetical future systems with 

superhuman capacities. So, the envisioned value transparency is more specific. Overall, value 

transparency allows the recipients of scientific research to make informed decisions about 

whether they accept the presupposed values, and thus the scientific results contingent on them. 

 However, transparency is not enough. If value presuppositions are unreasonable or 

illegitimate, then value transparency is not going to change this: it will just make it transparent. 

Value choice approaches concern what value presuppositions to make. Second, Schroeder 

(2022a) distinguishes political and ethical approaches to value choice. Political approaches 

employ the normative standard of democratic political legitimacy: as a result, they hold that the 

values chosen by scientists should in some way be grounded in public values (Schroeder 2021). 

By contrast, ethical approaches employ the normative standard of substantive ethical 

correctness: as a result, they hold that ethical reasoning or principles determine which values 

scientists should choose. 

 While I cannot resolve this disagreement here, I submit that a combination of both 

approaches may be optimal. AIA researchers should critically scrutinize their value 

assumptions. Since value judgements may be unconscious and thus not always accessible to 

one’s own scrutiny, researchers should also examine the value assumptions made by others. 

Ideally, this discussion should happen with the same rigor and sophistication with which 

technical research is pursued. But complementarily, actors in AIA should encourage critical 

discussion and scrutiny of AIA’s value assumptions beyond the confines of their discipline. 

This can take several forms. To some extent, these conversations may happen in public fora in 

the day-to-day lives of ordinary citizens. However, since such discussions can also be 

counterproductive, partially due to distorting incentives of media companies such as Facebook, 

X, or newspapers, alternatives may be preferable. For instance, Citizens’ panels may be used. 

A Citizens’ panel is a large, demographically representative group of citizens which is first 

informed by experts and then jointly deliberates on some important normative questions, e.g. 

about public policy. Citizens’ panels could examine which value assumptions are appropriate 

for AIA. Finally, experts from other relevant discipline, such as ethics, should be encouraged to 

scrutinize the values within AIA. Lay-user studies, employed in the field of explainable AI to 

confirm that AI systems are tailored to their users’ needs and values (Rong et al. 2023), are an 

example of fruitful engagement between AIA and the public. 
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 In particular, consulting the views of members of the public mitigates the danger that 

researchers illegitimately impose their values on the public (Alexandrova 2017, chapter 4). It 

is plausible that members of the public should be involved in value-based scientific decisions 

which may have profound impacts on society, and thus on them. At the same time, popular 

opinion or the verdicts of Citizens’ panels should not be treated as the sole normative standard 

AIA is subject to, but as one factor to consider (for one class of cases where scientists should 

not defer to the public, see Schroeder 2022b). Since value and scientific questions are entangled, 

AIA researchers may have some special expertise relevant to assessing values in AIA (although 

they also lack other relevant forms of expertise, e.g. of ethicists).7 Moreover, many people 

became AIA researchers because of their ethical beliefs, e.g. concern about AI existential risk. 

In a liberal society, there should be some space for private citizens to try to improve the world, 

no matter whether the general public agrees with them. Hence, it is plausibly legitimate – within 

some bounds – to become an AIA researcher who works based on idiosyncratic personal value 

assumptions. So, AIA’s practices should be informed and modestly constrained, but not 

handcuffed by public (or expert) opinion.  

 Moreover, in cases in which finding the appropriate value assumption is difficult, AIA 

researchers can sometimes communicate their results as conditionals, relative to these 

assumptions (Betz 2013). It may be impossible or infeasible to apply this procedure to all value 

assumptions in AIA. For if values are present throughout the research process in AIA and one 

understands all AIA results as conditionals, one may quickly end up with an intricate web of 

conditional relations, which it is not feasible to handle. However, some hard-to-decide and 

important value assumptions should be treated, to some degree, via conditionalization: 

researchers should explicitly state that their claims as conditionals, with these assumptions in 

the antecedent. However, since value judgements are in turn necessary to determine which 

alternatives to consider, the need for some value judgements appears inescapable. Combined, 

using the different procedures I have outlined in value choice would serve to increase AIA’s 

democratic legitimacy as well as the chance that AIA’s value presuppositions are substantively 

ethically true or reasonable. 

 A third feature is whether values are managed on the level of individual scientists or 

research groups or on the level of the scientific community. For instance, Longino (1990, 2001) 

maintains that the objectivity of science, in face of its value-ladenness, does not depend on the 

decisions of individual scientists, but on whether the scientific community is structured such to 

 
7 Alexandrova (2017, chapter 4) makes this claim about wellbeing researchers. 
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adequately facilitate critical reflection. I believe that individual and community approaches both 

have a role to play. On the level of the community, I propose that diversifying the funding 

situation within AIA could contribute to the appropriate management of values. 

 Currently, leading AIA is mostly performed by a small, homogenous group of profit-

oriented companies – the same companies which also have a leading role in increasing AI 

capabilities (chiefly, Google, Microsoft via OpenAI, and Anthropic). This is problematic 

because profit-oriented companies have strong incentives to sacrifice ethical motives if they 

collide with their desire for profit. Thus, there is a permanent risk that these companies practice 

“alignment washing”: continue to work on AIA to enhance their public image, but without 

considering strategies which may be good for alignment and safety but bad for their commercial 

interests. Profit motives may even incentivize these companies to not only conduct ineffectual 

AIA, but also to distort the research priorities and processes of the field at large (comparable 

to, for instance, Tobacco companies which selectively funded researchers claiming that 

smoking does not cause cancer). 

 However, it is nevertheless desirable that these companies work on AIA. Arguably, 

progress on AI alignment is badly needed. Moreover, if one would stop these companies from 

pursuing AIA, they would likely use the spare resources to just build more capable AI systems 

– without special concern for ethics and safety. This is hardly a better outcome. However, to 

ameliorate the current situation, the amount of public funding for AIA could be increased. 

Arguably, AIA which is conducted by organizations which are supported by public funding, 

chiefly universities, would be less susceptible to distorting commercial incentives. Even if this 

is not the case, non-profit actors and actors from different countries and cultures may be inclined 

to make different value presuppositions than Silicon Valley based for-profit actors, thus 

increasing the diversity of value presuppositions in AIA and making critical scrutiny of value 

presuppositions from within the AIA community possible (for a possible argument for such 

value diversity, see Thoma 2023). So, even if no specific institutional context for AIA research 

can be shown to be superior, more diversity is desirable, nevertheless. Consequently, increasing 

the amount of public funding for AIA would lead to a more balanced, robust, and diverse AIA 

landscape. 

 I hold that values in AIA do not undermine its epistemic and ethical aspirations if my 

suggestions are implemented. However, since current AIA falls short of this, its reliance on 

values currently threatens its epistemic and ethical success. 

 

5. Conclusion 
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In this paper, I have argued for several claims. First, sciences differ in the degree to which 

values influence them. Second, given this distinction, AIA is particularly – strongly – value-

laden. Third, this influence of values is currently not managed appropriately and thus threatens 

the epistemic integrity and ethical beneficence of AIA. Fourth, in response AIA should strive 

to achieve value transparency, critical scrutiny from inside and outside the discipline – 

involving the public –, and to empower actors without strong commercial interests to assume a 

more important role in AIA. An overarching lesson is that the field of empirical AI alignment 

research would benefit from the scrutiny of philosophers of science. 
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