Since the turn of the century philosophers have focused largely on one part-whole theory of realization, and that is Carl Gillett's "dimensioned" theory. So I think it is instructive to examine its details, remove its problems, and use what remains as a platform to develop a plausible part-whole theory of realization. I begin with some desiderata for a theory of realization that its key terms should be defined and that it should be explanatory. I then argue that Gillett's (2002, 2003) original theory violates these conditions because, beyond some basic metaphysical components, its explanatory force rests upon an unspecified "in virtue of" relation. I then examine Gillett's (2007, 2013) later version that appeals instead to theoretical terms tied to "mechanisms." Yet I argue that it too violates the desiderata, since it defines realization for mechanisms in terms of two undefined terms – "implementation" and "grounds" – whose explanatory credentials have not been established. Thus I drop these ideas in favor of an explicit constraint that the parts and properties provide a mechanistic explanation. I also distinguish a special mechanistic theory from a preferred general theory that incorporates other kinds of part-whole explanations, and I compare the latter to a similar idea from Robert Cummins (1983) that has been neglected in recent discussions of realization, namely, his general property analysis rather than his functional analysis. Finally, I defend the preferred theory against possible objections based on issues that arise regarding certain metaphysical demands on a theory of realization versus facts about good scientific explanation.

1. Desiderata for a Theory of Realization.
Hilary Putnam (1960, 1967) popularized the terminology of realization within the philosophical community. Yet, aside from a connection Putnam made with the idea of a one-to-one mapping, most philosophers believe that his use of "realization" was a mere placeholder for some as yet unspecified relation. Putnam was not alone. As Jaegwon Kim put the point: "the term
‘realization’ was introduced and quickly gained wide currency, chiefly on the basis of computational analogies,” with few making an "explicit effort to explain what the realization relation consisted in" (1997, p.186). So one desideratum for a theory of realization is that it should not use key terms that are undefined. Call this the "Definition" condition. Of course one cannot be expected to define all terms. What counts as a "key" term depends upon the context of inquiry. For example, if the goal is to understand inter-level realization rather than broader questions about the nature of objects or properties, and if the theory says that "a property \(G\) realizes a property \(F\) if and only if \(G\) and \(F\) are instantiated by an object \(x\) and \(G\) superproduces \(F\)," then "superproduces" is a key term that should be defined but arguably not "property," "object," or "instantiates."

As well, most philosophers believe that a good theory of realization should provide a physically acceptable explanation for non-fundamental phenomena (Lepore and Loewer 1989; Poland 1994; Kim 1998; Morris 2010). This is why most philosophers do not think that concepts of supervenience are sufficient to express a physically acceptable view, since they are consistent with the brute laws of emergentism (Schiffer 1987; Kim 1990, 1993a; Horgan 1993). This also applies to mereological supervenience, since that doctrine could be true even if micro parts determine macro wholes in a fundamentally unexplained way (Kim 1998, pp.18, 117). So another desideratum for a theory of realization is that it should provide an adequate explanation for its target phenomena. Call this the "Explanation" condition. In the next two sections I will argue that Gillett's original theory as well as his later revised theory fail to satisfy the Definition and Explanation conditions.

2. Dimensioned Realization.
Gillett uses "flat" theories as a foil for his own "dimensioned" theory. According to Gillett, flat theories require that the same object \(x\) possess both realized \(F\) and realizing \(G\) properties, and that the causal powers that \(F\) bestows upon its instances "match" the causal powers that \(G\) bestows upon its instances (Gillett 2002, pp. 317-18) in a sense that includes causal role (Block 1980; Kim 1998) and subset views (Wilson 1999; Shoemaker 2001). Gillett then argues that flat theories do not represent actual cases of realization in the sciences because they leave out realization by parts, which he illustrates by the case of the diamond lattice whereby properties of
the constituent carbon atoms explain the hardness of a diamond (2002, pp.318-20). He thus offers his dimensioned theory:

[D] Property/relation instance(s) \( G_1\ldots G_n \) realize an instance of a property \( F \), in an individual \( x \), if and only if \( x \) has powers that are individuative of an instance of \( F \) in virtue of the powers contributed by \( G_1\ldots G_n \) to \( x \) or \( x \)'s constituent(s), but not vice versa (2002, p.322, with a change in variables; also 2003, p.594).

Philosophers have offered a number of criticisms, many of which I will discuss later. But even opponents believe that [D] represents a new turn-of-the-century revolution brought about by philosophers like Gillett who finally addressed the nature of realization directly (Polger 2007, pp.233-34; Kim 2010, p.265; Walter 2010, p.207). Now I applaud Gillett's emphasis upon part-whole dimensions, for I agree that flat theories cannot stand alone. Thus, even when a functional-role theory employs the notion of a structural property that implies parts for its instances, the fact that a structural property occupies a functional role is best explained by a part-whole mechanistic explanation (see Endicott, forthcoming, against role-occupant iterations that do not rest upon whole-to-part decompositions). But Gillett's dimensioned theory requires major development.

I begin with a lesser interpretive problem. \(^1\) Gillett wants to offer an egalitarian definition that covers both flat and dimensioned cases (2002, p.322). Accordingly, the either/or convention governing the use of parentheses around the plural ending indicates that "property/relation instance(s) \( G_1\ldots G_n \)" on the left-hand side of the biconditional in [D] should be taken to refer to either a single instance of the realizing kind described by a flat theory or a plurality of part instances of the dimensioned kind emphasized by Gillett. But if the same terms "\( G_1\ldots G_n \)" are...

\(^1\) Another lesser problem is an ambiguity between properties and property instances. Thus, on the left-hand side of the biconditional, the wording of "an instance of a property \( F \)" makes it clear that "\( F \)" stands for a property, yet the absence of the preposition in "property/relation instance(s) \( G_1\ldots G_n \)" seems to indicate that the terms "\( G_1\ldots G_n \)" stand for instances. See also the shift between properties and instances when Gillett describes a flat theory's structure "COMBO" (2002, p.320). But this ambiguity is ultimately harmless, since realization can be defined for either category (see Endicott 2010).
expanded in the same way on the right-hand side of the biconditional, then the theory is compatible with the view that the entire explanatory burden could be carried by the single flat realizer (disjunctions can be made true by just one of the disjuncts). That result seems contrary to the spirit of a part-whole theory. That result also seems contrary to Gillett's argument that a flat theory's role-occupying or subset-inclusive structural property COMBO must have its instances decomposed in a whole-to-part way (2002, p.320), since by that argument any flat claim within [D] should be underwritten by a part-whole analysis. So this suggests a different interpretation of [D] that takes the terms "G_1-G_n" on the right-hand side of the biconditional to refer solely to part properties. ² Of course a simpler alternative is to offer a pure dimensioned theory shorn of flat elements. Then, if an egalitarian compromise is desired, one may say that realization fits either a flat definition or the pure dimensioned definition and leave it at that. Indeed, if one wants to know what theoretical advance [D] makes over older ideas, then one should set aside the traditional flat ideas that Gillett wants to improve upon. Hence Gillett's theory has four remaining elements: (i) property instantiation; (ii) a metaphysics of causal powers; (iii) part-whole determination; and (iv) some in virtue of relation.

Now my main argument against [D] is that Gillett has merely added an unspecified and hence unexplanatory in virtue of relation to some familiar dry goods in metaphysics that most would acknowledge to be insufficiently explanatory (I will examine Gillett's later theory that replaces the "in virtue of" with other notions in the next section). So, taking each element of [D] in turn, (i) Gillett understands realization in terms of properties and relations being instantiated. But philosophers commonly used "realization" and "instantiation" in the same context and often interchangeably (Searle 1980, pp.418-23; Pylyshyn 1980, p. 29; Horgan 1984, p.460). Moreover, an appeal to instantiation carries no serious explanatory weight in the present context, since emergentists also believed that their properties and relations were instantiated. (ii) Gillett also frames his theory in terms of a metaphysics of causal powers. But that is a general metaphysical idea that has been popular since Sydney Shoemaker's (1980) causal theory of properties, and it

² Cf. Ronald Endicott's (2011, p.196) synthesis of flat functional-role and dimensioned views that defines functional realization in terms of a three-place relation whereby an object's occupier \( G_i \) realizes its functional \( F \) in virtue of properties \( G_1-G_n \) possessed by its parts. This conjoins rather than disjoins the two ideas.
too is compatible with emergentism as long as the whole has causal powers that are unexplained by the causal powers of its parts.

(iii) Gillett embraces part-whole determination. He does not explicitly state the point about determination in [D], but it is implied. For example, Gillett wants to subsume flat views under [D]. Yet they imply determination. More central to the dimensioned theory, Gillett refers to "constituent(s)" in the definition, yet he says elsewhere that the pertinent compositional relations included within the scope of his theory are all forms of "synchronous noncausal determination" (Gillett 2007, p.200). Indeed, both Kenneth Aizawa and Gillett say plainly that "realization is a transitive ontological determination relation" (Aizawa and Gillett 2009, p.195). But part-whole determination is just mereological supervenience, a view made popular by Kim and conceded to be insufficiently explanatory (Kim 1993a, 1998). Finally, (v) Gillett appeals to an in virtue of relation. He says that "x has powers that are individuative of an instance of F in virtue of the powers contributed by $G_1$-$G_n$ to x or x's constituent(s)" (2002, p.322, again with a change in variables; also 2003, p.594). Yet that too is a familiar theme. As Kim said about the shortcomings of supervenience:

Much of the philosophical interest that supervenience has elicited lies in the hope that it is a relation of dependency … Often it is thought, or claimed, that a thing has a supervenient property because, or in virtue of the fact that, it has the corresponding base property, or that its having the relevant base property explains why it has the supervenient property … Clearly property covariation [mere determination by supervenience] by itself does not warrant the use of "because," "in virtue of," etc., in describing the relationship any more than it warrants the attribution of dependence (1990, p.147; see also Heil 1992, p.65).

---

3 E.g., the flat causal-role functionalist theory of realization implies that the instantiation of a realizer property G determines the instantiation of the realized F, for if it is a matter of law that G stands in causal relations R, and if F is defined as the property possessed by an object when it has some property that stands in R, then it will be a matter of law that whenever an object has G it has F (see Tye 1995, pp.41, 47-48).
So, putting aside the flat elements in [D], Gillett's theory is merely instantiated mereological supervenience expressed with a metaphysics of causal powers plus some in virtue of relation that Kim and many others said was missing from supervenience. But the point is not just that Gillett's theory represents a lack of theoretical progress. Kim (1990) cashed in his talk of "because" and "in virtue of" by appealing to a functional-role explanation, and he subsequently (1998) defined realization explicitly in terms of a functional-role theory. In contrast, Gillett's unspecified "in virtue of" is the key difference that distinguishes his theory from a familiar and explanatorily deficient set of ideas. As a result, [D] does not satisfy the two desiderata I presented for a theory of realization. It violates the Definition condition because it leaves its key theoretical term undefined. And it violates the Explanation condition because its key undefined term does not raise the expressed dimensioned ideas to the level of an explanatory theory. Certainly "in virtue of" does not indicate any relevant features of an explanation (it is like offering a theory of causation by saying that "an effect y exists because of x" without indicating how "because of" should be understood, say, in terms of a counterfactual analysis, or ideas about manipulability, or mechanisms, or a transfer of energy, and so on). Now, in response, one might think my criticism can be blunted by Gillett's clarification regarding his intentions in providing [D]. He says:

First, I offer it as an account of the notion of realization implicit in scientific theorizing, and not any folk concept. Second, I take realization to be a basic metaphysical notion whose nature is intimately bound up with a family of notions. In particular, I ultimately believe that realization and constitution are interdefined and I thus offer my definition as a nonreductive, but I hope illuminating, account of its connection to other basic notions (2002, p.322, fn.8).

But these remarks do not help. Beginning with the second, suppose realization's in virtue of concept is a basic metaphysical notion that is interdefined with a basic concept of constitution. If so, Gillett has offered nothing more than a view Kim briefly entertained in the early 1990s before he settled on a functional-role approach. Specifically, after rehearsing the problems for supervenience, and after noting that ethical notions of same-subject supervenience can be explained in assorted ways, Kim turned to mereological supervenience as a non-ethical, objective
relation in the world and postulated a fundamental form of dependence: "This supervenience relation does not seem to be explainable in terms of any of the candidate explanations we have just canvassed for valuational supervenience. It seems likely that mereological supervenience represents a metaphysically fundamental, *sui generis* form of dependence" (1993a, p.166). I see little difference between mereological supervenience, a metaphysics of causal powers, and a *sui generis* form of dependence, versus an instantiated mereological supervenience, a metaphysics of causal powers, plus some metaphysically primitive *in virtue of* relation. Moreover, put aside the component *in virtue of* concept and consider the suggested nonreductive link between the containing concept of realization and a basic concept of constitution. But constitution is likewise intimately bound up with mereological supervenience. Consequently, if the link to a basic concept of constitution was insufficient to transform the idea of mereological supervenience plus causal powers into a viable theory, that same link to constitution should be insufficient to transform the idea of an instantiated mereological supervenience, causal powers, plus some as yet unspecified *in virtue of* relation into a viable theory.

Finally, consider Gillett's first clarification that his concept of realization is something implicit in scientific theories, not some folk notion. Very well, the scientific theories Gillett has in mind should throw some light on what he intends (I will discuss his examples later). But the trouble is that, beyond the aforementioned generic ideas, Gillett's definition does not express anything of explanatory value about the scientific theories in question, or the explanations provided by them, and thus it fails as an account of realization that those explanations supposedly imply. For example, philosophers distinguish many different kinds of part-whole explanations in the sciences, including explanations of *historical processes* versus *aggregates* versus *morphological compositions* versus *systematic mechanisms* (Levins 1970; Haugeland 1978; Cummins 1983; Wimsatt 1986, 2006; Bechtel and Richardson 1993; Machamer, Darden, and Craver 2000; Winther 2011). I will have more to say about the differences later. But Gillett's "*in virtue of*" does not express what is distinctive about any part-whole explanation in the sciences, just like invoking the common-language "*because of*" does not expresses what is distinctive about any causal explanation in the sciences. One must articulate the relevant features of the desired range of cases that will both identify the kind of scientific explanations at issue
and distinguish them from others, and then represent those features in a philosophical definition or analysis. 4

I suspect that most philosophers have looked past this issue because they were more interested in the contrast between multiple-subject dimensioned theories versus single-subject flat theories. Indeed, the fact that Gillett presented his dimensioned theory as an explicit contrast to flat theories effectively drew attention to the matter of dimensioned parts versus flat wholes rather than any differences or deficiencies regarding Gillett's particular part-whole theory versus others, say, Kim's (1993a) mereological supervenience with an added primitive dependence, or Cummins' (1983) property instantiation theory, of which I will say more later. But one philosopher did briefly raise a problem about Gillett's use of "in virtue of." Thomas Polger, Gillett's main critic, says in a footnote of a paper devoted to a different criticism that [D] is "less than perspicuous" and offers a streamlined definition that "eliminates the 'in virtue of' locution": "Property/relation instance(s) $G_1-G_n$ realize an instance of a property $F$, in an individual $x$, if and only if $G_1-G_n$ are properties of $x$ or $x$’s constituent(s) and $G_1-G_n$ contribute the powers that are individuative of an instance of $F$ to $x$ but not vice versa" (2007, pp.237-38, fn.8, with a change in variables). Polger then says that "even with this adjustment, it is hard to see how the account explains realization" (loc. cit.), and he briefly goes on in the same footnote to state that the mere fact that parts contribute powers to a whole does not explain how this happens. I agree. But I have not viewed Gillett's use of "in virtue of" merely as a point of unclarity that should be removed so that a more perspicuous formulation of his theory may be assessed. I have stressed that it is unfortunately the central idea that serves to distinguish Gillett's theory from some old dry goods in metaphysics that are inadequate for explanation. I have also offered a more extensive critique that takes into account Gillett's clarifications, arguing that links to fundamental metaphysical notions such as constitution as well as illustrations of scientific explanations do not obviate the need to replace "in virtue of" with a theoretically useful concept that provides some information about the kinds of part-whole explanations at issue.

4 Aizawa and Gillett recently refer to [D] as a "thumbnail sketch" (2009, p.186, fn.9). But providing a sketch does not preclude the obligation to provide enough information in the definition to identify the pertinent kinds of part-whole explanation.

In a later work (2007) Gillett develops his theory. This new theory deserves a close look not only because most philosophers have focused upon the original [D], but also because Gillett no longer uses the unspecified "in virtue of." Gillett starts with a definition of "comprising powers":

[C] (Comprising) Powers $C_1$-$C_n$, had by individuals $y_1$-$y_n$ (or individual $x$), comprise the power $C_f$, had by individual $x$ under background condition $B$, if and only if the mechanisms grounded by the triggering and manifestation of powers $C_1$-$C_n$, under triggering conditions $B_{t1}$-$B_{tn}$ and background condition $B$, would together implement the mechanisms grounded by the triggering and manifestation of $C_f$, under triggering conditions $B_{t1}$-$B_{tn}$ and background condition $B$, but not vice versa (2007, p.202, with variables changed; the same definition is repeated in 2013, p.324, fn.20). 5

Gillett then defines realization on the model of [D] with a clause about such comprising powers:

[Dm] (Realization) Property instances $G_1$-$G_n$, in individuals $y_1$-$y_n$ (or individual $x$), realize a property instance $F$, in individual $x$ under background conditions $B$, if and only if the powers contributed by $G_1$-$G_n$ to $y_1$-$y_n$ (or $x$), which are constituents/parts of $x$, together comprise the powers individuative of $F$, in $x$ under $B$, but not vice versa (2007, p.202, with variables changed; the same definition is repeated in 2013, p.323).

Consonant with the larger issue Gillett addresses regarding compositional reduction in the sciences, I read [Dm] as a pure part-whole theory rather than a disjunction of flat and dimensioned ideas. Accordingly, Gillett dropped the set of parentheses around the plural ending of "instances" on the left-hand side of the biconditional which allowed the realizer in [D] to be a single instance of the kind described by a flat theory. Instead, the only disjunction he employs in

---

5 The reference to triggering conditions in [C] creates a problem for [Dm], since the latter does not mention them. In any case, I will count them in [Dm]'s background conditions.
the *definiendum* of [Dm] concerns the location of the property instances $G_1-G_n$, either "in individuals $y_1-y_n$ (or individual $x$)," where I assume the latter is implied by a pertinent interpretation of the part-whole relation (in the sense of spatial location, if instances $G_1-G_n$ are "in" parts $y_1-y_n$, and those parts are "in" the whole $x$, then the instances $G_1-G_n$ are "in" the whole $x$). But the most important change is that Gillett replaced the "in virtue of" with technical terms about comprising powers in [Dm] that are tied to "mechanisms" in [C]. As a result, Gillett's new theory [Dm] contains (i) property instantiation; (ii) a metaphysics of causal powers; (iii) part-whole determination (relative to background conditions); and the claim that (iv) mechanisms grounded by the triggering and manifestation of powers $C_1-C_n$ together implement the mechanisms grounded by the triggering and manifestation of the target power $C_f$. Yet Gillett's modified theory has serious problems.

Gillett says in [C] that mechanisms grounded by powers $C_1-C_n$ associated with the part properties "implement" the mechanisms grounded by the power $C_f$ associated with the target property of the whole. But once again Gillett leaves this key term undefined. Hence, because [C] provides the analysis of the comprising powers cited in [Dm], Gillett ultimately defines "realization" by means of an undefined "implementation." This is at best unhelpful, since "implementation" stands equally in need of explication. This is at worst circular, since "implementation" is often used in the place of "realization," both among philosophers (Searle 1990, p.26; Chalmers 1996, p.309) and computer scientists (von Neumann 1956, p.43; McDermott 1976, p.144). Moreover, Gillett cannot assume any standard interpretation of "implementation" in the literature, since philosophers and computer scientists typically treat *implementation* as a one-to-one mapping between certain abstractly conceived items like machine tables or descriptions and the concrete states in a physical machine, or that same mapping plus the appropriate counterfactually supporting causal structure in the physical machine (see Chalmers 1996; Rapaport 1999). In contrast, a part-whole mechanistic explanation requires a one-to-many relation between a concrete whole and its concrete parts, such as a brain

---

6 Also, there is but one disjunction in the *definiens* about what receives the powers from the parts, namely, the "powers [are] contributed by $G_1-G_n$ to $y_1-y_n$ (or $x$)," and I assume this only means that the multiple property instances contribute powers either directly to the parts $y_1-y_n$ or indirectly to the whole $x$ by their direct contributions to the parts.
A similar argument could be made regarding Gillett's reference in [C] to mechanisms being "grounded" by the triggering and manifestation of powers, since Gillett leaves that term undefined too. Yet *grounding* is another way to think about inter-level relations, and it is often taken to be a metaphysical primitive that would be ill-suited for the kind of explanatory project that is expected from a theory of realization (see Jessica Wilson 2014). So, given that ideas about mere parts and wholes and causal powers are insufficiently explanatory, then the addition of *two* undefined inter-level terms will not yield an explanatory theory. [Dm] does not satisfy the Definition condition, since it leaves key theoretical terms undefined. And [Dm] does not satisfy the Explanation condition, since its undefined ideas fail to express any relevant features that explain the powers of a whole by the powers of the parts.

Now Gillett does not mention the issue of circularity regarding "implementation" or "grounds" directly, but he briefly states in a footnote that some readers may be concerned that the "interdefined nature" of [C] and [Dm] "may raise problems of circularity," and he then says:

---

7 E.g., in the case of neurotransmission, the explanation proceeds by breaking down the signaling function of a neuron into various processes involving certain parts, including the reception of neurotransmitter molecules, the opening of ion channels in a neuron's membrane, and the entrance of positively charged ion atoms through those channels into the cell body, all of which are crucial to the cell's depolarization (for more details, see Doyle, et. al. 1998; Jensen, et. al. 2012).

8 In a later paper Gillett (2013, p.312) says that a "process" is an individual manifesting a power that results in an effect, and he says that an individual "grounds" that process when its powers so result in an effect (2013, ibid.). This seems to be a different claim than what is made in [C] (2007). In [C] (2007) the triggering and manifestation of powers ground the individual mechanism. But in (2013) the individual mechanism grounds the triggering and manifestation of powers (presumably because the individual is a part of that larger process). Either way, the grounding remains undefined.
In response, it should be noted that I am offering an account in the metaphysics of science that simply seeks to articulate the nature of compositional concepts in the sciences, rather than trying to replace these scientific notions with other concepts. Furthermore, our basic concepts in some area are often inextricably intertwined and my account merely reflects this feature in the scientific case we have considered. For we have seen that concrete scientific cases posit “packages” of compositional relations between powers, properties, individuals, and mechanisms (2007, p.203, fn.13).

His remark about articulating "compositional concepts in the sciences" and his remark that such basic concepts are "inextricably intertwined" are very much like the two clarifications Gillett made about [D] (2002, p.322, fn.8) that I discussed earlier regarding scientific theories and a postulated interdefined link between realization and constitution. But there are two differences worth noting. First, because Gillett makes a direct appeal to "mechanisms" in [C], which he did not do in [D], [Dm]'s "implementation" is explicitly tied to mechanisms within the definition. Second, Gillett introduces even more nonreductive interdefined links with basic notions – not just between realization and constitution as before – but now a larger package of relations that includes "constitution for individuals," "comprising between powers," "implementation for processes," and "realization between properties" (2007, p.196, fn.6). But these clarifications do not help.

To begin, even though Gillett refers to "mechanisms" in [C], and thus by implication in [Dm], the definition does not actually state that realization occurs because the mechanisms are subject to a mechanistic explanation. Rather, Gillett utilizes the concepts already mentioned, saying that mechanisms grounded by powers $C_1$-$C_n$ should together "implement" the mechanisms grounded by $C_f$. That will imply a theory of realization based upon mechanistic explanation only if one defines "implementation" in terms of a mechanistic explanation, which Gillett does not do. Of course I believe Gillett wants [Dm] to express a part-whole mechanistic explanation, once the schema is appropriately filled in. He uses the term "mechanistic explanation," and he cites a number of familiar works that both promote and analyze mechanistic explanation (2007, p.194, fn.7). And of course mechanisms are subject to mechanistic explanation. But the problem is that Gillett's theory does not say that realization is a form of
mechanistic explanation. Instead, and again, its central inter-level ideas are the explanatorily inadequate generic notions of parts and wholes and causal powers plus the newly introduced but undefined ideas about implementation and grounds.

Also, in case one thinks that my point is mere "nitpicking" and that Gillett's reference to mechanisms in [C] should suffice, recall that Putnam too spoke about mechanisms – paradigm computing machines. Yet when it came to formulating a theory of realization or implementation for those machines, Putnam spoke of mappings and otherwise left the substantive theory of realization wide open. Gillett has done the same thing with his modified theory of realization, only he speaks in terms of implementation and grounds. Turning then to Gillett's clarification via a larger package of relations, the appeal to "constitution for individuals," "comprising between powers," "implementation for processes," and "realization between properties" (and grounding for mechanisms?) only widens the circle of ideas but does not break it. For the fact remains that "realization" rests upon key undefined ideas which ensure that [Dm] fails to satisfy the Definition and Explanation conditions. 9

Finally, I want to compare my argument to the only criticism in the literature specifically directed at Gillett's modified theory [Dm]. Polger (2010) cites Gillett's (2007) theory, and he makes three claims: (a) it is merely a "descriptive" theory that says when or that an ontological dependence relation holds, not an "explanatory" theory that helps one to understand why or how that dependence occurs (2010, pp.200-202); (b) it is problematic because, unlike the authors he cites, Gillett's theory is insensitive to the difference between aggregates and mechanisms (2010, pp. 204-7); and (c) given these problems, one should prefer a flat functional-role theory (2010, pp.199, 210), although Polger concedes that a dimensioned approach provides an apparently a

9 Gillett adds in a more recent work that the parts in a constitution relation have "spatio-temporal, powerful, and/or productive" relations to each other (2013, p.311). But Gillett does not define the kind of "spatio-temporal relations" in question or indicate how they would either exclude unexplained emergent cases or capture the desired range of scientific explanations. Also, by "powerful" Gillett (2013, p.312) only means the notion of causal powers introduced by Shoemaker. And by "productive" Gillett (2013, p.312) only means the power of an individual to be triggered and manifested to produce an effect – all of which are ideas already expressed in [C] and [Dm].
more plausible account of "vertical" or part-whole constitutive mechanistic explanation (2010, p.199-200). Now I agree with Polger on (a), although my reasons for rejecting the explanatory adequacy of [Dm] are different than his. Briefly, Polger interprets [Dm] like Gillett's original egalitarian theory [D] that applies when the individuals are mereologically related and when they are not (Polger 2010, p.200). He then argues that [Dm] does not indicate which, among the available options – identity or composition via some spatially overlapping matter or a proper-part-to-whole relation – is the relation that is explanatorily relevant (2010, pp.200-2).  

10 I read [Dm] differently as a pure proper-part-to-whole theory, as I stated previously. But, regardless, Polger does not mention anything about Gillett's reliance upon the undefined notion of implementation that provides the basis for my criticism that the theory violates the Definition and Explanation conditions. Our arguments are quite different.

Regarding (b), whereas I agree that [Dm] is insensitive to the distinction between aggregates and mechanisms, yet contrary to Polger I think the fact that Gillett means something much broader by "mechanistic explanation" than those he cites within the recent mechanistic movement within philosophy is actually a point in favor of Gillett's view. As I will argue in the next section, if one wants a general theory of realization that extends beyond the special sciences like biology and cognitive science, then one cannot be restricted to the mechanisms described in those special sciences. Finally, regarding (c), rather than fall back on a flat functional-role view because of problems with [Dm], I will construct a better part-whole dimensioned theory in the next section. Moreover, although I do not have the space to develop the argument here, I also think this part-whole theory provides a needed supplement for the kind of flat functional-role theory that Polger prefers (see Endicott, forthcoming).

10 Polger (2010, p.2002) also seems to tie this point to Shapiro's (2004) argument that, for purposes of functional analysis, one should discriminate among the parts and properties that combine to determine a functional property. However, Shapiro's argument applies even after one has set aside the options of identity and spatially-overlapping constitution and settled upon a relation of proper parts to whole. That is, among an object's proper parts, some will be relevant to a functional analysis and others not.
4. Realization via Special Mechanisms and General Structures

Although Gillett's dimensioned theories [D] and [Dm] have problems, I believe his reference to mechanisms and his many discussions of mechanistic explanation point in the right direction. Specifically, I suggest that a better part-whole theory of realization can be formulated if one drops the undefined terms and incorporates an explicit clause about mechanistic explanation. I think one should also resist reading Gillett's system of "constitution for individuals," "comprising between powers," and "realization between properties" in a metaphysically extravagant way that implies substantively different relations in the world. As a good Aristotelian, I think one may understand the relations between properties and powers by the relations between the individuals that possess them. I thus recommend that one drop Gillett's [C] and then revise [Dm] along the lines suggested:

\[ \text{[PWme]} \text{ Properties/relations } G_1-G_n \text{ instantiated by an individual } x \text{'s proper parts } y_1-y_n \text{ realize a property/relation } F \text{ instantiated by that individual } x, \text{ under background conditions } B, \text{ if and only if, } x \text{ instantiates } F \text{ and } x \text{'s proper parts } y_1-y_n \text{ instantiate } G_1-G_n; \text{ it is necessary that if } y_1-y_n \text{ are proper parts of } x, \text{ and } y_1-y_n \text{ have } G_1-G_n, \text{ and } B \text{ holds, then } x \text{ has } F; \text{ and } y_1-y_n \text{ having } G_1-G_n, \text{ along with their causal powers, provide a mechanistic explanation for } x \text{ having } F, \text{ along with its causal powers, under } B, \text{ but not vice versa.} \]

Unlike Gillett's [D], [PWme] is a pure part-whole theory. It is also simpler than Gillett's [D] and [Dm], since it is framed in terms of properties that are instantiated by individuals, leaving talk of property instances, or similar items such as event structures, tropes, and states of affairs to one side (such things may exist when an object instantiates a property, but there is no need to refer to them). But the important difference is that [PWme] contains an explicit reference to mechanistic explanation. So [PWme]'s main elements are: (i) property instantiation, (ii) a metaphysics of causal powers, (iii) part-whole determination (relative to background conditions), and now the further constraint that (iv) the parts and their properties and relations provide a mechanistic explanation for the target property of the whole.

Now this kind of theory is not unprecedented. There are flat mechanistic theories of realization, for example, functional-role theories that speak of the occupier as the mechanism for
the role-defined property (Kim 1993b; Tye 1995). But there are also part-whole mechanistic theories of realization. Thus, Robert Cummins' (1975) offered a part-whole functional analysis, of which mechanistic explanation is a more specific species (Craver 2001 develops Cummins' functional analysis into a current and highly influential account of mechanistic explanation). I will have more to say about Cummins' views shortly. As well, Laurence Shapiro (2004) cites Cummins' functional analysis as a constraint on what may count as a realization, thus implying a theory like [PWme]. Also, Matthew Haug (2010) recently describes something like [PWme] by speaking of realization in terms of mechanistic explanation, and by citing (2010, p.320) authors who promote notions of mechanistic explanation that are tailored to functionally organized systems in biology and cognitive sciences (Bechtel and Richardson 1993; Machamer, Darden, and Craver 2000; Craver 2007). Nevertheless, different philosophers mean different things by "mechanistic explanation," which leads to different theories of part-whole mechanistic realization. This key term must be explained.

Thus, most contemporary philosophers of science understand mechanistic explanation in a special way for functionally organized biological, engineering, and cognitive systems. There are multiple lines of influence for this view, but one traces back to Richard Levins' (1970) distinction between "aggregate," "composed," and "evolved" systems. According to Levins, aggregate systems are such that "the properties of the whole are statistics of the properties of parts" (1970, p.76). So the mass of a pile of sand would be a property of an aggregate, since it is explained by a simple summation principle applied to the mass of each part. But, according to Levins, composed systems require more than simple statistical methods, even though "the properties of the parts can be completely specified by study in isolation," as illustrated by an engineering circuit (1970, p.77). Finally, Levins says that evolved systems are such that the parts are not "obviously separable" (1970, p.77), by which he means that, unlike mere composites, their functions can only be specified by relations to other parts within the system.  

Likewise, William Bechtel and Robert Richardson (1993, p.26) distinguish between aggregate systems for whom intersubstitution of parts holds, component systems for whom intersubstitution fails but the functional behavior of a part is intrinsically determined, and integrative systems for whom intersubstitution fails but the functional behavior of a part is determined by a broader systemic organization, such as feedback among subsystem parts. I also think that John
Levins, William Wimsatt (1986, pp.260-68) then offered four criteria that define aggregativity \textit{vis-à-vis} a system property targeted for explanation by the parts, and he proposed that the degree to which a case fails to meet these criteria provides an opposing classification of a system as a mechanism. I will mention two criteria. As Wimsatt would later formulate them:

(InterSubstitution). Invariance of the system property under operations rearranging the parts in the system or interchanging any number of parts with a corresponding numbers of parts from a relevant equivalence class of parts …

(Linearity). There are no Cooperative or Inhibitory interactions among the parts of the system which affect this property (2006, p.676).

So the mass of a pile of sand is a system property of an aggregate because one grain can be interchanged with another without affecting the overall mass of the pile, and also because there are no cooperative or inhibitory interactions between the grains of sand. In contrast, familiar mechanisms like computing machines and assorted neural systems fail to meet these conditions. Thus, neurotransmission is not subject to intersubstitution of parts, for if the excitatory neurotransmitter molecules in the dendrites are switched with the ion channel molecules in the cell body there will be no neurotransmission (see again fn. 7). Also the targeted function of a neuron does not exhibit simple linearity, as Wimsatt defines it, since there are both excitatory and inhibitory interactions, depending upon neighboring neurons and what kind of neurotransmitters they release. Mechanistic explanations must therefore utilize principles that apply to such functionally organized systems. And mechanisms display other features. For example, as Machamer, Darden, and Craver (2000, p.11) describe them, mechanisms involve a functional \textit{process}, in the case of neurotransmission, how the parts of the neural system work from a start-up condition whereby a pre-synaptic neuron releases neurotransmitter molecules, an

Haugeland's (1978) distinction between "morphological" versus "systematic" explanations is roughly equivalent to the latter two cases, i.e., composed systems (e.g., explaining how a cup holds coffee and how a fiber-optics bundle preserves the data it received) and then the functionally organized systems (e.g., explaining how an automobile engine works and how the brain does its information processing).
intermediate stage whereby a post-synaptic cell receives the neurotransmitters, to an end-state condition whereby the post-synaptic neuron depolarizes and thus transmits a signal. They also involve multiple-level, nested hierarchies, which they illustrate with the same case of neurotransmission: "the activation of the sodium channel is a component of the mechanism of depolarization, which is a component of the mechanism of chemical neurotransmission, which is a component of most higher-level mechanisms in the central nervous system" (2000, p.13). And they observe that explanations of such mechanisms typically bottom out in the lowest level of interest for a given scientist, research group, or field (loc. cit.). Let "mechanism" thus mean a functionally organized, multiple-level, nested hierarchical system with cooperative parts that cannot be substituted for one another.

Of course not every case is either a pure aggregate or a pure mechanism, which is why Levins spoke of a middle ground for "composites" and why Wimsatt spoke about forms of aggregativity and degrees of satisfaction for the criteria. One may thus count organizational complexity as a matter of degree, conceiving of each case on a continuum with pure aggregates as a limiting case on one end, assorted composites in the middle, and paradigm systematic mechanisms as a limiting case at the other end. One may also adopt the same convention for their explanations. Thus, by this scheme, "mechanistic explanation" contrasts with other part-whole explanations that target less functionally organized systems. Indeed, this division has now become entrenched within the philosophy of science.

But not everyone equates mechanistic explanation with the explanation of functionally organized systems, as described above. For example, Gillett uses "mechanism" very broadly to cover any case where there is a composite object whose causal powers are explained by the powers of its parts. Thus, in the same paper where Gillett (2007) introduces [Dm], he offers the definition as a way to make sense of a broad range of "compositional" cases in the sciences, not just those involving paradigm mechanisms like computing machines and machine-like biological systems. In accordance with this broad usage, Aizawa and Gillett (2009, p.183) reject competing accounts of realization if they fail to acknowledge "all the kinds of scientific explanations that reveal 'causally relevant properties.'" Yet aggregates are compositional cases in the sciences, and their mass is surely a causally relevant property. The same is true for assorted other properties of composites, such as "density, refractive index, conductance, etc." (Aizawa and Gillett 2009,
Indeed, Gillett's oft-used example of the diamond lattice (Gillett 2002; Aizawa and Gillett 2009) is not a mechanism in the special sense described above.

Recall that Polger (2010) views this as a problem. But Gillett is not wrong to speak in this fashion. Philosophers and scientists have spoken for centuries about a "mechanistic view of the universe," not just a mechanistic view of neural systems. They have also spoken about "mechanics" as a branch of physics, not biology. Émile Durkheim (1893) even spoke of "mechanistic" social groups with exactly the opposite meaning from what is intended by the recent mechanistic movement in biology and cognitive science – for him the "organic," not the "mechanistic," displays an interdependence of constituent members. But however one wants to mark the distinctions, some distinctions should be made. Thus I will adopt the convention that distinguishes "mechanistic explanation" in a special sense that is confined to highly organized functional systems from "compositional explanations" and "aggregate explanations" that extend to less functionally organized systems, pace the Levins-Wimsatt scheme. I will also interpret [PWme] as a special theory for such mechanisms. Hence one may now consider a more general theory:

\[ PW_{acme} \]

Properties \( G_1-G_n \) instantiated by individual \( x \)'s proper parts \( y_1-y_n \) realize a property \( F \) instantiated by that individual \( x \), under background conditions \( B \), if and only if, \( x \) instantiates \( F \) and \( x \)'s proper parts \( y_1-y_n \) instantiate \( G_1-G_n \); it is necessary that if \( y_1-y_n \) are proper parts of \( x \), and \( y_1-y_n \) have properties \( G_1-G_n \), and \( B \) holds, then \( x \) has \( F \); and \( y_1-y_n \) having \( G_1-G_n \), along with their causal powers, provide something within the spectrum from aggregate to composite to mechanistic explanation for \( x \) having \( F \), along with its causal powers, under \( B \), but not vice versa.

So \( PW_{acme} \) contains (i) property instantiation, (ii) a metaphysics of causal powers, (iii) part-whole determination (relative to background conditions), and now a more general condition (iv\textsuperscript{acme}) that appeals to aggregate, or composite, or mechanistic explanations. \( PW_{acme} \) thus meets the two desiderata for a theory of realization I introduced earlier. It does not resort to key undefined terms like "in virtue of" or "implements" to supplement its core metaphysical components. And it expresses the fairly well understood concepts of part-whole
explanation in the sciences covered by the Levins-Wimsatt scheme of classification. I also prefer [PWacme] over a specialized theory like [PWme] for the simple reason of generality. [PWacme] is defined to include [PWme]'s special mechanistic explanations, and hence nothing is lost by adopting [PWacme] and much is gained by incorporating other part-whole explanations. Indeed, given that highly functionally organized systems decompose into simpler systems, mechanistic explanations are always underwritten by compositional and aggregate explanations. 12 This provides yet another reason to prefer the general [PWacme] over the special [PWme].

And of course, in light of my previous criticism, I prefer [PWacme] over Gillett's [Dm]. Even though Gillett's broad view of mechanistic explanation covers a similarly broad range of cases, [PWacme] alone is explicitly defined in terms of the said types of explanation and it does not invoke key undefined concepts. [PWacme] is thus a mixed theory that has the explanatory virtues of mechanistic theories as well as the larger scope desired by Gillett.

Finally, I should point out that the result is much like a part of Cummins' (1983) view of realization that has been neglected in recent discussions of realization – not his functional analysis but his more general property theory. To wit, Cummins says that property theories explain what it is for a system to have a property (rather than why a system changes from one state to another). In the case of dispositions, they do this by analyzing the system into simpler dispositions. They are thus whole-to-part decompositional theories. 13 Moreover, as Cummins conceives it, a complete explanation by this kind of theory involves two stages: an analysis of the property and then an account of how the property is instantiated (1983, 31). This too is decompositional. So a property instantiation theory explains how a property of a system S is

12 Interestingly, it might not be true that compositional explanations are always underwritten by simple aggregate explanations, e.g., if quantum-entangled states are not determined by the intrinsic physical properties of the individual particles but rather arise non-locally, exemplifying a kind of non-separability (see Maudlin 1998).

13 Cummins says that property theories fall under the general "analytic strategy" exhibited in the sciences (1983, p.17). Compare how Nancy Cartwright summarizes the "analytic method" in physics: "to understand what happens in the world, we take things apart into their fundamental pieces; to control a situation we reassemble the pieces, we reorder them so they will work together to make things happen as we will" (1999, p.83).
instantiated by means of “the properties of S’s components and their mode of organization” (1983, p.15). In short, that is a part-whole dimensioned theory of realization.

Now, what is important for present concerns, Cummins distinguishes three kinds of property theory. There is a general "property analysis" under which Cummins includes such things as Einstein's explanation of the photoelectric effect whereby metals have a disposition to emit electrons when they absorb light as well as the explanation of Archimedes' Principle that specifies the disposition of water to exert an upward buoyant force on a submerged body (1983, pp.19-21). There is also Cummins' well-known "functional analysis" as a special case of this general property analysis when the property is a disposition or capacity and when that capacity is understood functionally by its role within a containing system (a function, he adds, that can be specified by a program or a flow chart (1983, p.28)). Then there is a more special kind of functional analysis, which Cummins calls an "interpretive analysis," that views a more narrow range of functionally organized systems in terms of a semantic interpretation of their supposed symbols, pace the symbol system hypothesis for computing machines (1983, pp.34ff.).

So consider the general property theory, including both the analysis and the instantiation theory. Cummins acknowledges that there are instantiation and composition laws (1983, pp.7, 17-18), although he rightly emphasizes that the force of an explanation via a property instantiation theory derives from the parts and their mode of organization rather than the mere fact of a covering law or part-whole determination. So, taking all this together, Cummins offers a general part-whole property instantiation theory [GPI] that contains (i) property instantiation, (ii) a metaphysics of capacities or dispositions, (iii) part-whole determination or instantiation laws, and the condition that (iv) the parts provide an explanation of a target property of the whole. If one includes the special functional and interpretational explanations under this general property instantiation theory, the result is something very much like [PWacme].

There are differences. For example, the inclusive [GPI] incorporates a ternary distinction between property, functional, and interpretive analysis. [PWacme] is informed by a ternary distinction between aggregate, composite, and mechanistic explanation. They are not equivalent.

---

14 Although Cummins presents his functional analysis as a way to understand the function of a part in terms of a containing system (e.g., the heart vis-à-vis the circulatory system), it is also a way to thereby understand a function of the whole in terms of the functions of the parts.
[PWacme] is more detailed at the low end of the spectrum by distinguishing aggregates from other composites, whereas [GPI] is more detailed at the high end of the spectrum by distinguishing symbol systems from other functional systems. There is also a substantive difference, given that Cummins' (1983) interpretive analysis reflects a kind of instrumentalism for special science explanations that appeal to encoded symbols that I do not endorse and that I did not include in my gloss on mechanistic explanation (Cummins moved to a more realism-compatible view in 1996). Nonetheless, the theories are much in the same spirit by explicitly tying realization/instantiation to part-whole explanations in the sciences.

Of course there are other ways to categorize the vast array of existing part-whole explanations in the sciences. For example, within the special range of mechanistic explanations one might distinguish between mere functionally organized symbol systems and those that are program-controlled (see Piccinini 2010). My point in offering [PWacme], with its Levins-Wimsatt scheme of classification, is to supply a good part-whole dimensioned theory of realization that meets the Definition and Explanation conditions, not to establish that it is the only kind of part-whole theory that will meet those conditions.


In spite of the popularity of theories of realization based upon forms of scientific explanation, legitimate questions could be raised about their use as a theory of realization. I will discuss four that are relevant to [PWacme]. The first issue concerns explanations that appeal to wide facts versus narrow theories framed in terms of an individual's causal powers. Thus Robert Wilson (2001) would take issue with [PWacme]'s focus on the individual and its parts, endorsing instead a theory of wide realization that appeals to assorted semantic, social, and historical items outside the individual. And Polger (2007) would take issue with [PWacme]'s focus on causal properties, endorsing instead a broad notion of functional realization that subsumes paradigm cases such as the realization of abstract automata or machine tables that are not individuated by causal powers.

Yet, in response, perhaps one could extend [PWacme] in the desired directions, creating a wide part-whole theory that includes both external objects as parts of larger wholes along with any additional principles needed to explain a property of such extended wholes in terms of their parts. For example, in the case of historical evolution, one might treat a species as an extended spatio-temporal individual, and then explain the evolution of a species in terms of the selection
of traits among these member parts (Hull 1989; Winther 2011). To illustrate with the Giant Panda, one could view early member-parts with their small radial sesamoid bones as an initial temporal stage of the extended individual species, later member-parts with their larger bones as intermediate stages where selection occurred, and the present member-parts as a final stage where the members enjoy the larger bones that function as thumbs. Similarly, in the case of semantic externalism, one might postulate an extended mind that encompasses represented objects, and then explain the mind's beliefs in terms of relations between the parts that are represented and the parts that represent them. Or, what I think is the safer course, one could leave [PWacme] unchanged and simply to take it to provide a limited picture of the world that is compatible with wide theories. For example, in the case of wide semantic content, questions about the meaning of symbols within a cognitive system might be answered by a different kind of theory even when questions about the syntax of the symbols are answered by an individualistic theory about the parts, their causal properties, and their relations (see Endicott 2012 for an illustration).

The second issue concerns a possible conflict between realism and explanation. Some maintain, I think rightly, that scientific explanations are relative to the specific interests of the scientists who employ them (Wimsatt 1974; Machamer, Darden, and Craver 2000), or that they involve not only metaphysical facts in the world but also facts about understanding and communication (van Fraassen 1980; de Recht 2009). Someone might then worry that a theory like [PWacme] has the unwanted consequence that realization is mind dependent, as if the realization of a dinosaur's circulatory system by its parts actually depended upon the existence of explanatory practices by understanding minds that will exist in the future. Yet, in response, perhaps one could resist the irrealism by resorting to a purely metaphysical sense of explanation according to which facts explain things regardless of any cognitive or communicative features (e.g., Strevens 2000, p. 6, gives precedence to the metaphysical notion). But suppose good scientific explanations involve both. How does one avoid any unwanted mind dependence? Note that even if an explanation is relative to one's interests, it does not follow that the items designated by an explanation are interest relative or subjective. What is selected for attention may be objective facts in the world (see Lipton 1991, pp.123-25). Moreover, one may avoid any unwanted mind-dependence with the help of a counterfactual analysis. For [PWacme], one could stipulate that properties $G_1-G_n$ "provide an explanation" for $F$ means only that $G_1-G_n$ would
allow one to better understand their relation to $F$ if they were included in the pertinent part-whole explanations.

The third issue concerns a possible conflict between explanation and lawful determination. On the one hand, determination implies sufficient conditions. If $x$ determines $y$, then $x$ is a sufficient condition for $y$. On the other hand, it is a consequence of several plausible views about explanation that, among the multitude of factors that are jointly sufficient to produce some outcome, an explanation is typically selective inasmuch as it presents only a smaller group of factors that are especially relevant for the outcome in question. Consider Bas van Fraassen's (1980) example that spraying the plant with defoliant explains why it died even though the former is not a sufficient condition for the latter, given other factors and other contrasts that one might have in mind when asking why the plant died. Or consider Carl Craver's (2007) notion of constitutive relevance which does not require that the parts and properties cited in a mechanistic explanation enable one to derive the targeted phenomenon. As a consequence, on these and many other views, the items cited in an *explanans* typically do not supply a sufficient condition for the items targeted in the *explanandum*. One might then worry that the selectivity of explanation is inconsistent with the part-whole determination assumed by [PWacme].

Yet, in response, [PWacme] is wholly consistent. It may be true that the explanatorily relevant parts $y_1$-$y_n$ and their part properties $G_1$-$G_n$ cited in condition (iv$^{acme}$) do not supply a sufficient condition for $x$ having the target property $F$, either individually or collectively, and yet it may also be true that what supplies a sufficient condition is those same lesser parts $y_1$-$y_n$ having $G_1$-$G_n$, given assorted background conditions $B$, pace condition (iii). For example, whereas typical explanations for neurotransmission highlight facts about how positively charged ion atoms enter into the cell body and cause it to depolarize, these explanations assume a host of things that are required for a sufficient condition – that the myelan sheath which surrounds the axons has not been damaged or deteriorated, that the atoms are built from proper physical parts like quarks and leptons rather than immaterial monads that may defeat the function of a neuron at will, and so on. For convenience, let $B$ represent an "ideal scientific text" that includes all such assumptions about the place of the pertinent parts and properties within the world (cf. Railton 1981). If $B$ is so understood, then determination is guaranteed *via* a realization law of the form I have already employed in [PWacme]: it is necessary that if parts $y_1$-$y_n$ have properties $G_1$-$G_n$, and $B$ holds, then the whole $x$ has $F$. 
The fourth and final issue concerns part-whole determination and the potential for a promiscuous amount of multiple realization. Thus, Laurence Shapiro (2004, pp.44-57) argued that Gillett's original theory [D] trivializes the notion of multiple realization because there are a multitude of factors combine to determine the instantiation of a property. For example, in the case of neurotransmission, such facts include a solitary quark within the neural cell, and not just parts that are especially salient in the explanation for neurotransmission, such as having enough ion atoms enter through the cell's ion channels to cause depolarization. Thus, Shapiro argued, a change with respect to that solitary quark will count as an alternate realization on Gillett's view, rather than a change in something more functionally relevant to neurotransmission like the mechanism of ion channels. One might then worry that [PWacme] suffers from the same problem, being a development of Gillett's dimensioned view that accepts part-whole determination. Yet, in response, this is a point at which the main difference between Gillett's theories and my preferred theory pays dividends, for by [PWacme] only the parts \( y_1-y_n \) and their properties \( G_1-G_n \) that serve in one of the pertinent part-whole scientific explanations will count as a realization. For example, a mechanistic explanation for neurotransmission typically bottoms out well before the level of fundamental physics. So a solitary difference in the presence or absence of one quark in the neural cell body is typically irrelevant to the explanation. Indeed, Shapiro suggests that one may solve the problem by viewing realization in terms of the select group of parts that serve a Cummins-style functional analysis of the target system property. I suggest the same thing with respect to the selective group of parts and properties highlighted for attention in the explanations described by [PWacme].

No doubt there are more issues to consider. But, when measured against potential problems based upon familiar philosophical questions and debates, I believe that [PWacme] stands as a plausible theory of realization. So, in summary, I have argued that Gillett's dimensioned theories [D] and [Dm] are inadequate because they rest upon undefined terms like 'in virtue of' and "implement" that are not explanatory in the way expected from theories of realization. But I agree with Gillett's emphasis upon part-whole dimensions as well as the aim to capture a wide range of scientific explanations. I have therefore proposed a special part-whole mechanistic theory [PWme] as well as a preferred general part-whole theory [PWacme] that replace the stated undefined terms with an explicit reference to the appropriate range of explanations in the sciences.
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