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Causal complexity and psychological measurement
Markus Ilkka Eronen

Department of Theoretical Philosophy, University of Groningen, Groningen, The Netherlands

ABSTRACT
Psychological measurement has received strong criticism 
throughout the history of psychological science. 
Nevertheless, measurements of attributes such as emotions 
or intelligence continue to be widely used in research and 
society. I address this puzzle by presenting a new causal 
perspective to psychological measurement. I start with 
assumptions that both critics and proponents of psychologi-
cal measurement are likely to accept: a minimal causal con-
dition and the observation that most psychological concepts 
are ill-defined or ambiguous. Based on this, I argue that 
psychological measurement is fundamentally different from 
measurement in the physical sciences but can nevertheless 
be useful.
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1. Introduction

Psychological measurement has been a topic of much debate ever since the 
birth of psychological science. Measurements of attributes such as emotions, 
well-being, or intelligence are widely used for various purposes in society, 
but it remains a matter of discussion whether psychological measurement is 
analogous to measurement in the natural sciences, and to what extent it 
qualifies as measurement at all. Authors such as Michell (1997, 1999, 2008) 
and Trendler (2009, 2019) have forcefully argued that psychological 
researchers have not shown that psychological attributes are quantitative 
and that there is no reason to believe that psychologists are actually measur-
ing anything. This criticism has led to much discussion among theoretical 
psychologists and philosophers (e.g., Borsboom & Mellenbergh, 2004; 
Bringmann & Eronen, 2016; Franz, 2022; Humphry, 2013; Sherry, 2011) 
but has had few if any practical implications. In practice, psychological 
measurement continues to play a fundamental role in both science and 
society. This results in a puzzling situation: Are the criticisms of 
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psychological measurement fundamentally flawed or are psychologists 
indeed not measuring anything, in spite of appearances?

In this paper, I present a new perspective to the debate, which 
explains both what the skeptical accounts of psychological measure-
ment get right, and how psychological measurement practices can 
nevertheless be useful. My general approach is to focus on the causal 
underpinnings of psychological measurement, and put forward 
a minimal causal condition that measurement should satisfy. This 
condition is so minimal and weak that both critics and proponents 
of psychological measurement will find it hard to deny. I then show 
that, in light of this condition, psychological measurement practices 
are not analogous to measurement in physics but can nevertheless be 
useful.

My approach assumes the interventionist account of causation: Due to its 
minimalistic nature and continuity with scientific practice and causal mod-
eling, it provides an appropriate notion of causation for the purposes of this 
paper. The interventionist account has been developed by Woodward 
(2003) and reflects insights from the causal modeling literature (Pearl,  
2009; Spirtes et al., 2000). Its core idea is that causes make a difference to 
their effects and that causal relationships are potentially or ideally exploi-
table for manipulation and control. More precisely, X is a cause of Y if and 
only if the value (or the probability distribution) of Y would change under 
some intervention on X, and the intervention has to change X in such a way 
that the change in Y is only due to the change in X and not any other factor 
(see Woodward, 2003, 2015 for more details). Importantly, interventionism 
does not require any metaphysical assumptions about the nature of causa-
tion or the causes themselves; all that is needed is some coherent conception 
of how the putative causes can be changed or manipulated.

The structure of this paper is as follows. First, I will introduce the 
minimal causal condition for measurement. Next, I discuss causal complex-
ity and conceptual ambiguity in psychology, and how they (in conjunction 
with the minimal causal condition) lead to fundamental obstacles to psy-
chological measurement. I then discuss possible objections, and conclude by 
considering the implications for psychological measurement and ways 
forward.

2. A minimal causal condition for measurement

Throughout the 20th century, causality did not play a significant role in 
discussions of psychological measurement. The reasons for this are com-
plex, but one important factor is general hesitance and avoidance of causal 
language, largely due to the influence of logical positivism (Borsboom, 2005; 
Grosz et al., 2020). In the philosophy of science, discussions of measurement 
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have revolved around the representational theory of measurement (RTM; 
Suppes et al., 1989). As its name suggests, RTM is focused on representa-
tional relationships between empirical and numerical systems, and does not 
refer to causal notions.

However, in recent times causality has started to find its way to discus-
sions of psychological measurement (Bollen, 2002; Bollen & Pearl, 2013; 
Borsboom et al., 2004; van Bork et al., 2022). A key insight underlying these 
approaches is that in valid measurement the attribute or property that is 
being measured should cause the measurement outcome. To take an exam-
ple from physics, in valid temperature measurements, variations in tem-
perature should cause variations in thermometer readings. Similarly, in 
valid measurements of a psychological attribute such as sad mood, varia-
tions in sad mood should cause variations in responses to items measuring 
sad mood.1

More concretely, it has been argued that psychometric measurement 
models, more specifically latent variable models, should be seen as causal 
models (Bollen & Pearl, 2013; Markus & Borsboom, 2013; van Bork, Wijsen, 
et al., 2017). Latent variable models are at the core of state-of-the-art 
accounts of testing and measurement in psychology, such as item response 
theory (Markus & Borsboom, 2013). A standard latent variable model 
consists of one unobserved (latent) variable, such as reading proficiency, 
and several observed variables or indicators, such as variables representing 
responses to items in a questionnaire or test (e.g., a reading proficiency test). 
The values of the observed variables are seen as measurements of the latent 
variable, possibly with some error.

Measurement models of this kind are most plausibly interpreted as causal 
models that reflect causal assumptions (Bollen & Pearl, 2013; van Bork, 
Wijsen, et al., 2017). For example, the latent variable models standardly 
assume “local independence”, meaning that the observed variables are 
statistically independent of each other, when controlling for the latent 
variable. This is exactly the case when the latent variable is the common 
cause of the observed variables, and the observed variables do not causally 
interact with each other. Assumptions like this are hard to justify if the 
model is treated as a non-causal model, for example, as a summary statistic 
(Bollen & Pearl, 2013; van Bork, Wijsen, et al., 2017). Therefore, insofar as 
psychological measurement models are latent variable models, they seem to 
be (tacitly) assuming that the attribute that is measured is causing the 
measurement outcomes.

Borsboom and colleagues have further developed this insight into an even 
stronger and more explicitly causal account of psychological measurement 
(Borsboom, 2005; Borsboom et al., 2004). They take as a starting point the 
core idea of validity: a test or measurement is valid if and only if it measures 
what it is intended to measure. Based on this, they elevate causality to 
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a necessary and sufficient condition for valid measurement: “a test is valid 
for measuring an attribute if and only if . . . variations in the attribute 
causally produce variations in the outcomes of the measurement procedure” 
(Borsboom et al., 2004, p. 1061, emphasis added).

For the purposes of this paper, it is not necessary to defend a full-blown 
causal account of measurement. Instead, what is enough is the following 
minimal causal condition, which can be distilled from the accounts dis-
cussed above:

Minimal causal condition for measurement: O is a valid measure of X only 
if there is a causal relationship from X to O.

This minimal causal condition posits that a causal relationship between 
the target of measurement and the measurement outcome is a necessary 
(but not sufficient) condition for valid measurement. X can refer to an 
attribute, property, or a state; this condition is intended to be as minimal 
as possible, and compatible with various views of the nature of the targets of 
measurement. Similarly, O can refer to any outcome of a measurement 
procedure, such as instrument readings or responses to items in 
a questionnaire. Note also that the minimal condition does not require 
that we actually know what the causal relationship is, just that there is 
a causal relationship from X to O. The problem (that I will discuss in the 
following section) is that in psychology we usually do not have justification 
to assume the latter (i.e., that there is a causal relationship from X to O).

As this condition is only a necessary one, it is compatible with further 
requirements for valid measurements. For example, one might also require 
evidence that the attribute of interest is in fact a quantitative attribute 
(Michell, 1999, 2008). One might also add requirements from model- 
based approaches to measurement: For example, that one needs to provide 
a model of the actual measurement process and interactions of the instru-
ment and the attribute of interest (Mari, 2005; Tal, 2017). These further 
conditions are compatible with but not directly releivant for my argument, 
as I will focus on the consequences that the minimal condition by itself has 
for psychological measurement.

3. Conceptual ambiguity and causal complexity

In spite of being a relatively weak assumption, the minimal causal condition 
results in severe problems for psychological measurement. I will focus on 
two features of psychology that, in conjunction with the minimal causal 
condition, lead to trouble: the conceptual unclarity that abounds in psychol-
ogy, and the massive causal complexity of the mind-brain.

First, it is widely accepted that most psychological concepts are not 
well-defined (Flake, 2021; Franz, 2022; Podsakoff et al., 2016; Scheel 
et al., 2021). A salient example of this is psychological symptoms 
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(Bringmann et al., 2022; Wilshire et al., 2021). Symptoms are crucial for 
diagnosing and treating individuals with mental disorders, and also play 
a central role in explanatory models of mental disorders (such as network 
models, Borsboom, 2017). However, what symptoms are and how they 
should be conceptualized is far from straightforward. For example, as 
Wilshire and colleagues point out, patient narratives suggest that the 
symptom ‘impaired concentration’ may variously refer to experiencing 
a mental blank, being interrupted by intrusive thoughts, or drifting off 
topic. These seem like distinct phenomena: experiencing mental blanking 
is very different from suffering from intrusive thoughts. In other words, 
at closer inspection, the concept ‘impaired concentration’ seems to refer 
to several phenomena that are in fact distinct. Importantly, this kind of 
conceptual ambiguity is not unique to impaired concentration, but also 
holds for other symptoms such as anhedonia and fatigue (Wilshire et al.,  
2021).

From a causal perspective, this conceptual unclarity is detrimental to 
psychological measurement, because it means that we do not know the 
causal structure of concepts we are intending to measure. To see this, let 
us focus on impaired concentration as an example, and consider a situation 
where impaired concentration is measured with multiple items. This then 
corresponds to a standard psychometric measurement model, where 
impaired concentration is represented as a latent variable, and the observed 
variables represent responses to different items assessing impaired concen-
tration. The problem is that if impaired concentration actually consists of 
several distinct phenomena, this representation is not correct (see also 
VanderWeele, 2022). Impaired concentration is not a single phenomenon, 
but actually refers to three distinct phenomena that are causally different 
(i.e., their causal relationships to other phenomena are different from each 
other) and therefore should be represented with distinct variables. 
Moreover, each of these three variables may be causally related to the 
observed variables in different ways: for example, perhaps blanking causes 
positive responses to variable A but not B, and drifting off topic causes 
positive responses to variable B but not A, and so on. Thus, this is not a case 
of multiple realizability, where the same property (impaired concentration) 
can be realized in different ways (e.g., as blanking and/or as intrusive 
thoughts). Rather, the property as it was originally conceived “fractionates” 
(Wilshire et al., 2021) into different properties that are causally distinct and 
only superficially similar.

The upshot is that when a standard measurement model represents 
impaired concentration as a single variable, whereas it in fact comprises 
three distinct phenomena, it is a causally incorrect model. This is where the 
minimal causal condition becomes relevant: In this case, the measurement 
outcomes (observed variables) are not caused by the variable we are 
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intending to measure (impaired concentration), but by one of the three 
other phenomena. Therefore, the minimal causal condition is not satisfied, 
and we do not have measurements of impaired concentration.

If impaired concentration would be just an isolated example, this pro-
blem would not be very devastating for psychology. However, similar issues 
of conceptual unclarity have been identified for a broad range of other 
central psychological concepts, such as emotions (Weidman et al., 2017), 
well-being (Alexandrova, 2012, 2017), or attention (Hommel et al., 2019). In 
fact, it is hard to find a central psychological concept that has not received 
criticism for being ill-defined, ambiguous, or vague, and there are many 
overview articles laying bare the conceptual unclarity that abounds in 
psychology (e.g., Bringmann et al., 2022; Podsakoff et al., 2016; Scheel 
et al., 2021).

Thus, in order to make progress in psychological measurement, it seems 
that what is needed is a clearer conceptualization of psychological phenom-
ena that actually reflects the underlying causal structure. However, this is 
hampered by the second problem I mentioned at the outset, namely causal 
complexity. The human brain is often called the most complex system in the 
known universe, consisting of around 87 billion neurons, and a single 
neuron may be connected to up to 100 000 other neurons (Yuste, 2015). 
The challenge is then to distill relatively stable and causally well-behaved 
variables, at various levels, from this nearly unfathomable complexity (see 
also Eronen, 2021; Trendler, 2009). There are nowadays more and more 
initiatives aiming to address this challenge (Francken et al., 2022; Poldrack 
& Yarkoni, 2016), but traditionally efforts in psychology and neuroscience 
have not been concentrated on this kind of conceptual and ontological 
work. Instead, the focus has been on applying statistical methods to empiri-
cal data, without much attention to how phenomena are conceptualized 
(Bringmann et al., 2022; Eronen & Romeijn, 2020).

The implication of this is that models based on current psychological 
concepts are likely to oversimplify and misrepresent the causal structure. 
For this reason, there is little reason to believe that current psychological 
concepts are the causes of measurement outcomes: just like in the case of 
impaired concentration, it is likely that the causal structure is far more 
complex. Therefore, there is no justification for assuming that measure-
ments of psychological variables satisfy the minimal causal condition.

4. Possible objections

In response to the above, one could argue that the issue can be solved 
empirically: perhaps we could use statistical techniques to empirically 
study whether an attribute, such as impaired concentration, in fact, consists 
of one or several phenomena. Most saliently, factor analysis is a statistical 
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method that has been very widely used in psychology to study how many 
latent factors best explain the observed data (Johnson, 2016). In the early 
days of scientific psychology, factor analysis was used to indicate that the 
positive correlations among scores of different types of intelligence tests, 
known as the “positive manifold”, are best explained by one underlying 
factor, usually called the g factor (Van der Maas et al., 2006). Similarly, we 
could, for instance, check whether measurements of impaired concentration 
are best explained by one, two, three, or more latent variables.

However, it has been widely established that factor analysis is a poor 
guide to causal structure (Johnson, 2016; Romeijn & Williamson, 2018; van 
Bork, Epskamp, et al., 2017; VanderWeele, 2022). Even in cases where factor 
analysis strongly supports a certain solution, different causal structures can 
explain the data equally well, both in principle and in practice (van Bork, 
Epskamp, et al., 2017). Intelligence is a case in point: In recent year, van der 
Maas and colleagues have put forward an alternative theory of intelligence, 
where the positive manifold is explained by a complex dynamic system, with 
several cognitive components that causally interact through development 
(Van der Maas et al., 2006; Maas et al., 2017; see also VanderWeele, 2022). 
Although the debate is far from settled, this alternative model seems to 
explain the relevant phenomena at least as well as the traditional one-factor 
model, while doing more justice to the actual complexity of the mind-brain 
(see van der Maas et al., 2017 for discussion). However, for the present 
context, the most important point is that factor analysis is not sufficient to 
determine how many variables there are and what is the cause of the 
measurements.

The same holds for empirical or data-driven methods to infer causal 
structure, such as causal discovery algorithms (Spirtes et al., 2000). In 
order to give informative results, they either require substantial initial 
knowledge of the causal structure of the system of interest, which we do 
not currently have in psychology due to conceptual unclarity, or strong 
causal assumptions (such as causal sufficiency), which are not warranted in 
psychology due to the massive causal complexity (see also Eronen, 2020). To 
summarize, there is no magic bullet that would empirically solve the pro-
blems of conceptual unclarity and causal complexity.

A different pathway to avoid the negative conclusion regarding psy-
chological measurement would be to simply reject the minimal causal 
condition. In order for the condition to fail, there should be cases of 
valid measurement where there is no causal relationship between the 
variable that is being measured and the measurement outcome. In 
other words (and somewhat simplified), there should be cases where 
O is a valid measure of X, but intervening on X is not a possible way 
to change O. However, it is hard to see how such a situation could still 
qualify as valid measurement of X. Perhaps one might argue that a strong 
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correlation between X and O, in combination with further requirements 
(e.g., from the representational theory of measurement), is sufficient to 
conclude that O is a measure of X, even in the absence of a causal 
relationship. However, if X is not a cause of O, a reliable strong correla-
tion between O and X is only possible if (1) O is cause of X, (2) O and 
X are both caused by a third variable (common cause), or (3) O and 
X are not distinct but conceptually connected (e.g., due to semantic 
overlap).

Options (1) and (3) can be easily dismissed: Measurements should not 
cause the thing that is being measured (1), and measurements should be 
conceptually distinct from the target of measurement (3). This leaves only 
(2), but also in this case, it is hard to see how such common causes structures 
could support measurement. Consider a situation where we are trying to 
measure a psychological variable X with variable O, and X and O are 
strongly correlated due to a common cause C, but there is no causal 
relationship from X to O. The problem is that if X varies due to some 
other factor than C, values of O will no longer track values of X at all, so 
“measurement” of this kind would be highly unstable and context- 
dependent. At best, it would only count as measurement in a much weaker 
sense than measurement in the physical sciences, a topic to which I return to 
in the next section. Moreover, in order to know whether C is present and 
acting as a common cause of O and X, we would again require some 
knowledge of the (psychological) causal structure (e.g., how C causes the 
psychological variable X), which would lead to the problems discussed in the 
previous section.

5. Implications for psychological measurement

The arguments in this paper are based on straightforward and widely 
accepted assumptions: The causal complexity of psychology and the obser-
vation that most psychological concepts are ill-defined or ambiguous. 
Together with the minimal causal condition, which I have defended in the 
previous section, they lead to the conclusion that psychological measure-
ment, at least in most cases, does not fulfill the requirements for genuine 
measurement.

A similar conclusion, but based on different arguments, has been reached 
by several other authors in recent years, such as Franz (2022), Michell (1999,  
2008), Trendler (2009, 2019), and Uher (2021). For example, Trendler 
argues that psychological phenomena “are neither manipulable nor are 
they controllable to the extent necessary for an empirically meaningful appli-
cation of measurement theory. Hence they are not measurable” (Trendler,  
2009, p. 592). Michell argues that psychologists have failed to show that the 
attributes measured are actually quantitative (Michell, 1999), and Uher 
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describes a “complex network of fallacies” underlying psychological mea-
surement practices (Uher, 2021). The arguments outlined in this paper 
could therefore simply be taken as further reasons supporting the negative 
conclusion regarding psychological measurement.

However, a problem with this conclusion is that the results of psycholo-
gical measurements are often quite useful. As one example, a recent paper 
by an economist and a statistician provided an interesting outsider view on 
this issue: Sidestepping the earlier discussions on psychological measure-
ment, these authors looked at the predictive value of “numerical measures of 
subjective feelings”, such as happiness scores based on self-reports. The 
authors concluded that such psychological measures are often better pre-
dictors of decisions and actions (e.g., changing job or moving to a new 
house) than economic variables such as socioeconomic status (Kaiser & 
Oswald, 2022). As a more classic example, intelligence test scores have been 
shown to have predictive value for various outcomes, such as job perfor-
mance or academic achievement (see, e.g., Rohde & Thompson, 2007). 
These observations suggest that the results of psychological measurements 
can be informative and useful, at least for specific purposes.

The approach that I propose to account for this is to distinguish between 
(a) physics-style measurement, which for convenience we can call hard 
measurement, and (b) data generation by human participants, which we 
can call soft measurement. The former refers to measurement as it is under-
stood in the physical sciences, metrology (the science of measurement), or 
the philosophy of measurement. As I have argued in this paper, the minimal 
causal condition is a necessary condition for measurement in this sense. The 
latter refers to practices such as participants filling in questionnaires on their 
mood states, or responding to items in an intelligence test. In these situa-
tions, human individuals are putting numbers on things, thereby generating 
psychological data. However, it is crucial that this is very different from hard 
measurement: we have no knowledge of the actual causal structure and what 
is causing the measurement outcomes and no justification for assuming 
a causal link between the attribute of interest and the measurement 
outcomes.

Making the distinction between hard and soft measurement has two 
key advantages. First, it can help to move the debate on psychological 
measurement forward by providing more nuance and common ground. 
The conclusion that psychological measurement is deeply problematic 
is hard to deny, but to take this further and argue that psychological 
measurement is not measurement at all (in line with Michell, Trendler, 
and others) is also problematic, considering that there is a whole 
branch of science devoted to psychological measurement (psycho-
metrics), and those psychological measurements are often useful for 
specific purposes. Thus, a more nuanced conclusion is that 
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psychological measurement is not hard measurement, but nevertheless 
measurement in a weaker sense. This is something that both propo-
nents and critics of psychological measurement could accept, which 
may lead to much-needed common ground in the debate on the nature 
of psychological measurement.

Second, this distinction highlights the need to better understand soft 
measurement on its own terms, as something distinct from hard measure-
ment. As I have argued above, psychometric measurement models, most 
importantly latent variable models, are most plausibly seen as causal models. 
Therefore, psychometrics tends to implicitly assume a hard causal picture of 
measurement (and authors such as Borsboom explicitly endorse it). In 
contrast, I have argued that psychological measurement should be con-
ceived as soft measurement. This allows researchers to focus on the specific 
features of soft measurement, without trying to force psychological mea-
surement into the mold of hard measurement.

To make this point clearer, it is helpful to consider hard and soft 
measurement in relation to validity, a central concept in debates on psy-
chology measurement. The notion of validity is notoriously ambiguous and 
there is no agreement on how it should be understood, but among the many 
attempts to define it, we can identify two general strands that map well onto 
the distinction between hard and soft measurement. First, as discussed in 
section 2, Borsboom and colleagues argue that validity should be under-
stood causally: “a test is valid for measuring an attribute if and only if . . . 
variations in the attribute causally produce variations in the outcomes of the 
measurement procedure” (Borsboom et al., 2004, p. 1061)”. As I have 
argued, it is appropriate to require this kind of validity when it comes to 
hard measurement.

However, there is a different tradition of approaching validity, where no 
causality is required, but validity is rather seen as a matter of providing 
arguments and evidence for the intended use of measurements (e.g., Cook & 
Beckman, 2006; Kane, 1992, 2013). In this approach, validity is a matter of 
degree, and can only be assessed relative to a specific intended interpretation 
or use. For example, it is plausible that intelligence test scores have a degree 
of validity for predicting academic achievement. The evidence for this 
intended use mainly consists in correlations between intelligence test scores 
and measures of academic achievement (Rohde & Thompson, 2007). 
However, a degree of validity for this specific use does not mean that 
intelligence test scores are valid in a more general (causal) sense, or that 
they reflect an underlying latent variable that is a cause of academic achieve-
ment. In fact, in light of what I have argued in this paper, it is very likely that 
these additional claims are false: the causal structure leading to the measure-
ment outcomes is unknown, and evidence points toward a complex system 
of interacting variables instead of the traditional latent variable picture (see 
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section 4).2 Thus, the argument-based approach to validity allows us to see 
how psychological measurements can have a degree of validity for certain 
intended uses or interpretations, such as prediction, even though they are 
not valid in the causal sense that corresponds to hard measurement.

It may seem odd that measurements (e.g., of intelligence) can be predic-
tively useful even when the target of measurement is not actually the cause 
of the measurement outcomes and is also not causing the variable that is 
being predicted. However, prediction is possible purely based on (noncau-
sal) correlations. For example, barometer readings can be used to predict 
storms, even though they are just correlated with them and not causing 
them. Similarly, psychological measurements can be predictive based on 
correlations (e.g., between intelligence test scores and academic achieve-
ment), also in the absence of a causal link. In addition, even concepts that 
are ambiguous or not well-defined can have a degree of usefulness for 
prediction, as long as they are correlated with some variables that are in 
fact causes of the variable that is being predicted. This is presumably the case 
with intelligence: Although ‘intelligence’ is an ambiguous and poorly 
defined concept, it is probably correlated with various (cognitive, affective, 
social, etc.) variables that are, through extremely complex pathways, causes 
of academic achievement.

In this way, conceiving psychological measurement as soft measurement 
allows us to see how psychological measurements can be useful without 
being causal. Moreover, it results in a shift in emphasis from measurement 
models and causal processes to the conceptual and qualitative aspects of 
measurement.3 When we approach intelligence measurement from the 
perspective of soft measurement, it becomes clear that we need to carefully 
consider what the intended uses of the measurements are, what the evidence 
for them consists in, and what conceptualization of ‘intelligence’ is assumed 
(e.g., is intelligence seen as a purely statistical construct, as a complex 
dynamic system of interacting components, or as something else?). In the 
case of self-report-based measurements of variables such as ‘happiness’ or 
‘impaired concentration’, questions that become central include: What kind 
of conceptualization of happiness or concentration in implicit in the ques-
tionnaire? Is this the right conceptualization for the intended use or inter-
pretation? How could we make the concept less ambiguous and better suited 
for the intended use or interpretation? Answering these questions clearly 
requires conceptual work, such as disambiguation, explication, and delib-
eration between different stakeholders, and is not something that can be 
done by psychometrics alone (see Alexandrova, 2017). In addition, if we 
want to understand how participants come up with their answers to items in 
a questionnaire or test, and whether this matches with the assumptions of 
researchers or other stakeholders, we also need qualitative research, such as 
interviewing participants (e.g., cognitive interviewing) or studying their 
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open box answers (see, e.g., Beatty & Willis, 2007; Castillo-Díaz & Padilla,  
2013).

All of this is in stark contrast to mainstream psychology, where measure-
ment in general does not receive much attention, and when it does, the focus 
is on its statistical and quantitative aspects (Alexandrova, 2017; Flake et al.,  
2017; Fried & Flake, 2018). Approaching soft measurement from various 
different angles, including not only statistical tools (e.g., assessing reliability 
and calculating different types of correlations) but also the above- 
mentioned conceptual and qualitative approaches, will help to make psy-
chological measurements more robust and more fruitful for the intended 
uses.

As a final point, it is important to emphasize that these problems are not 
unique to psychology. They stem from causal complexity and conceptual 
unclarity, which will also be familiar to researchers from other fields. 
However, contemporary psychology does provide a very clear and extreme 
case, both regarding conceptual unclarity (Bringmann et al., 2022; Wilshire 
et al., 2021) and causal complexity (Eronen, 2021; Pessoa, 2023). One can 
see the severity of these issues as a continuum, where at the one end we find 
fields such as clinical psychology, and at the other end cases in physics 
where causal connection from the attribute of interest to the measurement 
outcome is well understood (e.g., length, mass, and luminous intensity). 
Thus, the issues discussed in this paper have broader relevance, but they are 
particularly crucial in the context of psychology, especially considering the 
societal importance of psychological measurements.

Notes

1. It is a matter of debate what validity exactly consists in, but the basic idea is that in 
valid measurement the test or instrument is measuring what it is intended to measure. 
Although I will not always make it explicit, I will focus in this paper on validity instead 
of other desiderata for measurement (e.g., reliability). I will also explicitly discuss 
different notions of validity and their relationship to measurement in section 5.

2. In this light, we should be very skeptical regarding any claims that attribute intelli-
gence a causal role based on intelligence measurements. This is particularly important 
considering the morally problematic and controversial history of intelligence mea-
surement (see, e.g., Serpico, 2021). In addition, even if intelligence scores are useful 
for some specific purposes such as prediction, the harms of using them may outweigh 
the benefits; see, e.g., Kourany (2020) and Uchiyama et al. (2021) for critical 
discussion.

3. Importantly, this is not an either-or question: quantitative methods (e.g., calculating 
reliability or correlations) can be useful for soft measurement, and conceptual clar-
ification and iterative refinement of concepts are also crucial for hard measurement 
(Bringmann & Eronen, 2016; Chang, 2004; Eronen & Romeijn, 2020).
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