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Abstract This paper argues that the cognitive neuro-
scientific use of ordinary mental terms to report re-
search results and draw implications can contribute to
public confusion and misunderstanding regarding neu-
roscience results. This concern is raised at a time when
cognitive neuroscientists are increasingly required by
funding agencies to link their research to specific
results of public benefit, and when neuroethicists have
called for greater attention to public communication of
neuroscience. The paper identifies an ethical dimen-
sion to the problem and presses for greater sensitivity
and responsibility among neuroscientists regarding
their use of such terms.

Keywords Cognitive neuroscience - Folk psychology -
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Cognitive neuroscientists are increasingly required by
funding agencies to link their research to specific poten-
tial outcomes of public benefit or interest [1, 2]. They
are also increasingly aware of the need to communicate
their research results more effectively to the public [3].
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This paper argues that miscommunication and public
misunderstanding of neuroscience results and implica-
tions stem to a significant degree from neuroscientists’
failure to be sufficiently sensitive to the nature of the
mental or cognitive concepts in terms of which they
interpret their results and draw implications. In conse-
quence, more effective communication of results and
the drawing of justifiable translational implications
depends in part on neuroscientists’ willingness to as-
sume greater responsibility for these choices. This prob-
lem can also affect collaborations with the social
sciences and psychology and generates new neuroethical
concerns.

Implications of Using Mental Terms in Cognitive
Neuroscience

The pressure to “sell” the broader impacts of one’s
research in order to get funded is not unique to cogni-
tive neuroscience. Nor is cognitive neuroscience alone
in contending with the difficulties of presenting com-
plex research to the public. Principal dangers in both
cases include the oversimplification of research results
and public misunderstanding of the near- and long-
term benefits of the research.

But cognitive neuroscience results have a unique
character in terms of their potential impact on the
public. Cognitive neuroscience is in a rare position
within the sciences in that it is a bridging discipline
between biology and the social and psychological
sciences through its efforts to link the brain with the
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mind. Because these findings have the potential to
alter directly how human beings understand them-
selves, including their personal, moral and other social
choices and relations, strong public interest in its find-
ings is guaranteed. But these very implications also
put cognitive neuroscientists in a unique position of
responsibility regarding public misunderstanding,
since they are directly aware of and have expert
knowledge about the studies from which these results
and implications are drawn. Science reporters are re-
sponsible for how they transmit cognitive neuroscience
results and implications to the public, but cognitive
neuroscientists are responsible for their choices of cog-
nitive and mental terms to describe their results and
implications to begin with [4]. Assuming their share of
responsibility for avoiding miscommunication, I argue,
involves greater sensitivity among cognitive neuro-
scientists to the potential for the cognitive or mental
terms in which they routinely report their results to
engender public misunderstanding and abet confusion.

In a recent article calling for improved public com-
munication by neuroscientists, Illes et al. (op. cit.: 61)
begin with the following remarks:

Neuroscientists are faced with an important chal-
lenge. With the development of powerful new
research tools, they are gaining a better under-
standing of the biology of the brain every day.
At the same time, this progress is prompting many
questions about the personal, social, moral and
spiritual choices that humans make. These factors
conspire to place increasing pressure on neuro-
scientists to discuss both their scientific research
and the ethical implications of their findings.

What is not explicitly stated in this argument for
improved neuroscience communication is the idea that
the brain’s operations are intimately connected to
those of the mind as ordinarily conceived. Without
this assumption there is no swift passage from more
knowledge of the biology of the brain to insight into
personal, social, moral and spiritual questions, typically
posed in the familiar mental terms of folk psychology
(e.g., self, love, guilt, and faith).

But in subsequent remarks the terms of this intimate
relation shift to a link between neurology and behavior,
such that it makes sense to describe the public as inter-
ested in “the neurological basis of individual and social
behavior” (Illes et al: 61), rather than the neurological
basis of ordinary mental phenomena. Of course, what is
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clear to Illes et al. and their scientific readership, but not
necessarily to the public, is that the brain-mind link is
cashed out in the laboratory by seeking associations
between brain activity or deficits and observed behavior
or deficits. (For brevity, reference to deficits will be
assumed in what follows.) Much neuroscience research
directly involves finding brain activity that can be reli-
ably correlated with behaviors evoked in the perfor-
mance of carefully designed tasks in controlled
conditions. However, reports of these results and their
implications in professional academic journals are rou-
tinely couched in cognitive or mental terms that refer to
cognitive processes inferred directly or indirectly from
the behaviors. Such cognitive inferences presumably
justify reporting brain-behavior associations as brain-
mind associations, as well as switching back and forth
between the two.

Illes et al. can take all this for granted, since their
intended scientific audience is similarly aware of the
inferences that justify this use of cognitive or mental
terms. But these uses of our everyday mental vocabulary
or of closely aligned cognitive concepts must be handled
with care, since they can unintentionally mislead the
public. In what follows I identify three factors that can
contribute to such miscommunication.

First, after over two decades of exploring the brain-
mind link in normal humans using new non- or
minimally-invasive imaging technologies (along with
other methods), cognitive neuroscientists agree that
this link is not going to be simple. To the contrary,
research results reported in terms that link the brain
directly with the mind as ordinarily conceived (e.g.,
[5, 6]) are frequently criticized within the scientific
ranks, often for being new forms of phrenology ([7],
Table 1 lists some of those criticized). But this criti-
cism implicitly acknowledges that the use of mental
terms to report results or characterize implications
strongly suggests a close brain-mind connection that
neuroscientists today (unlike the phrenologists) do not
endorse. Saying that a structure or network is “involved
in” a given mental capacity, or using the neologism
“brain/mind”, does little to eliminate this source of
misunderstanding, and may in fact exacerbate it.

Second, personal, social, moral and spiritual con-
cerns voiced in the vocabulary of folk psychology are
formulated within a largely assumed context of some
form of mental realism [8, 9], if not outright dualism.
At the very least, the public is unlikely to think mental
terms are convenient labels for patterns of behavior
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[10] or that they don’t really refer to anything [11].
However, the use of such terms to report cognitive
neuroscience results and implications strongly suggests
that realism about folk psychology has been justified by
neuroscientific research. Of course, the vast majority of
cognitive neuroscientists presumably do embrace real-
ism about the cognitive or mental states to which they
infer (despite the fact that the ubiquity of classical and
operant conditioning methods in cognitive neuroscience
experimental designs — from behavioral and imaging
studies to connectionist modeling (e.g., [12]) —has made
some raise the question of whether some form of behav-
iorism remains, or should remain, alive and well in
neuroscience [13, 14].) But this global presumption of
realism does not come with a specification of which, if
any, mental states of folk psychology cognitive
neuroscience will end up endorsing. For example,
Lenartowicz et al. [15] propose a new methodology for
mapping cognitive functions to brain structures using
data-mining techniques over the task labels (e.g., “re-
sponse selection”) used in imaging studies. They con-
clude that the reliability (or not) of inferring to task
labels from imaging results can show whether the cog-
nitive functions thought to be involved in performing a
task “are truly distinct componential entities or whether
they emerge from the interactions of various systems in
the brain and are therefore manifest only in the minds of
cognitive scientists.” A similar sense of “emergentism”
is expressed by McClelland et al. [16], for whom the
structured mental representations of classical computa-
tionalism — the cognitive architecture that reflects most
closely the constructs of folk psychology — are “abstrac-
tions that are occasionally useful but often misleading:
they have no real basis in the actual processes that give
rise to linguistic and cognitive abilities or to the devel-
opment of these abilities.” Cognitive neuroscientists
may intend to be realists about the mind as ordinarily
conceived, but the routine use of ordinary mental terms
to report results suggests that realism about folk
psychology is already scientifically established.
However, the third, and most important, way in
which the use of mental terms in cognitive neurosci-
ence can contribute to miscommunication is the fact
that cognitive neuroscientists often use these terms in
conflicting ways that bear variable relationships to
their ordinary meanings. The reasonable presumption
that mental terms are being used in cognitive neuro-
scientific contexts with the same meanings they have
in ordinary contexts unless explicitly stated otherwise

is often violated. Cognitive inferences are made from an
increasingly wide range of behaviors (verbal self-
reports, repetitive bar-pressing, passive perception of
photographs, questionnaire responses, directed sac-
cades, startles, skin conductance responses, etc.) per-
formed by human and non-human species (often rats
and monkeys). These behaviors provide varied kinds of
evidence, with variable degrees of justification, for var-
ious specific kinds of cognitive or mental states and
capacities. In the absence of discipline-wide criteria for
guiding cognitive inferences made from an ever-
expanding basis of kinds of brain-behavior associations,
it is left to individual researchers to determine the nature
of the cognitive constructs inferred in a given study —
that is, to choose which cognitive or mental concepts
and terms are appropriate for interpreting and reporting
their results and drawing implications. These choices
often differ from study to related study in unannounced
ways, even though the standard scientific practice of
citing previous relevant work essentially depends on a
presumption of shared meaning, not just shared forms of
words, across studies.

It is true that the public can often be relied on to
understand when ordinary terms are being used in
non-standard, particularly metaphorical, ways in sci-
ence: for example, everyone is aware that the subtitle
of the book “Suprachiasmatic Nucleus: the mind’s
clock” [17] includes a metaphor. But when a cognitive
neuroscientist uses ordinary mental terms to report her
research, the public — including science reporters who
read peer-reviewed articles and attend the discipline’s
conferences — cannot be expected to know or even
suspect that what one cognitive neuroscientist means
may not be what another means, and that what both
mean may depart from ordinary meanings in subtle but
important ways. For example, a study on the neural
correlates of love by Fisher et al. [18] — part of the first
citation tree provided below — appears in a special
issue of the Journal of Comparative Neurology entitled
“The anatomy of the soul”. At the very least, the term
“soul”, unlike “clock”, is not clearly metaphorical or
non-literal when used in a science that is trying to link
the brain to the mind as ordinarily conceived.

Perhaps the best evidence of this varability in usage
comes from critically examining uses of the same or
related cognitive terms across peer-reviewed studies
via citation trees, diachronically and synchronically.
The papers discussed below are linked either directly
(paper A cites paper B) or else indirectly with one
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degree of separation (B in turn cites C); papers not in the
trees are noted as such. (Quotation marks flag target
terms and are neither scare-quotes nor (by themselves)
use-mention quotes; use-mention quotes are preceded
by the phrase “the term”; no quotation marks indicates a
use of a target term to refer to an operation of the mind as
ordinarily conceived.) The first tree, ending with [19],
involves the terms “reward” and “motivation”; the sec-
ond, ending with [20], involves “fear”, “memory” and
“fear memory”. Within each tree, ordinary mental terms
are used to refer to operations whose relations to the
mind as ordinarily conceived vary — the relation may be
identity, but need not be — and, more importantly, are not
clearly defined or their departure from ordinary mean-
ings not stressed. An indicator of fluctuation is the
introduction of new mental terms in a study that are
semantically related to the target concepts only if their
meanings are folk-psychological, even when behavior-
istic or otherwise more restricted definitions are given or
adopted from prior cited papers that do not include or
emphasize the richer vocabulary.

First case Olds and Milner [21] reported the discovery
of “reward” centers in the septal area of the central
forebrain and other structures as revealed in operant
conditioning protocols involving rats pressing bars to
self-administer mild electrical charges via implanted
electrodes. They report their results to peers in orthodox
behaviorist fashion, where a “reward” (or positive rein-
forcer) is defined as a stimulus associated with increased
frequency of response, “stimulation” is an electrical
charge, and stimulation in these brain areas is “reward-
ing in the sense that the experimental animal will stim-
ulate itself in these places frequently and regularly for
long periods of time if permitted to do so.” Olds [22]
reports these results to the public in terms connoted by
their everyday meanings: the same regions are called
“pleasure centers”, “pleasure” is described a feeling or
experience (and is ascribed to a non-human animal),
electrical stimuli are called “rewarding”, and “the [rat’s]
pleasure of stimulating itself electrically” is ranked as
“more satisfying than the usual rewards of food, etc.”
Wise [23] describes Olds (op.cit.) as using the term
“pleasure” heuristically, which seems correct given that
Olds (op.cit.) also credits B.F. Skinner with refining the
methods for measuring pleasurable and painful feelings.
But this heuristic use is predicated on a meaning relation
to reward as ordinarily conceived, not as behaviorally
defined.
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Later, Kawagoe et al. [24] found that “memory-
related” neural responses were modulated by “expec-
tation of reward, either as enhancement or reduction
of response.” Their study combined operant conditioning
of monkeys with single-cell recording of caudate nu-
cleus neurons, but they discuss “reward” — a liquid
given to the monkeys that increased the frequency of
correct saccades to a target — in an expanded concep-
tual context involving concepts of “expectation” and
“memory” that are not behaviorally defined. A “mem-
ory-related” neural response is clearly defined as sus-
tained phasic activity in recorded neurons that started
at least 200 milliseconds after cue onset and ended
before or with a saccade, but the term “memory” is not
defined.

By the time of Aron et al. [19], human subjects who
self-report being madly in love are imaged while pas-
sively viewing photographs of their loved ones (see also
Bartels and Zeki [25]). Subjects did not perform a task
the correct performance of which yielded more oppor-
tunities to view the photographs; thus, they could not
display “motivation” to attain this “reward” as these
constructs were previously explicitly defined in the ci-
tation tree. Nevertheless, the researchers report finding
that subcortical systems associated with “motivation” to
acquire a “reward” in prior studies are among those
associated with romantic love. The septum is described
as a region “found to be rewarding during electrical self-
stimulation [21]”, and Kawagoe et al. (op.cit.) is one of
several papers cited as showing that “the caudate nucleus
plays a major role in reward and motivation in the
mammalian brain ...”

In short, a neural system initially associated with
“reward” in the sense of stimuli correlated with in-
creased frequency of a measured response is later asso-
ciated — whether instead or in addition is not clear — with
feelings of pleasure inferred by connotation from the
ordinary meaning of the term “reward” and with
responses inferred from passive viewing of visual stim-
uli classified as “positive” due to a cognitively-mediated
relation between recognized photographic content and a
human subject’s self-report of a pleasurable complex
folk-psychological emotion. As a result, even if the
septum and caudate nucleus are indeed part of a “reward
and motivation” system, it is unclear what is meant by
calling this a “reward and motivation” system or, in non-
linguistic terms, what relations the operations in-
ferred in a given study have to reward and motivation
as ordinarily conceived. Behavioral definitions of
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“reward” and “motivation” appear increasingly vestigial
but are not clearly explicitly replaced or augmented.

Second case Blanchard and Blanchard [26] distin-
guished crouching as a rat’s response to “fear” because
rats conditioned with shocks crouched when later
returned to the shock chamber without being shocked
and did not crouch once removed from it. Misanin et
al. [27] used lick rates (the time required for the rat to
make its first 100 licks of water in the experimental
apparatus) to measure “fear”, and conditioned rats to
associate a white noise with a footshock. Rats given
electroconvulsive shock 24 hours after “fear’-condi-
tioning but immediately after a presentation of white
noise exhibited lick rates at pre-conditioning levels.
They inferred that the rats exhibited a “memory loss of
a fear response” or “retrograde amnesia”, defined as
“impaired retention of responses learned shortly before
electroconvulsive shock (ECS) stimulation”.

It is important to note the cognitive-inferential dif-
ference between these two very similar conditioning
studies. In one, exhibiting a conditioned response to
aversive stimuli after a delay justifies an inference to
“fear”, while in the other not exhibiting this kind of
response justifies an inference to a “memory loss”.
The latter inference introduces a mental term that in
ordinary contexts refers to a kind of mental state with
representational content — the content ascribed or self-
ascribed when (e.g.) an accident victim reports re-
membering that a silver SUV crashed into the car.
(“Fear” also ordinarily has as its object something
perceived as aversive — e.g., footshock and, after con-
ditioning, white noise.) Fully robust declarative mem-
ory, complete with self-reference (e.g., “I remember
that this noise was followed by a footshock™) is presum-
ably not intended, but it follows that the term “memory”
does not have its primary folk-psychological meaning.
What it does mean is not clear. Reference to a “fear
memory” may just be a roundabout way of saying that
the animal was conditioned. A more robust interpreta-
tion (but one that still falls short of involving self-
reference) is that it is a “memory” of an association, or
of a series of episodes, that includes (or include) an
aversive relatum — roughly, either “This noise was fol-
lowed by footshock™ or “This noise was accompanied
by feeling fear”. Either way, a “fear memory” so under-
stood ordinarily requires further cognitive processing to
activate a somatic response, and so is more than mere
“fear” conditioning.

This ambiguity in “fear memory” extends to what is
inferred from extinction, since the latter cognitive
inference depends directly on what is inferred from
acquisition. Extinction is when the conditioned stim-
ulus (CS) is presented without the unconditioned stim-
ulus (US) until the conditioned response (CR) is no
longer observed. After extinction Blanchard and Blan-
chard’s rats no longer feel “fear”, but what Misanin et
al.’s rats undergo when they cease to exhibit the con-
ditioned response is unclear (although they call it
“memory loss of a fear response”). They may also just
lose the conditioning. More robustly interpreted, they
may lose the “memory” of an association or a sequence
(roughly specified above), or gain a new “memory” or
other kind of new learning (itself unspecified), or cease
engaging in the additional processing needed to yield a
somatic response from the acquired “fear memory”.
However, the term “retrograde amnesia” can refer to
what is inferred from the rats’ ceasing to exhibit the
conditioned response only if the cognitive term used to
label the initial result of conditioning is implicitly as-
sumed to have a meaning close to its ordinary meaning.

Once the term “fear memory” is introduced, subse-
quent related brain-behavior and conditioning studies
freely use these terms and introduce others associated
with them in ordinary contexts (e.g., “memory retrieval”,
“anxiety”, “traumatic memory”) to report results and
implications. In Nader et al. [28], the lateral and basal
amygdalae of “fear”’-conditioned rats were infused with
anisomycin (a protein synthesis inhibitor) immediately
after CS presentation or without CS presentation.
“Reactivation of fear memory” was inferred from the
infused rats’ immobility in the CS-presentation condi-
tion, while infused rats in the other condition showed
“amnesia” inferred from the loss of this conditioned
response. Phelps et al. [29] performed an fMRI study
to see if known correlations between ventromedial pre-
frontal cortex (vmPFC) and the amygdala and “fear”
learning and extinction in non-human animals could be
replicated in humans. Human subjects were presented
with blue squares as the CS+(accompanied by mild
wrist-shock in conditioning trials) and yellow squares
as the CS- (never accompanied by wrist-shock). Acqui-
sition and extinction were measured by differential skin
conductance response (SCR). The fMRI scans showed
correlations with acquisition and extinction (e.g., the
blood-oxygen-level-dependent (BOLD) signal increas-
ing in acquisition and decreasing in extinction) in the
amygdala and, within medial PFC, the subgenual
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anterior cingulate. However, since the nature of the
cognitive operations inferred in acquisition and extinc-
tion are unspecified, it is hard to know what relation
these operations picked out by the terms “fear” and
“memory” have to fear and memory as ordinarily
understood.

Clues from other papers about the nature of what is
being (or may be) inferred conflict. Milad et al. [30]
specify that the “memory” in conditioning is “a CS/US
association” and that in extinction as “a Cs/no-US
association”, although the content of a memory of a
noise that is not paired with anything cannot be a
memory of an association. Looking outside this cita-
tion tree, if “an ability to link distinct experiences can
be a basis for episodic memory” [31], then a “fear
memory” of an association may be an episodic mem-
ory of a white-noise event followed by a footshock
event (or a fear-feeling event) or an operation involved
in episodic memory, where the critical link to
memory as ordinarily conceived is labeled by the phrase
“involved in”. Alternatively (and also outside this
citation tree), if we distinguish recognition memory
(“judging an object as familiar”) from recollecting a
learning episode, and acknowledge that this distinction
“is difficult if not impossible to apply to experimental
animals”, the “fear memory” might only be a recogni-
tion memory, and not a memory of an association or
associative memory at all [32].

In addition, over time the concept “memory” has
been generalized to the point where it is now defined
as “a stored representation of experience” or, when
referring to the capacity, “the ability of living organ-
isms to retain and utilize acquired information” ([33],
also not in this citation tree). If so, to say the hippo-
campus and vmPFC are involved in “memory” is to
say they are involved in storing and using information
acquired from experience, which is true of the rest of
the brain as well. This weakened definition has a
critical, if unintentional, consequence with respect to
public understanding of the cognitive neuroscience of
“memory”. It enables cognitive neuroscientists to re-
port their results and implications using the same term
across studies whose behavioral bases for making
cognitive inferences to “memory” can vary signifi-
cantly, and hence whose relation to memory as ordi-
narily understood can also vary. This variance may
help explain why researchers now agree that “memory”
(at least in neuroscience contexts) “is not a single entity
or concept” (Schacter op. cit.). (In the same vein, [34]
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distinguishes “autonomic arousal as classically con-
ceived” from “a more information-processing concept
of arousal that construes it as interruption of ongoing
processing to gather more information (more aligned
with orienting).”)

In the meantime, research into “fear memory” has
continued apace. Alvarez et al. [35] sought to replicate
in humans findings with rodents that showed that
extinction erases “the memory of the fear response”
or “the memory of the fear learning” — specified as
being of the CS-US association (roughly, “This tone
was followed by a shock”, setting aside an interpreta-
tion that involves self-reference). They conditioned
human subjects by pairing tones and individually-
determined moderately painful wrist-shocks, and used
bursts of white noise as a startle stimulus to elicit
“fear-potentiated startle”, defined (in a standard way)
as “the increase in startle reactivity when elicited in
the presence of a CS previously paired with an aver-
sive US”. They found that in extinction subjects used
contextual cues to acquire a distinct new mental state
that has the same CS as part of its content but without
the “fear”. Roughly, the acquired “fear memory” was
“This tone in this context was followed by wrist-
shock” and the mental state acquired in extinction
was “Here’s the same tone in this other, safe, context”.
In this case, the nature of “fear”, rather than “memo-
ry”, is unclear. The startle reflex is described both as a
measure of “fear” and as “an established measure of
fear and anxiety”, “contextual anxiety” is operationally
defined as the magnitude of startle during intertrial
interval (ITI) as measured by electromyographic
(EMG) eyeblink and SCR, and subjects are asked to
report “overall levels of anxiety” after renewal tests —
even though anxiety-potentiated startle, unlike “fear”-
potentiated startle, is not a widely referenced construct.

Finally, Schiller et al.’s [20] study of “reconsolidation
of fear memory” in human subjects sought evidence that
“updating a fear memory with non-fearful information,
provided through extinction training, would rewrite the
original fear response and prevent the return of fear.” In
this study, a fully robust notion of “memory” is required:
their results and implications depend essentially on the
precise content of the subjects’ “fear memories”, and the
contents ascribed appear to depend on our ordinary folk-
psychological methods for ascribing mental states to
others. Similar to Phelps et al. (op.cit.), views of differ-
ently colored squares were paired with uncomfortable
but not painful wrist-shocks, and “fear” was measured
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by skin conductance response. Heightened SCR
following CS presentation justified an inference to
“reactivation of fear memory” or being “reminded of
the fear memory”. Subjects showed “reinstated fear
responses” to the CS that was not “reminded” during
extinction (a red or a green square), but no “recovery of
fear” when presented with the “reminded” CS (a yellow
or an orange square). In other words, the content of the
“renewed fear memories” is assumed to be of an asso-
ciation between a square of a specific color and wrist-
shock. When this “fear memory” is “reminded” during
extinction, it may be that the “memory” is lost, or that a
new “memory” or other new mental state with different
content is formed, or that the additional processing that
leads from the original “fear memory” to a somatic
response is not made. Whichever cognitive inference is
made, the terms “fear” and “memory” must refer to
operations of the mind as ordinarily conceived in order
for their results to imply that using the reconsolidation
window to “rewrite emotional memories” could have
application in treating anxiety disorders.

Some researchers may think Schiller et al. are un-
justified in inferring to fear — e.g., that mild wrist-
shocks are merely annoying, or that SCR is not a good
measure of fear. This criticism is inappropriate if
Schiller et al. really do mean by “fear” something like
what Blanchard and Blanchard or Misanin et al. mean.
But in that case the study’s relevance to clinical anx-
iety is attenuated. The appropriate criticism is that the
nature of “fear” in their study and its relation to fear as
ordinarily understood, with its close connection to
anxiety and clinical implications, has not been
specified.

To be clear, I do not claim that the cognitive infer-
ences in individual studies are unjustified, that the
studies are flawed methodologically, that vimPFC and
the amygdala are not involved in emotion processing
or extinction, that humans and other species do not
share cognitive constructs, or that behavioral and
physiological measures of complex mental phenome-
na are unjustified. Even if there are methodological
reasons to criticize some studies — e.g., using SCR to
measure “fear” even though SCR is widely regarded
as a “nonspecific measure of arousal that reflects ori-
enting to a stimulus as a function of relevance and not
necessarily its emotional significance” (Alvarez et al.
op.cit.; Adolphs op.cit.) — methodological unsound-
ness in a study is not cognitive-inferential variability
and ambiguity of meaning across studies. The issue

here is the consequences for public understanding of
neuroscience results and implications when, first, there
is a lack of systematic relationship between the ordi-
nary meanings of mental terms regularly used to report
these results and draw these implications and the na-
ture of the cognitive operations picked out by these
terms in neuroscience contexts, and, second, when
these semantic gaps are not clearly stressed. Anyone
not deeply familiar with the experimental protocols
and habitual linguistic usage within neuroscience is
unlikely to realize that these variations in meaning
exist, given that peer-reviewed papers, not just the
popular science press, couch their results and implica-
tions in the same ordinary mental terms. This usage, of
course, is part of what makes cognitive neuroscience
research so compelling to the public in the first place.

Collaborations with social scientists and psycholo-
gists in research studies with a cognitive neuroscien-
tific component (e.g., [36-39]) may also be affected
by this problem. Social scientists and many psycholo-
gists make generous use of folk-psychological terms:
preferences, decisions, cognitive biases, theory of
mind, false memories and so on play essential, non-
heuristic explanatory and predictive roles in their the-
ories. In their own research, some of these scientists
may face a similar issue of employing ordinary mental
terms to refer to constructs inferred in laboratory con-
texts without clarifying that these terms may not be
being used as they would in non-laboratory settings. In
collaborations, the potential for confusion is com-
pounded if collaborators disagree about the nature of
the processes being inferred. To the extent that such
disagreement exists but is not explicit, uses of mental
terms to report results of a collaborative study will be
ambiguous.

Implications for Neuroethics

Those who have delineated the concerns of neuro-
ethics (e.g., [40, 41]; Farah op.cit., [42, 43, 44]) have
similar rosters of issues that generally fall into three
categories. (1) What are the implications of new
knowledge about the brain (or CNS) for the moral
status and ethical treatment of biological creatures, in
particular those with cognitive capacities? Issues here
involve personal responsibility, access to and uses of
brain information, the scope of permissible brain mod-
ification, and animal rights. (2) How may advances in
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neuroscience affect non-scientific conceptions of men-
tality, morality, and humanity (or personhood in gen-
eral)? Issues here involve questions about free will, the
nature of the self, the conceptual analysis of moral
judgment, decision making and knowledge, and the
scientific viability of folk-psychological categories
and the cognitive models based on them. (3) What
research practices may be ethically pursued in neuro-
science? These issues involve extending standard
questions in bioethics regarding the ethical pursuit of
biological research to the special case of neuroscience.
If my analysis is correct, the category (2) issues —
especially but not limited to the scientific fate of folk
psychology — are matched by a new, associated, catego-
ry (3) issue: What are the ethical ways in which cogni-
tive neuroscientists can interpret and report their
research results and draw their translational implica-
tions? The gap between the ordinary meanings of mental
terms and what these terms may mean in cognitive
neuroscientific contexts raises the issue of foreseeable
potential public misunderstanding. The ethical dimen-
sion of this issue can be seen by considering the follow-
ing question: Why should cognitive neuroscientists
highlight the differences between what is justifiably
inferred in the laboratory and what the public may think
has been inferred if it takes at face value the familiar
mental vocabulary in which cognitive neuroscience re-
search results are routinely couched? New requirements
for specifying translational impacts provide pragmatic
reasons to prioritize being more sensitive to the lan-
guage used to report cognitive neuroscience results
and implications. But whether neuroscientists should
give this issue equal or more weight than other profes-
sional goals is a matter of basic ethical judgments re-
garding how the public should be treated. Moreover,
individual scientists may weigh these values differently
and act accordingly unless discipline-wide guidelines
for the uses of mental terms or concepts are adopted.

Conclusion

It is an open question exactly what kind of bridge
cognitive neuroscientists are building between the brain
and the mind as ordinarily conceived. In the meantime,
the routine use by cognitive neuroscientists of ordinary
mental terms to describe the results and implica-
tions of their research is a source of potential public
confusion and misunderstanding. As a result, cognitive
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neuroscientists do not get to use mental concepts for
free. Since their results and implications are of deep
personal, social, moral and spiritual import, the use of
ordinary mental terms to report them requires sensitivity
to how such terms are likely to be understood. Choosing
to use such terms is a morally relevant choice.

Some neuroscientists may be taking steps to raise
awareness of aspects of the problem among neuroscient-
ists [45]. But while internal discussion goes on, each
neuroscientist might consider the following smell test
when she writes up her results or translational implica-
tions using terms from our everyday mental vocabulary:
would a randomly chosen person infer to this kind of
cognitive operation from the behavior observed in the
study? If the answer is not clearly yes, it would seem that
the minimal ethical thing for her to do would be to make
the difference in meaning explicit in her research papers
and translational implication statements, and to empha-
size this difference when talking to science reporters.

It is possible that the more open cognitive neuro-
scientists are about divergence in meaning, the less the
public may regard their results as illuminating personal,
social, moral and spiritual questions. For example, it is
one thing to use animal models for investigating neuro-
degenerative diseases that affect cognition and another
to pick out what is inferred from their behavior using
folk-psychological terms. On the other hand, because of
its compelling public profile, by facing the problem
cognitive neuroscientists may spearhead efforts to im-
prove general education about the nature of science. In
journalism, the ethical solution to news reporting in the
face of ignorance is transparency about one’s sources
and careful writing that openly reflects the news report’s
degree of reliability [46]. Cognitive neuroscientists may
consider adopting a similar ethical code regarding the
way they describe, and communicate to the public, the
results and implications of their research into the still
unsettled brain-mind link. Even if more openness leads
to an initial loss of public interest or even trust, in the
longer term cognitive neuroscience will benefit from
being more clear about what it is doing.
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