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Two Analogy-Strategies:
The Cases of Mind Metaphors and Introspection

ABSTRACT: Analogical reasoning is often employed in probletviag and metaphor
interpretation. This paper submits that, as a d#faanalogical reasoning addressing these
different tasks employs different mapping strat&die problem-solving, it employs analogy-
maximising strategies (like structure mapping, Gent& Markman 1997); in metaphor
interpretation, analogy-minimising strategies (lik€TT-Meta, Barnden 2015). The two
strategies interact in analogical reasoning witmceptual metaphors. This interaction leads
to predictable fallacies. The paper supports thegaotheses through case-studies on ‘mind’-
metaphors from ordinary discourse, and abstractem-solving in the philosophy of mind,
respectively: It shows that (1) default metaphdricderpretations for vision- and space-
cognition metaphors can be derived with a variahtttee analogy-minimising ATT-Meta
approach, (2) philosophically influential introsga® conceptions of the mind can be derived
with conceptual metaphors only through an analogymising strategy, and (3) the
interaction of these strategies leads to hitheroegognised fallacies in analogical reasoning
with metaphorsThis yields a debunking explanation of introspectenceptions.

1. Introduction

Analogical reasoning is an engine of creative tiwmnd language use: Its use in problem-
solving has been studied in artificial intelliger{ceview: Gentner & Forbus 2011), cognitive
psychology (review: Holyoak 2012) and the philospphscience (review: Bartha 2013); its
use in motivating and interpreting metaphoricalrespions is a central tenet of Conceptual
Metaphor Theory (Lakoff & Johnson 1980, 1999, egien: Steen 2011, review: Gibbs 2011),
has been studied in artificial intelligence (revi®arnden 2008), and has experimental support
from cognitive psychology (Gentner et al. 2001, Biev& Gentner 2005).

This paper will put forward and philosophically d®pthe newdifferential processing
hypothesighat analogical reasoning employs different magysitnategies in problem-solving
and metaphor-interpretation, respectively: As aadif our hypothesis claims, analogical
reasoning in problem-solving employs analogy-masing mapping-strategies; as a default,
what analogical reasoning is involved in metapmbespretation uses restricted or analogy-
minimising mapping-strategies. l.e.. When usingl@gias in problem-solving, we try to
maximise the correlations between source-modetanget and row back only where this leads
to absurd conclusions; in metaphor interpretatwa,try to minimise those correlations, and
add new ones only in rare cases where we othefaild®e make sense of people’s talk.

Most computationally-implemented models of analofpflow analogy-maximizing
strategies (Hodgetts et al. 2009), the best-knowdets being structure mapping theory SMT
(Gentner 1983, Gentner & Bowdle 2008) (implemerdedstructure Mapping Engine SME,
Falkenhainer et al. 1989, Forbus et al. 2016), ACMBlyoak & Thagard 1989) and LISA
(Hummel & Holyoak 1997). By contrast, there areydthiree detailed computational models
of restrictive mapping and inference strategiesnBan’s ATT-Meta (Barnden 2008, 2015,
Lee & Barnden 2001), Hobbs’s (1992) and Narayanék999) models. The use of analogy-



maximising strategies in problem-solving is widagsumed. The influential SMT theory has
extended this approach to metaphor interpretatG@n{ner & Bowdle 2008, Wolff & Gentner
2011). Here, it competes directly with analogy-miising approaches: In particular, the ATT-
Meta model has been developed with a view to caqguanalogical reasoning in metaphor
interpretation, and supported by showing that neiagpwith restricted mappings delivers
accurate interpretations for a wide range of exasmfBarnden 2001, Lee & Barnden 2001)
and can elegantly model linguistic phenomena inolydhixing of metaphors (Barnden 2016)
and the open-endedness of extended metaphors @a&tee 2001, Barnden 2015).

On this basis, the present paper will argue fodifferential processing hypothesis through
a case study that simultaneously brings out thertapce of distinguishing between the two
mapping-strategies, namely, by showing how thdieraction in analogical reasoning with
metaphors leads to fallacies. Experimental stufi@® cognitive and social psychology as
well as communication science suggest such reag@pontaneously occurs in problem-
solving (Thibodeau & Boroditsky 2011, 2013, 20186gar conditions characteristic of much
philosophical thought: high level of abstractione@fer et al 2014), greater psychological
distance (Jia & Smith 2013), low confidence in aarget-domain understanding (Landau et
al 2014), and low level of target-domain knowle@gandeleene et al, in prep). Indeed, various
philosophers have suggested that such reasonatghie root of philosophically and culturally
influential introspective conceptions of the mitkaisCher 2011, Lakoff & Johnson 1980, 1999,
Rorty 1980). We therefore proceed from a case-stymind’-metaphors in ordinary
discourse and on introspective conceptions of tiedmWe will show that the analogy-
minimising approach can account for metaphoricéuleinterpretations of the ordinary talk,
while the analogy-maximising approach is needeéxplain introspective conceptions, as
formulated in abstract philosophical problem sajvin

We will first explain the restricted mapping stigteof ATT-Meta (Section 2) and illustrate
how the model works by using it to interpret vismrgnition metaphors (Section 3). Second,
we will develop the Al-based approach further tigtountegration with key findings from
psycholinguistics (Section 4) and show how theltegu'minimal analogy theory’ of extended
metaphor can account for spatial cognition metaphbat are the home of ‘the mind’ in
ordinary discourse (Section 5). Third, we will shetat the central tenets of the targeted
philosophical conceptions of the mind can be oletin only — through analogy-maximising
reasoning (Section 6), and use these analyses dwiaoy mind-talk and philosophical
conceptions, respectively, to expose two fallacieme local, one systematic, both frequently
made — in the analogical reasoning with metaph@sunderlies the introspective conceptions
(Section 7).

Reconstructing different analogy strategies expldrg Al research allows us to identify
philosophically relevant fallacies that have natfescognised previously. Crucially, it allows
us to do so in the current (and arguably not cgeti) absence of comprehensive normative
theories of analogical inference (Bartha 2010, 20T8is will allow us to contribute to the
development of a (cooperative) naturalised ‘cogeigpistemology’ (Fischer et al. 2015) that

! These studies analyse examples from the Berkekstavl Metaphor List (Lakoff 1994) and Goatly
(1997).



shows us when and where thinkers may (not) go algtigheuristic inferences that strike them
as plausible — a key aim of the ‘Sources Projecterming from experimental philosophy
(Fischer & Engelhardt 2016, Weinberg 2015).

2. Analogiesfor Metaphor: The ATT-Meta Model

As standardly conceived in the overlapping fielflantificial intelligence (review: Gentner &
Forbus 2011) and cognitive psychology (review: téaly 2012), analogical reasoning about a
target domain TD (say, atoms) involves at leastdlsteps: First, a model or source-domain
SD (e.g. the solar system) is identified, and kmolge about it is retrieved from memory.
Second, model and target are aligned, and eleroétiis source-model (planets, sun, relations
between them: x revolves around vy, y attracts x) ere mapped onto elements of the target
domain (electrons, nucleus, etc.). This step igoed by semantic and structural constraints:
According to the arguably most influential analaggximising model of analogical inference
(SMT), we first correlate SD and TD elements wharle semantically similar (which we
believe to share properties or stand in the satagiaes), and then prune these correlations
and add new ones by enforcing structural conssamdluding 1-to-1 mapping and parallel
connectivity (when mapping a relation or propemyocanother, also map their relata or bearers
onto each other) (Markman 1997, Markman & Gentf®®52. Third, the actual inferences are
made through copying with substitution and genensfCWSG) from a (partial) representation
of the source domain SD.

Within the philosophically familiar format of infences from a set of premises, such
standard analogical (CWSG) inferences are govebyethese three rules (Holyoak 2012):
Wherever the premises invoke a SD element whictbbas mapped onto a TD element,

(1) copythe representations of relations and relata athohthe SD element, into a set of
candidate conclusions about the D.

(2) In the candidates,substitute representations of SD relations and relata by
representations of TD elements onto which theyraapped.

(3) If no such mapping exists, copy the representatidhe SD element (entity or relation)
unchanged into the conclusiongdheration).

We will consider philosophically pertinent examphedow (Section 6).

Conceptual Metaphor Theory assumes that analoggesoning is involved in initially
motivating the metaphorical extension of whole fiéesi of related expressions and may
subsequently be employed in interpreting expressimionging to such extended metaphors,
especially when speaker/hearers first encounten.thecase in point is the extended metaphor
KNOWING AS SEEING:

‘It is clear or obscureto me why you did what you did, according to wkeetbr not |
manage teseeany reasons for acting that way. | magk for reasons where these are
hiddenor be blind toreasonsn plain view An illuminating explanation whictihrows
new lighton your action will let meliscernreasons | had previoustverlooked and
thusget afuller pictureof these reasons, where | was previogsiypletely in the dark

2 Throughout, properties or ‘object-attributes’ heze treated as 1-place relations.



According to standard versions of the theory (d.gkoff & Johnson 1980, 1999), pertinent
analogical reasoning employsonceptual metaphoysi.e., comprehensive source-target
mappings which preserve relations and may be recrdor interpreting and reasoning with
metaphors. On a standard account, they map, euggesdomain concepts like ‘visually clear’,
‘seeing’, and ‘visually focusing on’, etc., ontorgat-domain concepts like ‘intellectually
clear’, ‘knowing’, and ‘mentally focusing on’, ettwill call such mappingsvide conceptual
metaphorswhen it is possible to generate them through aadogy-maximising mapping
strategy like that of SMT (above).

In a seminal paper, Grady (1997) deconstructed sude conceptual metaphors into
mixtures of more restricted bundles of mappingarfiary metaphors’). The ATT-Meta model
(Barnden 2008, 2015, Barnden et al. 1997, Lee &é&am 2001) economises yet further on
source-target mappings, and makes the most oumidedi stock of familiar mappings,
complemented by even fewer widely applicable maggifor the kind of analogical reasoning
potentially involved in interpreting metaphors likbkose sampled, the computationally
implemented model makes do wittarrow conceptual metaphorg¢aka ‘metaphorical views’)
which it systematically unfolds fromore mappings or correspondendgs

(1) S sees %> S knows what X is (cp. ‘I see your point.”)
(2) S looks at X~ S thinks about X (cp. ‘Let’s look at the issue moarefully.’)

To derive metaphorical interpretations of utterantlee computational model deploys mainly
core mappings which map relations (rather than gntags or objects), lexicalised by verbs or
verb phrased,and generally prefers mappings at higher levelabstraction to mappings at
lower levels. While the model remains silent on tregin of these core mappings, it is
consistent with different explanations of how sueappings come to be made, and with the
use of different explanations for different core ppiags, ranging from pragmatic
strengthening (Traugott 1989) of stereotypical i@fees (which may account, e.g., for core
correspondence (1)) to perceptual simulation thé@aysalou 2007, Gibbs 2006).

Further mappings are built up from and around theses: Where generic or domain-
neutral functions, properties, or relations quati#iations etc. that already get mapped, they
are, as a default, carried over ¢gneric mapping adjunctshich apply to correspondences
regardless of the domains they link. The simplashsadjunct deals with the logical function
of negation:

(NEG) IF a relation Rxy [e.g. X looks at y] in tB®
CORRESPONDS TO
a relation R*xy [e.g. x thinks about y] in the TD
THEN the relation not-Rxy [e.g. x does not look/pin the SD
CORRESPONDS TO
the relation not-R*xy [e.g. x does not think abglin the TD.

3 This focus is sometimes obscured by the traditi@hBNG1 AS THING2 labels which the ATT-
Meta literature continues to apply to mappings #tatially correlate relations. Thus, e.g., MIND
AS PHYSICAL SPACE actually correlates the relatiGhs physically located in a physical
region belonging to [person] P’ and ‘[Person] Rlide mentally to use [idea] J’ (e.g., Barnden
2016).



This adjunct generates a new correspondence focamgspondence it receives as an input.
Similar mapping adjuncts deal with ability and atpgs to V-y, inclinations to V-y, etc. E.qg.:

(ABLE) IF arelation Rxy [e.g. x looks at y] in ti&D
CORRESPONDS TO
a relation R*xy [e.g. x thinks about y] in the TD
THEN the relation x is-able-to-stand-in-R-to y [exgs able to look at y] in the SD
CORRESPONDS TO
the relation x is-able-to-stand-in-R*-to y [e.gisxable to think about y] in the TD.

Further adjuncts handle equally generic enabliagifating, and causal relations (enabling or
causing x to V-y, or facilitating this activity achievement). E.qg.:

(CAUSE) IF a relation Rxy [e.g. x looks at y] iret®&D
CORRESPONDS TO
a relation R*xy [e.g. x thinks about y] in the TD
THEN the relation z causes-Rxy [e.g. z causesladk at y] in the SD
CORRESPONDS TO
the relation z causes-R*xy [e.g. z causes x tckthbout y] in the TC.

Further generic adjuncts generate correspondencésférences about the manner in, and
extent to, which something is done or achieved ilig¢agth difficulty, intentionally/
accidentally, wholly/partly, well/badly, etc.), agll as about temporal attributes (order and
duration of events, intermittence or persistenates of change, etc.) and the emotional and
other valence attaching to the property or relat@pped

IF a relation Rxy in the SD [e.g. x looks at y]
CORRESPONDS TO
a relation R*xy in the TD [e.g. x thinks about y]

(MAN)  THEN for any manner M: M(Rxy) [e.g. x careluyllooks at y]
CORRESPONDS TO: M(R*a,y) [e.g. x carefully thinksoat y]

(EXT) THEN for any extent E: E(Rxy) [e.g. X see®eagh of y]
CORRESPONDS TO: E(R*xy) [e.g. x knows enough alyut

(T-ATT) THEN for any temporal attribute TA: TA(RxY&.g. x persistently looks at y]
CORRESPONDS TO: TA(R*xyj.[e.g. x persistently thinks about y]

(VAL) THEN for any moral, emotional, or other vatanV: V(Rxy) [e.g. X angrily looks
(‘glares’) at y]
CORRESPONDS TO: V(R*xy) [e.g. x angrily thinks abgl

4 Throughout, variables x, y, z... do not range ongrdndividuals. They can take any fillers of the
subject- and patient-roles of the relevant verbghses.

5 (MAN) and (EXT) below simplify formulations in thextant literature.

6 Where TA actually amounts to a temporal relatibefore’, ‘after’, ‘until’, etc.), a further
correspondence is required as input: (T-REL):HyRo Ri*xy and Rxy « Ry*xy, and Rxy
stands in temporal relation T teXy, then R*xy stands in T to &xy.



Wherever our SD premises attribute a valence, teahpaitribute, extent, or manner to
something that gets mapped into the TD, analogidatences with these correspondences
project them too into the TD. All such projecticare defeasible.

Conceptual metaphors that could be obtained thraugih a minimal-analogy strategy,
namely by building up from a given core mappingwatrestricted range of generic mapping
adjuncts, are what we callathrrow conceptual metaphorsThus the set of correspondences
we can build up to from core correspondences (d)(a) respectively, are constitutive of the
narrow conceptual metaphors KNOWING AS SEEING andINKING-ABOUT AS
LOOKING-AT, respectively.

Where initial source-domain reasoning yields cosiclns that employ both concepts which
are mappable with narrow conceptual metaphors andrgc concepts that apply in both SD
and TD, the conceptual metaphors can be complechdntemappings of these generic
elements. Since they obtain in both domains, tleeyapped onto themselves as a default, in
mapping governed by semantic similarity (see abopejforbus et al. 1995, 2016). Narrow
conceptual metaphors thus get complementegebgric self-mappindske, e.g.:

(U) S uses %~ S uses X

Generic mapping adjuncts can then also be appli¢hiese correspondences.

Next, we outline how these restricted mappings lmanleployed to derive interpretations
for metaphorical expressions that form part of edezl metaphors (Section 3). Then we will
consider how the computationally implemented sgnat&an contribute to an empirical account
of how (some) metaphors are understood (Section 4).

3. Interpreting Metaphors: Applying ATT-Meta

The ATT-Meta approach uses a three-step proceduretérpreting metaphorical expressions
in sentences: First, it interprets the expresditerally and makes from the literally interpreted
sentence inferences that deploy general knowletigaetahe source domain. Thi®urce-
domain reasoningnay involve abstract re-representation of thaahpremises. It delivers
conclusions that are mappable from SD to TD wighrttodest resources we have just reviewed.
In a second step, the expression at issue is tremtanetaphorical. In line with fictionalist
accounts of metaphor (e.g., Walton 2004), thisashed in as treating the sentence and the
conclusions derived from it in the first step api@ce of fiction and developing a ‘pretence
scenario’ in which we ‘pretend’, e.g., that a treniks literally looking at an option or issue (in
something like the way in which fairy tales pretéimat pots talk to kettles): Precisely to prevent
nonsensical conclusions, these sentences are plaeegretence cocoon’ from which only
restricted analogical inferences about ‘reality’tioe intended target-domain application are
allowed. Theseestrictedanalogical inferencegeschew generation, involve only substitution,
and make do with the restricted range of mappingshave just reviewed. Third, subject to
contextual constraints, one or more conclusionsswfh inferences are then chosen as
interpretation that specifies the utterance contétgpecially where prior abstract re-
representation was involved, the conclusion ofahalogical inference may first be rendered
more specific througlarget-domain reasoninglhe initial source- and final target-domain



reasoning deploys only knowledge or assumptions dh& generally shared, and generally
taken to be so shared.

Let's consider how this approach can be appliedig¢bver interpretations for vision-
cognition metaphors that are generally acknowledggephilosophically highly important but
have received only rather little and mostly cursdisgussion in the extant conceptual metaphor
literature (Danesi 1990, Goschler 2005, Kovecsel)20akoff & Johnson 1999, Sweetser
1991). They still lack a detailed analogical analy#ith ATT-Meta or any other approach).

For an initial understanding of the subtle ATT-Mafgproach, consider how it can be used
to derive metaphorical interpretations for the afisiterm ‘clear” First, it interprets this
expression literally, and makes elementary stepecdy inferences: As thielacmillan English
Dictionary for Advanced Learne(MEDAL) explains, ‘clear’ literally means ‘easy to sext.
for somebody or other). An elementagurce-domain inferendeas it that

(SI) When X is literally clear (i.e. easy to sebgn
(SC) any [contextually relevant] subject S easép see X.

An analogical inferenceghen takes us from this source-domain conclusB®) (o a target-
domain conclusion

(TC) Any [contextually relevant] subject S easignaget to $ic] know X

To obtain the correspondence for this inferencefingeapply the ability-adjunct (ABLE)
to core mapping (1) and then the manner-adjunctiyti& the resulting correspondence. This
illustrates how the use of specific adjuncts cabtlgunfluence the meaning of the mapped
core expression: By ‘knowledge’ we ordinarily unstand a comparatively stable or persistent
state that may result from an intellectual effort axthievement. (ABLE) highlights the
achievement aspect of ‘seeing’: S is able, manamsese X. It hence has us map ‘can see’ on
the ability to bring off an epistemic achievemantit on ‘can know’ but on ‘caget toknow’.
(MAN) then transfers ‘easily’, and we obtain:

Any [contextually relevant] subject S easily car ¥e
< Any [contextually relevant] subject S easily cat t know X

This correspondence is used for the analogicatenfze from the conclusion (SC). Together,
the analogical and prior source-domain inferenckemgp a simple inference chain. The final
conclusion of this chained inference, viz. (TCEgritspecifies a metaphorical interpretation of
the expression from which we proceeded, namelthennitial premise of the source domain
inference Sl (‘X is clear’). We thus obtain the aldf metaphorical interpretation for ‘X is
clear’ that is reflected in the dictionary explaoat‘manifest to judgment, plain, evident’
(Oxford English DictionaryOED).

In shifting the correspondence to an epistemicea@ment, (ABLE) allows for different
closely related achievements, including ‘can undeds. Applying (MAN) to this
correspondence, instead, has us move from (SC) to

"Here and throughout this paper, we deploy the Meéfa theory and forward-reasoning to obtain
default interpretations for sub-sentential expi@ssior open sentences. The computational
implementation of the theory (also called ‘ATT-Mgitactually employs goal-directed reasoning
and interprets whole sentences.



(TC’) Any [contextually relevant] subject S easilgn understand X.

This conclusion captures the closely related im&tgtion informing another dictionary
explanation: ‘easy to understanEDAL).

To forcefully bring out how the ATT-Meta approachoaomises on mappings, while
delivering rich interpretations, consider how wencase it to deliver metaphorical
interpretations for the expressions ‘beyond my kard ‘focus’. TheOED explains the (now
rare) literal sense of ‘ken’ as ‘range of sightv@ion’. Standard conceptual metaphor theory
would then posit a mapping from ‘ken (range of amgi to ‘range of knowledge or
understanding’. ATT-Meta, by contrast, proceedsnfra source domain inference: When
something is beyond someone’s range of visions ligpically unable to see it. l.e.:

(S) If Xis literally beyond the ken of S, then
(SC) S is unable to see X.
An analogical inference then takes us from (SGhéotarget-domain conclusion
(TC) Sis unable to understand X.

This analogical inference does not require corirgded further element of the visual SD (‘ken’)
with a TD element. Rather, the necessary mappingeaderived from the core mapping (1)
of ‘seeing’ onto ‘knowing’, by applying the abiltgdjunct (ABLE). This stresses the
achievement aspect of ‘see’ and has us correlatalitity to see with the ability to pull off the

achievement of getting to know or understand (bpve). Applying (NEG) to the result gives
us the correspondence:

S is unable to see % S is unable to understand X
The target domain conclusion (TC) thus obtainediplies a default metaphorical interpretation
of ‘X is beyond the ken of S'.
A richer interpretation can be obtained by takingpiaccount that the present inability to
see has a particular cause: It is not due to béisslor darkness. Rather,
(SI) If X is beyond the ken of S,
(SC) Sis unable to see X because S does notiseedagh.
To map this richer conclusion, ATT-Meta needs toagresent it in more abstract terms:
(SC") S is unable to see X because S does nobsestifficient extent.
By applying (EXT) to core correspondence (1), wéaob‘S sees to a sufficient exteat S
knows to a sufficient extent (has enough knowledg8)nce (EXT) does not stress the
achievement aspect of ‘seeing’, the correlatiowith a state of knowledge, rather than an
epistemic achievement.) We then apply (NEG) tadiselt, and finally (CAUSE) to the present
and previous input, and thus obtain a corresporedérat underpins the analogical inference
to
(TC’) Sis unable to understand X because S doeknwow enough.
This conclusion can be rendered more specific sgking the target-domain knowledge that
the presently relevant knowledge may be proposti@n experiential. The resulting richer

interpretation is articulated by this dictionarytrgn ‘impossible for someone to understand
because they don’t have enough knowledge or expridMEDAL).
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In the ATT-Meta model, derivations of metaphoricdérpretations may proceed from more
than one conclusion of source-domain reasoningcandnvolve different core mappings, as
in our next case: ‘to focus’. With (1) ‘see’ ang (®ok at’, this probably is one of the three
vision verbs most commonly used metaphoricili@onceptual Metaphor Theory would
invoke a further correspondence akin to (1) se&now, and (2) look at> think about, e.g.
‘visually focus’ - ‘mentally focus’. With the ATT-Meta strategy, wastead spell out a
consequence of the literal interpretation of ‘Sufses on X', whictMEDAL explains with the
words ‘if you focus your eyes, you look at someghaarefully until you can start to see it
clearly.” This articulates an elementary source-dimmnference which seizes on semantic
features of the verb:

(SI) If S focuses [her eyes] on X,
(i) S looks at X carefully
until
(i) S sees X well.

By applying the adjunct (MAN) to core mapping (@ obtain a correspondence between
consequent (i) and ‘S thinks about X carefully’.pipng the same adjunct to core mapping
(1), yields a correspondence between (i) and ‘Bwisrwell what X is’. Indeed, since the
evaluative term ‘well’ highlights the achievemespact, it invites a correspondence with ‘S
understand X well’. The two correspondences forafld (2) and the temporal relation ‘until’
provide input for (T-REL) (Fn.6) which takes usrrahe source-domain conclusion to ‘S
thinks carefully about X until S knows well whatiX — or understands X properly. In its third
and final step, the strategy has us rely on tadgetain knowledge to flesh out the above
interpretation of ‘S focuses on X’, namely, by $ipgl out various ways in which one may
‘think about’ something in soliloquy, debate or tivrg, to obtain the interpretation: ‘To
carefully reason about or discuss X, until one wstd@ds X properly’. To interpret
metaphorical talk of ‘focussing on’ something, @pproach hence does not add another
correspondence to those for ‘see’ and ‘look att,dmrives new more specific correspondences
from those core correspondences, with a coupleenégc adjuncts that belong to a limited
range of such adjuncts.

4. Towardsa Minimal-Analogy Theory

So far we have described a computationally implgetestrategy for deriving metaphorical
interpretations, and demonstrated how it can béiexpfo derive interpretations for extended
metaphors. We will now consider how this ATT-Metadrl coheres with psycholinguistic
accounts of language comprehension and how it oatribute to a theory of how extended
metaphors are actually processed and understoodjimary discourse. We will thus build up
towards a theory that explains how such metaphaogiqaressions are initially processed and
understood in actual discourse. This n#hmimal Analogy Theory’ (MAT)of extended
metaphor explains how rich interpretations of soataphors are obtained through minimal
use of restricted analogical resources, and thegraction with routine comprehension

8 These three verbs jointly account for 85% of mietajzal uses of sight terms in a corpus obtained
from a naturalistic context (verbal lecturer-studateractions) (McArthur et al. 2015).
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processes that are empirically well attested: Adiogrto MAT, initial interpretation of such

metaphors involves routine stereotypical and ptedicinferences, followed by restricted
analogical inferences (Section 3) and, where nacgsBy integration with antecedent world
knowledge (about the TD) and standard pragmaterémice (see Section 5).

In psychological reality, the initial source-domai@asoning envisaged by ATT-Meta
typically involves the sort of largely automaticfarence processes that are supported by
associative processing in semantic memory (McRderdes 2013, Neely 1991) and routinely
go on in language comprehension: semantic and osypieal inferences triggered by
individual words or phraseSst{imulus-driven inferenceg{Hare et al. 2009, Harmon-Vukic et
al. 2009) and ‘expectation-driveptedictive inferencefom prior text and world-knowledge
(Metusalem et al. 201 Ratcliff and McKoon 1989). Conclusions or outputshese initially
parallel processes get subsequently integratedd&i003, Peleg et al. 2004, Peleg & Giora
2011): Where they can contribute to the interpratathey are retained (Giora & Fein 1999,
Fein et al. 2015); where they interfere, they dferéully suppressed (Gernsbacher & Faust
1991, Faust & Gernsbacher 1999 dtention/Suppression Hypothesi§iora et al. 2014).
Retained conclusions can serve as premises foeguest analogical inferences.

Many nouns (Hare et al. 2009, McRae et al. 2008)\arbs (Harmon-Vukic et al. 2009,
Ferretti et al 2001, McRae et al. 1997) are assatiwith stereotypessets of features that
come to mind first, and are easiest to process,nwive hear those expressions. In
psycholinguistics, such associations are oftentified through sentence-completion, listing,
and plausibility ranking tasks (McRae et al. 199Meir strength is measured through the
‘cloze probability’ or frequency with which a featuis named in a sentence-completion task
like ‘Elephants are__ ’. Nouns are stereotypicasociated with the most frequently
observed or talked-about properties of their beaf@ephants are clumsy and large, and have
phenomenal memory). Verbs can be associated witte momplex, internally structured
stereotypes, akKgeneralised situation schemg®umelhart 1980), made up of typical features
of the relevant events or actions, agents, aneémasti(i.e. referents of direct objects). (E.g.:
‘She manipulated Joe. He is so____'— gullible, eadtupid. ‘Jack was manipulated by Jane.
She is so___ ' — cunning, shrewd, clever.) When e language users encounter these
expressions in sentences, they automatically isfereotypically associated attributes and
consequences, in line with the neo-Gricean I-h#&arisFind interpretations that are
stereotypical and specific!’ (Levinson 2000). Tdget with semantic inferences, these
massively parallel inferences constitute the bulksaurce domain reasoning which may
preface analogical inferences, in metaphor intéagica.

In fact, stereotypical inferences facilitate metpmterpretation both with and without
analogical reasoning. They also facilitate attidmeél metaphor interpretation strategies
(Bortfeld and McGlone 2001, Searle 1993), whichuregno analogical reasoning: When
hearing ‘Achilles is a lion’, you will automaticgllinfer that Achilles is strong, ferocious,
brave, and noble. In some contexts (‘The zoo cafisgiraffe ‘Hugo’ and...’), these
stereotypical conclusions will be used earich literal interpretations through pragmatic
inferences that can be immediately cancelled (tbet poor animal has grown weak and
miserable in captivity’). In other contexts (‘Accling to thelliad...’), one or more of these
conclusions will be taken tmonstitutethe interpretation or intended meaning. The cdngdhky
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inappropriate literal attribution (of lionhood)sappressed and replaced by that of one or more
stereotypically associated properties selectedtagaretation (e.g., strength and nobility). The
property selection process involved builds on perit background knowledge (thead’s
Achilles is a human warrior) but is highly sensitito context (as in this example from
Wallington 2010):

(a) Mary is graceful, but John is an elephant.
(b) Patricia is small, but James is an elephant.
(c) Susan forgets everything, but Paul is an elephant.

The multiplicity of stereotypically associated peofes can account for the indeterminacy and
context-sensitivity of the metaphorical use of Whard. Arguably, in an appropriate context,
any property can be selected in this way, if sigfidy strongly stereotypically associated with
the metaphorically used wofd.

Also predictive inferences can support metapharpretation with and without analogical
inference: When reading that an elephant or aibuit a China shop, readers will not only
infer that the animal is clumsy and bulky, and it place is full of fragile objects, but also
predict that the animal is liable to break manyilexthings. We exploit this inference for
metaphorical extension when we talk of someonego@rbull’ (in English) or ‘elephant’ (in
French, German, or Italian) ‘in a China shop’. Degiag upon context, the inferred attribute
(X is liable to break many fragile things) may bepked literally (‘Amidst the delicate
furniture...’) (attributional metaphoy. In other contexts (‘During the difficult negdiian...’),
the inferred source-domain conclusion merely presithe basis for analogical inference that
delivers the intended interpretatianélogical metaphqgr(Bortfeld & McGlone 2001).

The Minimal Analogy Theory (MAT) accordingly takése kind of analogical inferences
specified by ATT-Meta to be involved only in thettéa casé’ — and only where the
metaphorical uses at issue are comparatively nethetdnearer. According to the influential
Career of Metaphor HypothesfBowdle & Gentner 2005), metaphorical uses of esgions
prompt a distinctive interpretation process onlyewlthey are new to language users, and get
processed like literal uses, once they have bedamdiar and contributed to building up a
new category. According to the empirically well-poptedGraded Salience Hypothegisein
et al. 2015, Giora 2003), semantic and stereotypeztures associated with frequent and
familiar uses of an expression get initially actedh upon encounter of the expression,
regardless of context — and of whether the usesaieiis literal or figurative. These features

9 The likelihood of selection is, however, not mgralfunction of strength of stereotypical assooiati
and degree of contextual fit: Whereas the propedmpearing in generic mapping adjuncts are
selected as a default, others, like colour, ne¢dh@selected even when contextually appropriate
(‘Mary’s pencil is blue but John's is a tomato’, Wsgton 2010) and seem to be selected only
together with other properties: E.g., ‘emeraldgair face’ and ‘pearls of your mouth’ (Herrero
2003) readily conveys information about both coland (aesthetic) value (beautiful green eyes or
white teeth). Discussion of contextual and otherst@ints on property selection is, however,
beyond this paper’'s remit.

10 By contrast, the ATT-Meta model, which has beevettgoed not for psychological explanation but
to deliver interpretations for as many metaphoritssls as possible, delivers interpretations for
both attributional and analogical metaphors, angleys analogical inferences also for the former
purpose. See, e.g., Wallington (2010).



13

jointly form generalised situation schemas (Rumelh880). Repeated analogical inferences
can build up such a schema which will subsequdrgtigirectly activated by the verbal stimulus
(without ‘analogical detour’) and deployed for aaesation judgments (Tversky &
Kahneman 1983) in the same way as other schemag{8& Gentner 2005). Accordingly,
initial comprehension inferences will be followegdmalogical inferences only when language
users encounter metaphorical uses of expressiahidlre not yet become familiar to them.

ATT-Meta specifies, and MAT invokes, an analogytgy which builds up from a few
familiar core mappings, with widely applicable geaenapping adjuncts. Inferences in line
with this strategy are particularly well suitedeplain the wholesale metaphorical extension
of entire families of related expressions from mayacrete to more abstract domains (e.g. the
systematic recruitment of visual terms for talk atbiotellectual activities and achievements)
and their ready extension through apparently utedleerms (e.g., ‘bury’ for visual metaphors:
When S buries X, she makes it impossible for petuptee/know X, and prevents people from
looking at/thinking about X). We will use MAT to phain the interpretation of extended
metaphors.

The extended metaphors we are interested in ardingllistically realised through
metaphorical uses of entire families of related regpions, which have become
conventionalised to the point of finding entry irdtionaries. In contrast with stereotype-
based attributional metaphors which often are Rigdénsitive to context (above), these
expressions haveefault metaphorical interpretationgterpretationswvhich language users
predictably give expressions, as and when thenilyiencounter their metaphorical use; these
default interpretations are modified or droppedyoirl the light of further contextual
information or social feedback.In the absence of such modification, repeatedogicl
inference will build up a new category (Bowdle &ri&eer 2005) or, more specifically, a new
generalised situation schema (Rumelhart 1980), wit subsequently be directly activated
by the verbal stimulus. This schema need not becaded with another expression, or may be
associated with its use in only one of several egiidn either case, the specification of the
metaphorical interpretation will require more themne-word paraphrase. These potentially
rich interpretations will be implicitly presupposeéd fast-paced conversation. In unhurried
contexts of ‘metaphor appreciation’ (Gerrig & Hed983) where competent language users
judge the aptness of metaphorical expressionsg thésrpretations are not only made explicit
but can also be developed further, in predictabdgsw MAT seeks, first, to specify the
potentially rich and complex default interpretas@resupposed in ordinary discourse, second,
to explain how they are initially obtained andrdhito predict how they will be developed
further.

We will now focus on the first task. Default metapbal meanings stand a better chance of
widespread conventionalisation than interpretatitimst require specific and historically
contingent real-world knowledge (cp. Traugott & Bas2005). They are made explicit, e.qg.,

11 For a review of related but distinct notions céfalult interpretation’, see Jaszczolt (2011). Cp.
Giora et al. (2015).

12E.g., the schema associated with “keep in minelé Section 5) corresponds to one sense of
“remember” (MEDAL sense 2a), but not others (eMEEDAL sense 1).
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when language teachers and students explain thearstanding of metaphorical expressions
(Bortfeld 1998) — and by ‘advanced’ dictionarielswe assume that most of the expressions
belonging to extended vision-cognition and spaggitimn metaphors have kept their default
meanings through conventionalisation, we shouldrefioee expect their dictionary
explanations to reflect rich default interpretatidhat cannot be captured by a single concept
but can be derived by MAT. | therefore proposeeti this variant of ATT-Meta by verifying
that it can generate the interpretations givenh@ @xford English Dictionary(OED) or
Macmillan English Dictionary for Advanced LearnddEDAL), whichever gives a richer
explanation:3

5. Metaphorical Minds

Talk of ‘minds’ in ordinary discourse revolves anou(though it is not limited to) spatial
cognition metaphors. We will now verify that thefhal Analogy Theory (MAT) outlined
delivers accurate interpretations for such ordinaigd-talk, when working in conjunction
with well-attested language processes like pragnstengthening (Levinson 1983, Traugott
1989). This will, first, support the hypothesisttinhat analogical reasoning is employed in
interpreting this pre-philosophical talk uses aalagy-minimising mapping strategy. Second,
it will reveal a surprising fact about the place‘wiinds’ in the analogical reasoning that
underpins pre-philosophical metaphorical talk. Timding will provide the basis for exposing
(in section 7) a specific fallacy in philosophicabsoning about the mind (reconstructed in
section 6).

Conceptual metaphor theorists quite unanimouslgrethe use of English ‘mind’-idioms
as motivated by a conceptual metaphor that treads$nas target-domain entities and correlates
them with containers in the source domain (MIND @SNTAINER) (e.g., Gibbs & O’Brien
1990, Koivisto-Alanko & Tissari 2006, Kovecses 201@koff & Johnson 1980, 1999). We
will now explore a rather different new approachickhmaps a spatial relation, rather than a
spatial entity (like a container), and maps it oatoognitive relation, rather than any target-
domain entity (‘mind’, or some such).

Much metaphorical ‘mind’-talk is grounded in theefance or fiction that every thinker has
a personal physical space or container. But thé&€esmr container does not get placed into
correspondence with anything we could conceptualéssan element of the intellectual TD —
say, with our ‘rational or intellectual powers’ (& OED explains another use of ‘the mind’).
Indeed, in metaphorical ‘mind’-talk about what plothink of or remember, the fictitious
space or container does not get placed into caynelgnce witranything In the expressions
of interest, ‘the mind’ rather serves as label floe fictitious space (rather than any TD
correlate) aelation to whichgets mapped onto a cognitive relation coye mapping(l):

X isinsidea physical space belonging to S (‘inside the noih8’) < S thinks of X.

ATT-Meta theorists have stressed that the SD reagamvolved in metaphor interpretation
often involves elements that do not get mapped th@d D (e.g., Barnden 2015). The physical
space figuring in (1) is a case in point: Neithigin@r any correspondence MAT generates from

13 For discussion of various problems involved irs tinge of dictionaries, see Steen et al. (2010).
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it places this space (‘mind’) into correspondendi \&nything; rather, the spatial relation ‘X
is in the mind-space of S’ gets correlated with stinimg, namely, with the cognitive relation
‘'S thinks of X'. Generic mapping adjuncts generfat¢ther mappings from this core mapping
(I). Together, these mapping are constitutive & tfarrow conceptual metaphor BEING
THOUGHT OF AS BEING IN A PERSONAL SPACE.

We will now see how this restricted mapping allayggo derive interpretations for ordinary
talk that combines ‘to/from/in/ the mind’ with verbhcluding ‘spring’, ‘come’, ‘cross’, ‘bring’,
‘call’, ‘bear’, ‘keep’, have’, ‘put in/out’, and ‘anish’. For all these complex expressions, we
can derive default metaphorical interpretationsne with MAT: by prefacing such restricted
analogical inferences with the most elementary gadomain inferences (SI) which merely
make explicit semantic or stereotypical implicatoof the verbs employed alongside ‘the
mind’, and — sometimes — developing initial targetnain conclusion further, with standard
pragmatic inferences.

As first example, consider ‘X springs to S’s min@b derive its default interpretation, we
first interpret the phrase as being literally abeniry into a physical space, and bring out some
implications. The verb ‘spring’ implies a certaudslenness and that the outcome results from
action of the subject-role filler, rather than fraient-role filler (here: X, not S):

(SI) When X springs into S’s space (mind),
I. X suddenly is in the space of S, without an eftorthe part of S
and previously
i. X was not in the space of S

To obtain a mapping for analogical inference framwe start with mapping (I) and apply to
it the mapping adjuncts (T-ATT) and (MAN), whichroaover ‘suddenly’ and ‘without effort’,
respectively. This secures correspondence of {) &ithinks of X suddenly and effortlessly.’
For inference from (ii), we apply the mapping adjisn(NEG) and (T-ATT) to (I) and thus get
the correspondence between (ii) and ‘S did notktlinX’.*> These two correspondences for
(i) and (ii) and the temporal order-relation ‘prewsly’ provide input for (T-REL) (Fn.6), that
correlates the entire consequent of (SI) with ‘8danly and effortlessly thinks of X, and
previously did not think of X.” As our dictionarigaut it, ‘to spring to mind’ is ‘to occur
immediately to a person, be one’s first or instirethought’ OED); ‘you suddenly start to
think about it’ MEDAL).

The core correspondence (I) is no more precise dbamise of the verb “to think of”: We
use it not only to speak of occurrent thought lbe &hen we think of somebody or something
continually, rather than continuously, or even jugry occasionally® It often gets

14 This metaphor differs also from the relation-ttatien mapping the extant ATT-Meta literature
proposes to account for similar linguistic data (€p.3). Comparative evaluation of these two
approaches has to be reserved for another occasion.

15 This involves a promissory note insofar as the AM@ta literature has not yet provided resources
to handle tense. We simplify by taking past andrieitense as temporal attributes projected by (T-
ATT).

16 Even in the most sincere love letter, 'l am thigkdf you night and day' means that the writer
thinks of the addressee again and again, rathentithout interruption. And | may be ‘thinking of
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disambiguated by implications of the verbs usetthénmetaphorical expressions at issue: E.g.,
‘spring’ implies such suddenness that we can oalindate the point of change with sufficient
precision in case the thought at issue is occurrent

The expression ‘come to mind’ is used almost ittangeably (so tha¥lEDAL gives the
same explanation for both). However’ ‘come’ ladks implication of suddenness and does not
make the effortlessness on the part of S so sahtEnice:

(SI) When X comes into the space (mind) of S,
i. Xis in the space of S
and previously
i. X was not in the space of S

Analogical inference from (i) requires only mappiig while inference from (ii) is as before,
to yield with (T-REL) the interpretation: ‘S thinks X after not thinking of X previously’, i.e.,

‘S starts to think of X’. Again, the point of changan only be delineated in case the thought
at issue is occurresf.

The OED, however, offers a richer interpretation: ‘to ocesp. upon reflection)’. We can
explain the enrichment (‘upon reflection’) by pragio considerations (Levinson 1983):
‘come’ does not imply suddenness, and makes thecggd the subject-role filler less salient.
Since the more informative expression ‘spring tadahis available, and the less informative
‘come to mind’ is no briefer, we infer from preface of ‘come’ over ‘spring’ that the
implications not shared (or not shared to the saxtent) by ‘come’ are not meant to apply: S
starts to think of X, but does so neither sudderdy effortlessly. l.e.: S starts to think of X
upon effortful reflection, though the immediateytrer is still no action of S (as in a conscious
logical derivation of X): ‘X occurs to S upon refteon’.

Straightforward reasoning applies to ‘X crossesntiired of S’: When X crosses a physical
space, it is currently in it, typically was prevgby outside it, and will again leave it. Typically,
a space ‘crossed’ is small by comparison to theestrjectory of X. Therefore X will be in
the personal space of S only for a comparativetytdhme. Mapping (I) and (T-ATT) facilitate
inference from the conclusion of source-domainarax) ‘X briefly is in the space belonging
to S’ to ‘'S briefly thinks of X’ (as th®©ED puts it: ‘(of a thought) occurring to one, esp.
transiently’). Again, the temporal attribute enfescan occurrent reading of ‘think of’.

When someone ‘brings’ something to a location, &eses it to be there (which may but
need not have been his aim), and there is the ¢atpn that it was not there before:

(SI) When X brings Y to the space (mind) of S

i. X causesY to be inthe space of S
and before then
ii. Y was notin the space of S

travelling to Japan’ for months, even when | hamdhgr find the time to devote thought to travel
plans.

17Very similar reasoning lets us derive the converal metaphorical interpretation for the now
obsolete ‘to pass from / out of mind’: to be nodenthought of / remembered, to be forgotten (cp.
OED).
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Applying the (CAUSE) adjunct to Mapping (l) provalthe mapping for analogical inference
from (i) to ‘X causes S to think of Y. Derivatioof ‘and S did not think of Y before’ then
follows as above, to yield: ‘X causes S to thinksoimething Y which he did not think of
before’ OED: ‘to cause one to remember someone or somethinghtepretation of “X
brings Y to S’s mind”. We can also cause a persdretat a location she wasn't at before, by
calling her to it: Parallel reasoning leads toghee interpretation for ‘X calls Y to S’s mind'.

Similar reasoning lets us interpret talk of ‘pudfithings out of one’s mind’:

(SI) When S puts X out of the space (mind) of S
I. S deliberately causes X not to be in the space of S
and before then
il. X was in the space of S

To obtain the mapping required for inference froyywe apply first (NEG) to mapping (I) and

then (CAUSE) to the resulting mapping, while (MABrries over ‘deliberately’, so that we
obtain: ‘S deliberately causes S not to think dfBarther derivation from (ii) and the temporal
relation is by now obvious. The TD conclusion (‘&hbeen thinking of X but deliberately
caused herself not to think of X’) can be parapddasuccinctly: S deliberately ‘forgets about
somebody or something, even if only for a shoretiMEDAL).

Talk of ‘banishment’ (as in ‘The news of her pregoy banished all other thoughts from
her mind’) has even richer implications:

(S1) When somebody or something X banishes Y frioenspace (mind) of S

I. Y previously was in the space of S
il. X deliberately causes Y not to be in the space of S
iii. X will prevent Y from being in S’s space again {lre foreseeable future).

A mapping for inference from the genuinely new adeir(iii) is obtained by applying a prevent
adjunct that works like (CAUSE) to core mapping éind (T-ATT) to the result, to obtain: ‘X
will prevent S from thinking of Y again (in the fegeeable future)’ — and not only for a short
time.

The interpretation of ‘keep’ and ‘bear in mind’ thélustrates the combined use of core
mappings and generic self-mappings (Section 2).0Ating to theOED, to ‘keep’ literally
means to ‘store in a regular place’, namely, ‘laufe use’. (‘To store’ is explained as ‘keep
for future use’.) That S keeps X for future usefédsibly) implies that S can make use of X
and will make use of X, as and when required. (\lsg bother to store it?)

(SI) When S keeps X in the space (mind) belonging,t
i. Xis in the space of S
il. S canuse X
ii. S will use X, as and when required.

Analogical inference with mapping | from (i) yieldS thinks of X'. (ii) and (iii) employ the
generic use-relation, in which users can standonbt to physical goods but to any (other)
object of thought as well. These denizens of b@ha8d TD are mapped by the generic self-
mapping (U). Application of (ABLE) to it provides saelf-mapping for (ii). Two-fold
application to (U) of (T-ATT), for future tense ateimporal qualifier, yields a self-mapping
for (iii). Together, these mappings license analalgnferences that take us out of the pretence
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cocoon and to conclusions about the TD: ‘S thinkX,ocan use X, and will use X, as and
when required.” This conclusions is rendered maeeipe by taking into account contextual
information, in pragmatic inference. (ii) and (iéje incomplete: used for what? As and when
required for what? Relevant contextual informatiemprovided by (i): We are talking about
thinking. The use at issue is hence the use irkitigp i.e., taking X into account. Pragmatic
inference in line with Grice’s maxim of quantitykés us from (ii) and (iii) to the conclusion
that S is not currently using X in his thinking atiterefore, the interpretation of ‘thinks of' as
‘thinks of every now and then’ (rather than ‘ha® tbccurrent thought’). The resulting
interpretation is consistent with the dictionarpkations ‘to remember, not forget, take into
account'® and ‘to remember something, especially somethirag will be important in the
future’ (MEDAL).

The most salient sense in which you can literdigar’, i.e., ‘carry’ something in a space
belonging to you is to carry it in the enclosedcspaf a container. When you carry something
around with you in a container, you can typicadligd it out and use it, as and when required.
Indeed, if you bother to carry it around, you tydg will use it, as and when required.
Accordingly, parallel reasoning leads from ‘S bedrén mind’ to the same conclusions as
above, which can then be deployed as explained.

By contrast, that you ‘have’ something in your per@ space implies only that (i) it is in
the place and (ii) you can make use of it; butghease lacks the salient implication (iii) of
storage for future use which is carried by ‘keepl &ear’ and suggests there is no current use.
As in the case of ‘come’ vs ‘spring to mind’ (ab@vpragmatic considerations can therefore
enrich the interpretation of the less informativeve in mind’: Its preference over the
otherwise more informative ‘keep’ and ‘bear in nmimdarrants the pragmatic inference that
the speaker means to rule out the suggestionhibet ts no current use, and seeks to convey
the opposite: She wants to convey that S is ngt thithking of S buturrently making use of
it in her thinking. This is consistent with the tibmary explanations of ‘to have in mind’ as ‘to
think of, contemplaté® and ‘to recall and take into consideration, keep'® attention fixed
upon’ (OED).

Reconstructing the derivation of default metapladrioterpretations for these expressions
puts us into a position to clarify the status die‘tmind’ in the analogical reasoning
reconstructed. In the conceptual metaphor liteeafarg., Gibbs & O’Brien 1990, Koivisto-
Alanko & Tissari 2006, Koévecses 2010, Lakoff & Jebn 1980, 1999), it is unanimously
assigned as an element to the target domain ofiabpadgnition metaphors. This is
understandable: In ordinary discourse, we often‘thgemind’ to refer to an element of the
intellectual TD, namely, to the faculty of reasapiand understandindOED sense 21: ‘a
person's cognitive, rational, or intellectual posyehe intellect’) which one may possess to
various degrees (‘have a fine mind’) or — sadlyose'. It is also used metonymically to refer
to people who possess this faculty (‘two great mimeere in attendance’) (ibid.). But in

18 http://www.oxforddictionaries.com/definition/endtithesaurus/min@ast accessed 12/11/2015)

19 http://www.oxforddictionaries.com/definition/endtithesaurus/mindCp. the explanation of
‘having someone/thing in mind’ as ‘te thinking of someone or something’ (note the tense, my
italics), http://www.oxforddictionaries.com/definition/endiihave-someone/thing-in-mir(doth
accessed 12/11/2015)
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interpreting the present metaphorical expressionthé way outlined, ‘the mind’ is used
exclusively to refer to an element of the spatmlrse domain, namely, to the physical space
assigned to the subject S, by the fiction or pmestenaridrom which we are making
analogical inferences.

For consider: The derivation process outlined @efivmetaphorical interpretations for the
expressions that are used in the initial premigesoarce-domain reasoning (Sl), e.g. ‘If S
focuses on X..."” (Section 3). These expressionsakerntliterally in this reasoning. In the case
of expressions that combine physical action veilwes ‘cross’ or ‘spring’, ‘bring’ or ‘put’,
‘bear’ or ‘keep’, with potentially spatial prepdsinis like ‘to’, ‘in’, of ‘from, and the noun
‘mind’, this initial literal interpretation of theverb enforces spatial interpretation of the
preposition and has us take the noun to refernwegghysical space, in initial source-domain
inferences. l.e., in SD reasoning, ‘the mind’ stamar a physical space, an element of the
spatial SD or pretence scenario. In subsequentgical reasoning, this element does not get
mapped: It is neither placed in correspondence thiéghreasoning faculty that ‘the mind’ refers
to in the above-mentioned literal use, nor with ather element of the TD of cognition. Only
a spatial relation to this unmapped SD elementmaigped (by I). If one wanted to assign ‘the
mind’ that is invoked by spatial cognition metaphdesone of the domains used in the
analogical reasoning involved in interpreting theme, would have to assign it — against the
majority opinion — not to the target but the souwtoenain.

To sum up, the noun ‘mind’ has an independentditapplication in the target domain of
cognition. But, in metaphorical talk, it is recedtto stand for the physical space the pretence-
scenario of spatial cognition metaphors assignthittkers. As cross-linguistic comparison
reveals, this is an illustration of a more genstedtegy: In German, three different cognition
terms, viz. ‘Sinn’ (sense), ‘Gedachtnis’ and ‘Ernang’ (both: memory), along with ‘Kopf’
(head, typically regarded as bodily seat of ousoeag powers) are recruited to stand for that
unmapped space in the pretence scenario (SD) tilspagnition metaphors interpretable
through exactly parallel derivations (Table 1).

((Table 1 around here. Now p. 36))

6. Introspective Minds

Introspective conceptions of the mind, as arti@dah early modern philosophy and culturally
influential to this day, are frequently regardedrdsitive and part of common sense. Various
philosophers have suggested that the intuitiortheatoot of these conceptions result from
spontaneous analogical inferences with linguidiiaaalised conceptual metaphors, crucially
including spatial and vision cognition metaphorakaff & Johnson 1980, 1999, Rorty 1980,
Fischer 2011, 2014, cp. Wittgenstein 1933/20053hWit addressing philosophical examples,
recent experimental studies from cognitive andaqusychology as well as communication
science suggest spontaneous analogical inferenidlesngtaphors occur in problem-solving
(Thibodeau & Boroditsky 2011, 2013, 2015) under dittans characteristic of much

philosophical thought: high level of abstractione@er et al 2014), greater psychological



20

distance (Jia & Smith 2013), low confidence in aarget-domain understanding (Landau et
al 2014), and low level of target-domain knowledgandeleene et al, in prep).

We distinguished wide from narrow conceptual metapliSection 2) and hypothesised that
while analogical reasoning involved in metaphoeiptetation, as a default, employs narrow
conceptual metaphorpdcestandard conceptual metaphor theory), thinkers&jly employ
wide conceptual metaphors or correlation-maximisingpping strategies when deploying
analogies for problem solving (‘differential prosesy hypothesis’). We provided initial
support for the more novel first part of the hypstis through analysis of metaphorical ‘mind-
talk’ and will now apply the less controversial sed part to the analysis of classical
philosophical efforts to solve the problem, or aesthe question, ‘What happens when we
think?’ These analyses will jointly expose two &alles in analogical reasoning with metaphors
that are at the root of introspective conceptidnfe mind.

According to our differential processing hypothesiralogical reasoning in response to
such a task employs the full Copying with Substitutand Generation (CWSG) procedure
(Section 2) and fuller source-target mappingsukritial texts from early modern philosophy
of mind couch discussion of the operations of ttug visual terms and explicitly compare
‘the mind’ to a ‘closet’ or enclosed space in whighictures’ are viewed (e.g., Locke
1700/1975, I1.xi.17, cp. ILiii.1); i.e. the mind compared to a restricted visual field, and ‘the
understanding’ to ‘the eye’ (op. cit. L.i.1), thegan of sigh£® When deployed in analogical
reasoning, these comparisons translate into thertampings:

Mapping M:visual field - mind
Mapping N:eyes~ understanding

These mappings evidently cannot be obtained with analogy-minimising mapping
strategy, by applying generic mapping adjunctote cnappings of vision cognition metaphors
like (1) S sees %> S knows what X is, or (2) S looks at<¢ S thinks about X. They are,
however, generated when the analogy-maximising mgpsgtrategy of structure mapping
theory (SMT) is applied to generate vision cogmtioappings from truisms about the visual
source domain SD, given common-sense backgroundl&dge about the intellectual target
domain TD. SMT (cp. Section 2) stipulates that malagical reasoning, with or without
metaphor, we routinely add new mappings, wheofe relations have already been mapped,
(i) the requirement of Parallel Connectivity derdanhat we map their relata, and (iii) the TD
contains suitably related elements (Gentner anckian 1997, 2005). This general mapping-
rule leads to mapping N, in inferences from SDsims such as:

When we look at something, we use our eyes.
When we see something, we use our eyes.

The first verb in each sentence is mapped by capepmngs (1) and (2) of different vision
cognition metaphors (Section 2). The next verbyses y’, stands for a generic relation that
obtains in both the visual SD and the intellecttié. In SMT, this relation is hence
immediately mapped onto itself (Forbus et al. 199%)s leaves us looking for an element of

20 See Fischer (2011, chs.1-3) for a fuller discussioanalogical reasoning in early modern texts by
Boyle, Locke, and Berkeley. For philosophical cahtesee McDonald 2003.
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the intellectual TD that corresponds to our eydw [htter are introduced here as a relatum of
the userelation, temporally linked to theoking-ator seeingrelations that get mapped onto
thinking-aboutandknowing respectively. The requirement of parallel convégthence has

us look for something we use when we think or gédriow things. Since we then use our wits,
reason, intellect, or understanding — differenilaldfor the same facultyOED) — we thus
obtain Mapping N: eyes. understanding. Those who first think of ‘the nmiad ‘what we
use when we think’, will instead correlate ‘the gywith ‘the mind’ — and move to N only in
reasoning that correlates ‘the mind’ with somethalge, so that SMT's 1-to-1 mapping
constraint obliges them to find another mate farwsual orgart?

The most salient alternative mapping is Mappind Bubmit this mapping is grounded in a
conception of ‘the mind’ which we elaborate in @@sg with the conceptual metaphor
BEING THOUGHT OF AS BEING IN A PERSONAL SPACE, naiypen the reasoning that
motivates the prominent expressions ‘to keep indmnamd ‘to bear in mind’: In interpreting
these expressions, we conceptualise ‘the mind’ sterage space of things we can make use
of in thinking, the things we can remember, and tknow (Section 5). We then obtain mapping
M when we align an explanation (or informative esg@ntation) of this concept with a basic
explanation (or informative representation) of tiasfield’:

(1) The visual field is the space in which the thingstaat the subject sees.
(2) The mind is the space in which the things are tt@subject knows.

The SMT mapping strategy tells us to immediatelyalate the concepts that apparently recur
in both (1) and (2): the ‘is’ of identity, ‘spacéX is in Y’, ‘subject’ etc. In reasoning with the
conceptual metaphor KNOWING AS SEEING, we will atsorelate ‘seeing’ and ‘knowing’,
as per its core mapping. On this basis, mappingkd,N, is obtained by enforcing Parallel
Connectivity. This requirement has us correlaterét@&a of the relevant relations: the objects
of sight (the things the subject sees) with theecisj of knowledge (the things the subject
knows) — and the visual field (the space in whiehabjects of sight are located) with the mind
(the space in which the objects of knowledge acatkd)??

Once the analogy-maximising strategy has put tiee meppings M and N into place, the
introspective conception of the mind is just a valogical inferences away: Its intuitive key
tenets can be obtained through ‘full-blooded’ agelal (CWSG) inferences with vision
cognition metaphors when — and only when — theomagonceptual metaphors KNOWING
AS SEEING and THINKING-ABOUT AS LOOKING-AT (Sectiod) are complemented with
the mappings M and N which analogy-maximising magpstrategies deliver. Relevant
CWSG inferences then proceed from source-domaiantsilike “‘When we look at things,
things are before our eyes’ (cp. Fischer 2014, 2(H5in Table 2:

((Table 2 around here. Now p. 36))

21 This accounts, | submit, for the fact that mamgyemodern texts use both ‘the mind’ and ‘the
understanding’ to stand for both organ and fielaégpof inner perception — two different things
(review: Fischer 2011: 35-40).

22 Spoiler alert: Section 7 will expose fallaciegtiese mapping-operations.
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From trivially true premises (HPs) we thus obtain substantive conclusions-@s) (non-
identical substitutions underlined, generated etegmm italics):

P.  When we look at things, things are before our eyes

C:  When we think about things, thingee beforeour understanding.

P> When we look at things, things are in our visigldf

C>  When we think about things, thingee in our mind.

P:  Things before our eyes are in our visual field.

Cs  Thingsbeforeour understandingre inour mind.

P2 When we look at things, we perceive things with @yes, in our visual field.

Cs When we think about things, we percéi#hings with our understandinig, our
mind.

These intuitions apparently generate the spatiafioas ‘X is before Y’ and ‘X isin Y’ in
the target domain and radically transform the maiof ‘mind’ and ‘understanding’. When
used on their own (rather than as part of complgxeassions) in ordinary discourse, these
words are primarily used to refer to intellectualyers or faculties (with further metonymical
uses derivative from this primary use), namelyatperson's cognitive, rational, or intellectual
powers [!]' (OED, sense 21 of ‘mind’) and her ‘faculty [!] of compending and reasoning’,
aka ‘intellect’ OED, sense 1 of ‘the understanding’). The same holds dfuphilosophical
discourse, where introspective conceptions replaBetiolastic, ultimately Aristotelian
conceptions of ‘souls’ or ‘psyches’ as collectioipowers and faculties (e.g. ‘rational psyche’
as powers of reasoning and volition, or ‘sensifpayche’ as set of powers of perception,
locomotion, and a-rational desire) (Bennett & Hack@03: 12-19). The present analogical
reasoning reconceptualises what were previouslg ®ét faculties (which cannot be
meaningfully said to stand in any spatial relatjoiméo a perceptual space and an organ of
sense that peers into that space (both of whidiicjpsate in spatial relations).

Crucially, only the new mappings N and M take us through visiggnitaon metaphors to
these intuitions and an introspective conceptiorthef mind. To see this, consider what
conclusions we obtain through analogical infererfoes the present premisesi{Ps) when
we do not employ the new fare but make do with nherow conceptual metaphors (1)
KNOWING AS SEEING and (2) THINKING-ABOUT AS LOOKINEAT. We then get
different conclusions which do not generate anyiapeelations in the TD:

C1* When we think about things, things are before eyes.
C>* When we think about things, things are within eigual field (ken).
Cs* Things before our eyes are in our visual fiekPd, for want of suitable mappings)

Cs* When we think about things, we perceive thingdhwaur eyes, in our visual field.

2 Since ‘perceive’ QED: ‘to apprehend with the mind or senses’) standsifoepistemic relation that
can obtain in both the SD of seeing and the TDoghdion, it gets mapped onto, and substituted
by, itself, in analogy-maximising reasoning with $tyle mapping.
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The remaining visual expressions “before our eyasl “in our visual field (within our
ken)” have default metaphorical interpretationdwitsion cognition metaphors. These do not
even faintly suggest reference to any organ orespaperception. For “before our eyes” we
can derive with MAT and KNOWING AS SEEING:

(SI) When something X is before S’s eyes then
(SC) S can easily see X.

This stereotypical inference furnishes the prerfisan analogical inference with a mapping
we obtain from core mapping (1) with (ABLE) and (MAwhich leads to the conclusion that
S can easily get to know or understand X (cp. pregation of ‘clear’ in Section 3). The
derivation for “within the visual field/ken” is emesimpler:

(SI) When something X is within the ken of S,
(SC) S can see X.

This stereotypical inference furnishes the prerfosan analogical inference — similar to that
for ‘X is beyond my ken’ (Section 3) — that deligdhe interpretation ‘S can understand X'.
We thus get these metaphorical interpretations:

‘When we think about things, we can easily undethings.’
‘When we think about things, we can understandghin
‘When things are easy to understand, we can uradetshings’.
‘When we think about things, we get to know varithisgs.?*

To sum up: analogical reasoning with vision cogmitmetaphors only gets us from source-
domain truisms (like Pto P) to the conclusions (o C) constitutive of the introspective
conception of the mind, if we make use of the fartimappings M and N which are not part of
those narrow conceptual metaphors. If we eschesethether mappings and apply our default
analogy-minimising interpretation strategy, we aitao conclusions that would even faintly
suggest the conception of an inner organ and sggoerception involved in thought.

7. Two Fallacies

We have reconstructed the analogical reasonindvadan interpreting ordinary metaphorical
talk of ‘minds’ (Section 5) and in generating irgpective philosophical conceptions of the
mind (Section 6), respectively. Their comparativelgsis allows us to expose seductive
fallacies in the philosophical reasoning reconsadcAnalogical reasoning is governed by
openly heuristic rules. Whereasrmative rulesdetermine or constrain what is correct, right
or reasonabléyeuristicsare rules of thumb which yield reasonably accutatgments in most
relevant contexts, without constraining what isctmnt as correct. Such rules are never
guaranteed to preserve truth. In talk about hearsasoning, the label ‘fallacy’ therefore tends
to be reserved for cases where application of ¢éfevant rules predictably leads from true
premises or accurate information to conclusionsinitive judgments that violate normative

24 This interpretation involves SD inference from ‘perceive things with our eyes’ to ‘we see
things’, followed by analogical inference with camapping seeing- knowing. ‘in the visual
field’" is ignored as redundant. (Where else woukdsge things?)
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rules — think, e.g., of the ‘conjunction fallacy’ hieh arises from the use of the
representativeness heuristic (Tversky & Kahnema3)L9

The normative rules most frequently referred tothe heuristics literature (reviews:
Gigerenzer et al 2011, Kahneman 2011) are rulegé and probability theory, whose
violation results in judgments that cannot be (together) or reasonable to accept. However,
normative rules also include syntactic and semauntes of language, whose violation results
in ‘nonsense’ or conclusions which lack determimaganing. | therefore propose to extend
the notion offallacy’ to cases where heuristic rulesedictably lead to conclusions that are
semantically deficienlby lacking not (just) truth but determinate megnimdeed, as long as
this deficiency can be predicted by study of thartséic rules at issue, | want to say we are
dealing with a ‘fallacy’, regardless of whetherrat the deficiency is due to violations of
normative rules. We will now identify two fallaci@sthis slightly more comprehensive sense.
These fallacies, one general, the other specibth frequently made in abstract reflection,
occur in analogical reasoning with conceptual mebag, namely, at the stage of mapping.

Let’s first build up towards the general fallacy.arises from the fact that, in analogical
reasoning with conceptual metaphors, analogydmisingnapping strategies (like SMT) used
in problem-solving may have us make mappings thad lto conclusions which we cannot
interpret with the analoggiinimising strategies we ordinarily employ in metaphor
interpretation. Where the default reasoning strafeg analogical problem-solving employs
conceptual metaphors and leads to conclusions meotaterpret with the default strategy for
metaphor interpretation, we are liable to be lefiha claim whose meaning escapes us: Barring
fortuitous semantic rescue, these conclusionsdatérminate meaning.

The above conclusions1Go G illustrate this point. In contrast with their std
counterparts, we cannot use the default interpoetastrategy to derive metaphorical
interpretations for them, with the vision cognitioretaphors used to derive them: tG G
employ at least one of two phrases we obtain wipgysng Mappings N and M to source-
domain truisms: “before our understanding” and dur mind”. In contrast with the source-
domain expression “x is before our eyes” from whiths obtained, “x is before our
understanding” has no stereotypical or semantidigaons in the visual SD. Hence there is
nothing for vision cognition metaphors to map, and default interpretation strategy of
making restricted analogical inferences with narroenceptual metaphors, from source-
domain implications, gets no grip. Similarly, ‘inymmind’: In contrast to, say, ‘within my ken’,
it has no stereotypical or semantic implicationthasource domain efsionthat could furnish
a premise for subsequent analogical inference avmiarrow vision cognition metaphor. The
two key phrases lack default metaphorical integirens with the vision cognition metaphors
used to derive the relevant conclusions.

They also lack literal interpretations: In litetalk about the intellectual target domain, both
‘the understanding’ and ‘the mind’ ordinarily refes faculties or powers of reasoning.
Faculties and powers cannot be literally placeshitial relations (like the generated relations
‘x is before y’ and ‘x is in y’). Hence neither ‘fwge our understanding’ nor ‘in our mind’ can
be interpreted literally, in target-domain talkn& G to G all use at least one of the phrases
“before the understanding” and “in the mind”, thesenclusions lack both a literal
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interpretation and a default metaphorical inteigtiet with the conceptual metaphors used to
derive them.

Other conceptual metaphors, or metonymies, may dontiee semantic rescue: E.g., the
core mapping (I) of the spatial memory metaphoct{i8e 5) lets us interpret the phrase ‘in the
mind’, and this provides a readily intelligible émpretation for some conclusions (e.g., ‘When
we think about things, we think of things’ for)Cif not for others (e.g., ‘Things before our
understanding are thought of by us’ fag). GSimilarly, spatial time metaphors (Gentner et al
2002) may suggest to us a temporal interpretatothe phrase ‘before the understanding’, as
‘prior to the act of understanding’,which may yield intelligible interpretations foorse
conclusions (though perhaps nat@).2° In the absence of such fortunate coincidences (and
prior to ingeniously noticing and exploiting thenthinkers are unable to give determinate
meaning and content to conclusions liket€ CG. Early modern philosophical texts provide
evidence for this inability in the shape of explamas of meaning which either remain purely
negative or get disregarded almost the moment hlasg¢ been given (see Fischer 2011, 35-
41).

The resulting lack of determinate meaning may be&coked by subjective plausibility:1C
to C4 have us posit higher-order relations between nthppd generated relations:

(C1)) Whenwethink aboutX, it is beforeour understanding.

(C2)  When we think about X, it in our mind.

(C3) WhenX is beforethe understanding, i in the mind.

(C4) Whenan object of thought X perceived withhe understanding, i beforethe
understanding anich the mind.

Deeply integrated mappings endow analogical cormatgswith high subjective plausibility
(Gentner et al. 1993, Lassaline 1996). Furthermibre,posited framework of higher-order
relations facilitates inferences from and to cdostit and related claims, despite their lack of
determinate meaning. E.g.: If something ‘is befoue understanding’ (whatever that might
mean exactly), it ‘is in our mind’ (whatever thaigimt mean here), and ‘we perceive it there
with our understanding’ (ditto). Thinkers may thhessubject tdlusions of senseSince they
can make various inferences from and to sentenoptoging these phrases, they may think
that these have a determinate meaning, and thatkihew it, even though they cannot
satisfactorily explain the meaning, or apply thegsles consistently to concrete situations.

In our examples, the lack of determinate meanirdues to the simultaneous use of vision
cognition metaphors and mappings M and N, whicmabbelong to the narrow conceptual
metaphors employed in interpreting such metaphlotel&. These further mappings are
pernicious insofar as they have us make substitsitiathin complex expressions (like ‘before
S’s eyes’ or ‘within S’s ken’) that, as a wholeyhastereotypical or semantic implications in

25| am indebted to an anonymous referee for thigestipn.

% E.g., for G a referee suggested the reading ‘We think abaugshprior to understanding them’.
However, while this claim is intelligible, its deation requires interpreting ‘understanding’ as
standing for a relation, viz. between subjects aljdcts of thought. Derivation from Rith
mapping N treats the understanding as an entifg¢bbr event), rather than a relation, even if a
spatial-temporal mapping is applied to ‘X is bef¥teA derivation with N would therefore not
warrant the proposed reading.
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the SD (e.qg. ‘It is possible for S to see x’) thed mapped onto the TD (‘It is possible for S to
understand x’) by a mapping that forms part of oxrvision cognition metaphors. M and N,
however, have us, e.g., replace ‘ken’ or ‘visualdi by ‘mind’, and ‘eyes’ by ‘understanding’.
These substitutions deprive the overall expresBi¢say, X is within the ken of S’) of the SD
implications that facilitate its default metaphaticinterpretation with vision cognition
metaphors. They thus make E’s default interpretatiath these conceptual metaphors
impossible. In this sense, those mappings iacensistent with the default metaphorical
interpretation of Bwith particular conceptual metaphors CM (‘defaul¥ignterpretation’).

Once metaphorical uses have become familiar orex@ional, their interpretation no longer
requires analogical inference (Bowdle & Gentner3)0The present inconsistency hence does
not prevent the philosophers at issue from coryeaterpreting familiar metaphorical uses of,
say, ‘beyond my ken’ or any other expression E wittonventionalised metaphorical use. The
problem may rather arise when our default strafeggnalogical reasoning in problem solving
is used in reasoning from SD premises which emalogmplex expression E that has a default
CM-interpretation: When we then make simultaneaesaf the conceptual metaphor CM and
mappings inconsistent with the default CM-interatien of E, we will obtain a fresh
conclusion that cannot be interpreted in line vaithr default interpretation strategy. l.e., our
fresh conclusion will lack a default metaphorigakrpretation. By forcing substitutions in the
complex expression E, those mappings will simulbaiséy force generation of relations from
the remaining frame, in our case the spatial @hatix is before y’ and ‘x is in y’. Where such
concrete relations are generated in otherwise aimsact talk (like here), literal interpretation
of the resulting conclusions is likely to involvategory mistakes precluding it (‘idea spatially
before the understanding’, etc.). Failing ‘accidg#rdemantic rescue, such a fresh conclusion
will lack determinate meaning.

We have thus built up to a quite general and p@tiénthard-to-spot fallacy that may be
committed at the mapping-stage of analogical rdagonLet’'s call it the ‘metaphor-
overextension fallacy’lt consists in extending a narrow conceptual pteta CM (such as,
e.g., KNOWING AS SEEING) by adding mappings incetemt with default CM-
interpretations (like mappings M and N). The rutds‘full-blooded’ analogical (CWSG)
inference are then liable to take us from true psemto semantically deficient conclusions.
Absent semantic rescue through other conceptuaphets (or fortuitous metonymy, etc.),
they will lead to such conclusions whenever CWS€rances simultaneously employ a
narrow conceptual metaphor CM and mappings thatrmensistent with the CM-default
interpretation of a complex expression employeth@premises.

The second fallacy exposed by our above reconginscts more specific: It consists in a
mis-mapping of the concept of ‘the mind’, in anadad reasoning from visual source domains.
In its primary application in the intellectual tatglomain, ‘the mind’ stands for our power of
thought (OED: ‘a person's cognitive, rational, otellectual powers’), i.e., the reasoning
faculty that allows us to get to know and undermdtéimngs. In reasoning with the core
correspondence (1) of ‘seeing’ with ‘knowing’, weght to correlate this faculty, as a default,
with the faculty that allows us to get to see thingz. our sightQED sense 8a: ‘the faculty or
power of seeing, as naturally inherent in the eye’)

sight - mind



27

Within our minimal analogy approach, we obtain thiapping by applying a generic mapping
adjunct to core mapping (1) seeiargknowing, viz. a power-adjunct

WHERE V CORRESPONDS TO V*
THERE power to V-y CORRESPONDS TO power to V*-y.

For the case of relations (to which we restrictiéergion in this paper):

(POWER) IF a relation Rxy in the SD
CORRESPONDS TO
a relation R*xy in the TD
THEN the power of x to stand in R to y in the SD
CORRESPONDS TO
the power of x to stand in R*-to y in the TD.

Instead, however, proponents of the introspecitveeption of the mind correlate the visual
field with the personal space in which we keepdhiwe when think of them (Section 6). This
correlation has a fundamental, if perhaps well-aiddefect: It is no relevant source-target
mapping; it fails to correlate an element of theual SD with an element of the intellectual
TD. For recall (from the end of Section 5) thatriterpreting spatial cognition metaphors we
use ‘the mind’ exclusively to stand for an elemafrithese metaphors’ source domain, namely,
the personal space that the pretence scenaricmagsigubjects. So the correlation of visual
fields with minds correlates an element of the SDvision cognition metaphors with an
element of the source [!] domain of another congagphetaphor, namely, the spatial cognition
metaphor BEING THOUGHT OF AS BEING IN A PERSONAL SBE. And while of course
one conceptual metaphor’'s SD may, in principleat@ther’s TD, this is not the case here: All
the conceptual metaphors at issue now have abskiastcomprising related intellectual
activities and achievements, and the mapping aiavidields to mind-spaces is from one
concrete SD to another concrete SD which does vertap with any of the intellectual TDs.
So some sort of mistake must be involved in théqdar SMT-style mapping operations that
delivered this supposed SD-TD mapping.

To identify this mistake, consider again the repngations from which the mapping was
obtained (in Section 6), to repeat (for the readeonvenience):

(1) The visual field is the space in which the thingstaat the subject sees.
(2) The mind is the space in which the things arettasubject knows.

Knowledge representations may employ terms eititerally or metaphorically. However,
where we employ terms metaphorically in the reprieg®on of knowledge about the TD of a
relevant conceptual metaphor, we may not simplyrassthat all the concepts employed by
the representation stand for elements of the TBteldd, we need to explicitly mark all
metaphorical uses: Without further ado, we may #meesign to the TD only those concepts that
fall outside the scope of metaphorical use. Whidments of the TD are invoked by the
metaphorically used expressions is something wel neemake explicit by deriving their
metaphorical interpretations. Only the conceptsrfitg in these interpretations can then be
added to the TD stock.
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Our representation (2) mixes literal with metapbalriuses of expressions: ‘subject’ and
‘knows’ are employed literally. But the phrase ‘tepace in which things are’ is used
metaphorically: We want to say that the mind i ‘ipace in which things are’ when they are
‘kept in mind’; the ‘space’ at issue is the ‘mind’ which they are then ‘kept’. The former
clearly is a source-domain inference about the BfDespatial cognition metaphor we use to
interpret ‘S keeps X in mind’: When things areritity kept in a space or place, they are in that
space or at that place. Conclusions of such reagonay only be transferred to the TD upon
analogical inference (Section 3). For applicationthe TD, they hence have to be interpreted
metaphorically, rather than literally. The talk(R) of a ‘space in which things are’ is hence
metaphorical. Marked accordingly, (2) becomes

(2) The mind =def.: what, metaphorically speakingg, refer to as the space in which
the things are that, literally speaking, the subgan know (viz. remember, when,
metaphorically speaking, she keeps them in mind).

According to MAT (and ATT-Meta), metaphorically usexpressions are to be interpreted
by placing them into the ‘pretence cocoon’, whéeytare interpreted as true claims about the
SD (not the TD!) of the relevant conceptual metaral further inferences are drawn. Their
conclusions can then serve as premises of analagieeences which use a restricted range of
mappings; only the conclusions of such analogitfgrences are then literally true of the TD
and refer exclusively to elements of the TD (Sec8h The relevant inferences (Section 5) use
the mapping (1) of the spatial relation ‘X is irethersonal space (mind) ofS S thinks of X’
but do not map ‘the mind’ itself on anything. Thesealogical inferences thus lead to
conclusions that no longer refer to ‘the mind’. Wemce cannot assign the ‘mind-space’ of (2)
to the TD, at any point of the interpretation prsxe

When we do so, nonetheless, this is arguably becaadail to distinguish between literal
and metaphorical use of terms in the representafidi knowledge from which we start out.
Thus, we obtained mapping M above (Section 6)dmsting ‘the space in which the things are’,
in (2), as literally invoking a ‘space’ and the sghrelation ‘X is in Y’ (which they do when,
and only when, the metaphorically used expressaasplaced in the pretence-cocoon for
further derivation of mappable SD conclusioas}l thereby referring to TD elements (which
they do not, at any point, as they do not get ¢aed with any TD element — only ‘X is in the
space of S’ but not ‘X is in Y’ get mapped in métapinterpretation).

The two mapping fallacies we have identified ilhase two ways in which metaphorical
expressions can come to be interpreted overlyallter We may either overextend the
underlying conceptual metaphor by adding to it niagp that are inconsistent with it, in the
sense explained, and thus prevent default metagahanterpretation. Or we may import
elements of a conceptual metaphor’s concrete Sbamiabstract TD. The former may happen
as a result of analogy-maximising mapping strategieich we employ in problem solving but
not in metaphor interpretation. The latter may iteBom such strategies when we fail to
distinguish between literal and metaphorical ugesrms in representations of TD knowledge
that are employed in alignment and mapping. Bolladees occur in the derivation of the
central tenets of introspective conceptions ofrtiied.
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8. Conclusion and Future Resear ch

We have thus obtained the outline of a debunkingasation of how those philosophically
and culturally influential conceptions are obtainBy exposing fallacies in the inferences with
which their central tenets are inferred, whileitgftus understand why we make them anyway,
this explanation can help us resolve classicalogbphical paradoxes which presuppose
introspective conceptions of the mind, such as,, éagguments from illusion’ and ‘from
hallucination’ (Crane & French 2015, Fischer eR8all5, Smith 2002). They also let us resolve
paradoxes which arise from the clash of introspeationceptions with recent findings from
social psychology (Bargh et al. 1996, Wilson 20821 cognitive psychology (Gigerenzer et
al. 2011, Kahneman 2011), which suggest that irabls®nce of determinate prior attitudes or
information, people typically perform actions, tadexisions and form beliefs due to processes
of automatic cognition into which they have litti¢,any, insight of the sort introspective
conceptions of the mind imply we have.

Further research is required to develop the prap@sglanation: First, the new MAT
version of the ATT-Meta approach remains to be aaaponally implemented by providing
the ATT-Meta model with a comprehensive knowledgsebthat captures precisely the kind
of world knowledge encoded in stereotypes (asatatl by Veale & Hao 2008) and can support
rich interpretations of visual and spatial cogmitinetaphors. A computational implementation
can be used to derive metaphorical interpretafiona wider range of expressions. Plausibility
ratings for competing interpretations and paraphedisitation tasks (cp. Glucksberg & Haught
2006, Rubio-Fernandez et al 2015) can then be wsédther examine the hypothesis that
MAT (but not, say, SMT) captures a default stratégymetaphor interpretation by testing
predictions generated by the computational modé&udtility-ratings for solutions to
problems presented in different metaphorical atedtdl frames can then be used to examine
the other half of the differential processing hyyesis and the conditions under which thinkers
use linguistically realised conceptual metaphorsaftalogical reasoning in problem-solving
(Jia & Smith 2013, Keefer et al. 2014). Case-stwidie philosophical texts can finally study
the extent to which potential conclusions of suelasoning are accepted without, and
presupposed in further philosophical argument Gappelen 2012, Fischer 2011), so that our
warrant for maintaining introspective conceptiorfsttee mind is dependent upon what
spontaneous inferences are made for obtaining Kegirtenets. According to the proposed
explanation, these inferences are fallacious.
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Tables

Table 1. Spatial cognition metaphors in German with Englrsinslation

in den Sinn kommen come to mind

durch den Sinn fahren cross (through) the mind

durch den Kopf gehen go through the mind/head

im Gedachtnis behalten keep in mind

in Erinnerung rufen call to mind

sich aus dem Kopf schlagen put (literally: hit) ofibne’s mind
aus dem Gedéachtnis verbannen banish from the mind

Table2. A CWSG inference with transcendent mapping

SD premise Operation TD conclusion
1 Slooks at X Substitution: core mapping (2) S thinks about X
(Looking at¢> Thinking about)
2 (1) Implies (3-4)  Substitution: identical (1) Imed (3-4)
3 Xbefore Y Generation X before Y
4 Y=eyes(S) Substitution: mapping N Y=understanding(S

27 The present analysis explores what happens in Cikf@@&nce with narrow vision-cognition
metaphors complemented by N and M. Since thesewaonceptual metaphors don’'t map spatial
relations, ‘X is before Y’ is left over in the caddte conclusion, and thus generated in the TD,
once all substitutions have been made. Where noonpieehensive mappings are used and
representations of TD knowledge are taken to invaktable correlates, CWSG inferences use
substitution, instead, to arrive at the same cancis.



