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Abstract

An increasing number of technology firms are implementing processes to identify
and evaluate the ethical risks of their systems and products. A key part of these
review processes is to foresee potential impacts of these technologies on different
groups of users. In this article, we use the expression Ethical Foresight Analysis
(EFA) to refer to a variety of analytical strategies for anticipating or predicting the
ethical issues that new technological artefacts, services, and applications may raise.
This article examines several existing EFA methodologies currently in use. It identi-
fies the purposes of ethical foresight, the kinds of methods that current methodolo-
gies employ, and the strengths and weaknesses of each of these current approaches.
The conclusion is that a new kind of foresight analysis on the ethics of emerging
technologies is both feasible and urgently needed.
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1 Introduction

In this article, we use the expression Ethical Foresight Analysis (EFA) to refer to a
variety of analytical methodologies for anticipating or predicting the ethical issues
that technological artefacts may raise. In the following pages, we summarise the
purpose, strengths, and weaknesses of six commonly-used forms of foresight analy-
sis that have been applied in evaluations of technological artefacts. The article is
structured in six sections. In Sect. 2, we provide a brief history of foresight analysis
and an evaluation of its major concepts to situate EFA within the relevant socio-
logical, philosophical, and scientific fields of study. In Sect. 3, we review six EFA
methodologies and several related sub-methodologies, commenting on the intended
purposes, uses, strengths, and weaknesses of each. In Sect 4, we discuss the known
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limitations of current EFA methodologies as applied within technology companies.
In Sect. 5, we suggest potential future approaches to EFA that are worthy of inves-
tigation. In the conclusion, we recommend the development of a more focused EFA
methodology for technology firms to employ in an ethical review process.

2 Background

The literature on ethical foresight analysis often uses different terms and frameworks
to describe similar concepts. In this first section, we provide some common back-
ground in order to avoid potential misunderstandings.

2.1 Definitions

In this paper, we adopt the definition of a “technology” as “a collection of tech-
niques that are related to each other because of a common purpose, domain, or for-
mal or functional features” (Brey 2012). An “artefact”, by contrast, refers to a physi-
cal or digital product, service, or platform created out of a technological field that
produces a desired result. An “emerging” technological artefact refers to one that is
in its design, research, development, or experimental stages, including beta testing.

2.2 A Brief History of Foresight Analysis

Approaches to Ethical Foresight Analysis stem from the broader field of Foresight
Analysis (FA), which has been used since the 1950s for anticipating or predicting
the outcome of potential policy decisions, emerging technologies and artefacts,
or economic/societal trends (Bell 2017). At its outset, FA was commonly used for
the purpose of government planning, business strategy, and industry development,
including environmental impact analyses and predictions of economic growth. Del-
phi (more on this presently) was one common FA methodology used for government
and economic planning (Turoff and Linstone 1975). These methodologies are char-
acterized by their use of a variety of quantitative and qualitative methods to predict
potential future scenarios, including surveys, interviews, focus groups, scenario-
analysis, and statistical modelling.

EFA also draws upon the field of Future-Oriented Technology Analysis (FOTA),
which itself stems from the fields of innovation studies in the 1970s and 1980s.
These fields sought to apply forecasting models to the specific task of identifying
the characteristics and effects of future technological advancements (Miles 2010).
FOTA methodologies draw heavily on concepts from the field of Science and Tech-
nology Studies (STS), which focuses on the interplay between technologies and
different actors in a society (Pinch and Bijker 1984). There are several, similarly-
named, sub-categories of FOTA, which seek to accomplish different ends (Nazarko
2017). We briefly discuss here four of them. Future Studies focuses on forecast-
ing what possible or probable technologies may exist in the future and how those
technologies may be used by a society. Technology Forecasting attempts to predict



future characteristics of a particular technology. Technology Assessment evaluates
the impacts of an existing or emerging technological artefact on an industry, envi-
ronment, or society, and can include recommendations for actions to mitigate risks
or improve outcomes. Lastly, Technology Foresight seeks to build a long-term vision
of an entire technology, economic, or scientific sector by identifying strategic areas
of research to improve overall welfare (Bell 2017; Tran and Daim 2008).

When compared to Future Studies and FOTA, Ethical Foresight Analysis (EFA)
has a slightly different purpose: forecasting “ethical issues at the research, devel-
opment, and introduction stages of technology development through [the] anticipa-
tion of possible future devices, applications, and social consequences” (Brey 2012).
Thus, EFA seeks to identify what kinds of ethical issues an emerging technology or
artefact will raise in the future, with some methodologies focused on long term fore-
casting and others focusing on shorter term projections.

2.3 Relevant Concepts for Ethical Foresight Analysis

EFA is rooted in several foundational concepts from the field of Science and Tech-
nology Studies (STS). One important idea that underlies EFA is that the uses and
effects of a technological artefact on society are not determined solely by the arte-
fact’s design but also by different “relevant social groups” who co-opt that technol-
ogy for specific societal needs. These needs may be different from the intended use
of the developer (Collins 1981; Mulkay 1979). For example, the initial main appli-
cation of the telephone was thought to be that of broadcasting music. As Fischer
(1992), 5 puts it in his analysis of the telephone’s development in the US, while a
new technology may alter “the conditions of daily life, it does not determine the
basic character of that life—instead, people turn new devices to various purposes.”
Technological artefacts and society thus “co-evolve” to establish the ultimate uses
of an artefact (Lucivero 2016). To take another example, the 19th century bicycle
began as a tall front wheeled device with rubber tires but developed into custom-
ized models that fit the needs of different relevant social groups. Younger riders,
for example, wanted a bicycle with a more forward-facing frame they could use to
race competitively while the general public desired a safer design that included a
cushioned seat. These desired uses for the bicycle resulted in the development of
different types of frames for each relevant social group and the common adoption
of an inflatable tire to maximize speed and create more shock absorption (Pinch and
Bijker 1984).

Other key concepts from STS relevant to EFA are those of disruption, stabili-
zation, and closure. Disruption refers to the period of time when a technology or
artefact is introduced, characterized by rapid changes in both the technology’s devel-
opment and uncertainty from society about how a technology or artefact should
be used. This is the period of time when interpretive flexibility, or the capability
of relevant social groups to impart different meanings, expectations, and uses of a
technological artefact, is at its highest. Stabilization and closure refer to the peri-
ods in which an artefact’s use amongst members of a society settles and eventually
becomes well accepted amongst developers and users (Pinch and Bijker 1984).



With emerging technologies, the initial period of disruption produces the greatest
obstacle that ethical foresight methodologies attempt to solve: uncertainty (Cantin
and Michel 2003). If a developer cannot envision the actual uses of their technol-
ogy, it can be difficult fully to understand its ethical impact. For that reason, uncer-
tainty is especially high in the R&D stages, when the specific functions and features
of a technology are still unclear. Uncertainty also characterises how a technology
may affect and change existing moral standards that would then affect its impact.
Moral concepts such as autonomy and privacy may, for example, shift over time
as technologies and artefacts change how a society defines ‘private space’ and the
‘self” (Lucivero 2016). A smartphone app that seeks to use health data for diag-
nosing medical conditions could encounter resistance on the grounds that it invades
privacy; alternatively, it may enjoy success by shifting how a society views the sen-
sitive nature of health data in light of the overall medical benefits the app provides.
EFA methodologies seek to resolve the uncertainty about which of those outcomes
is more likely.

A final foundational concept of EFA from the field of Technology Assessment
refers to the difficulty of measuring moral change. As Boenink et al. (2010) note,
moral change occurs on several different levels. “Macro” change refers to extremely
slow and gradual changes in abstract moral principles within different social groups
and societies, while “meso” changes refer to alternations of institutional norms and
practices (such as the concept of “informed consent” in modern privacy policies).
“Micro” changes refer to niche moral issues occurring in local circumstances where
negotiation and change frequently occur (Boenink et al. 2010). Successful EFA
methodologies tend to forecast micro changes with higher reliability than meso and
macro changes, as an ethicist has less complex unknown variables to account for in
an ethical analysis.

2.4 When is Ethical Foresight Analysis Useful?

Over the past several years, technology firms and research labs have increasingly
sought to implement various forms of ethical review of their products, services, and
research. These review processes often pursue two goals: (1) to analyse the ethi-
cal, political, or societal effects of a current or emerging technological artefact; and
(2) to identify actionable ways to mitigate any risks of harm an artefact poses (e.g.
through changes to product features, research design, or the cancellation of a project
altogether). A common challenge in these review processes, particularly for emerg-
ing technologies, is the difficulty of holistically identifying and prioritizing potential
harmful impacts of an artefact given the complex ecosystems and shifting socio-
political environments into which a technology is deployed. Unlike legal reviews
that evaluate an emerging technology against the language of existing legal codes,
ethical evaluations require articulating what the moral harms of a particular technol-
ogy are and how these may change over time.

EFA approaches seek to provide grounded methods for technology and research
organisations to identify the ethical implications of an emerging artefact or technol-
ogy, thereby informing recommendations for mitigating those harms. Importantly,



these approaches should be understood as one tool in the toolbox for an ethical
review process, not as a holistic or exhaustive form of ethical review in itself. When
combined with other methods for ethical design, EFA can be a complementary
structured method for assessing the risks of a particular technology.

3 Existing Methodologies of Ethical Foresight Analysis

We now turn to six current methodologies of Foresight Analysis that have been used
to identify potential ethical problems with emerging technologies. The methods dis-
cussed below were identified as part of a literature review conducted in early 2018
into the most commonly cited methods of EFA. One method discussed below (DbD)
was flagged to us by a reviewer of this paper. While this list is non-exhaustive, we
believe the methods chosen below accurately represent the major differences in
approach and practice.

3.1 Crowdsourced Single Predictions Frameworks (Delphi and Prediction
Markets)

Delphi is a qualitative form of consensus-based impact analysis that has been used
in business strategy and government planning for over 70 years (Turoff and Lin-
stone 1975). More recently, Delphi has been used to forecast potential ethical impli-
cations in areas like education, policy, and nursing (Manley 2013). The core tenets
of the Delphi model involve anonymized interviews or focus groups with experts
from a series of fields relating to specific topics. A Delphi analysis of government
agricultural policy, for example, might start with reaching out to experts in biology,
chemistry, farming, social policy, community organizations, and other organizations
related to any potential relevant social group that may be impacted by the analysis.
Once these experts are identified, they respond to a series of questions related to
a proposed plan of action or, via more open-ended questions, to hypothesize solu-
tions to likely issues that may arise. Feedback from individuals is anonymized and
respondents are prohibited from speaking to one another to discourage cross-con-
tamination of ideas. Once this feedback is collected, a facilitator evaluates the feed-
back to determine common themes and areas of agreement. Once common areas of
agreement are identified, the facilitator then repeats the process of soliciting expert
feedback until the list of likely outcomes and ethical issues has been narrowed down
(Armstrong 2008). Various sub-methods of Delphi exist, including mini-Delphi—
in which non-anonymized focus groups are used instead of interviews—and web-
based Delphi, in which forum members interact anonymously in real time online
(Battisti 2004). Delphi can also be combined with other methods like scenario
analysis, which seeks to create likely future scenarios for a technology that provide
multiple possible outcomes. Tapio (2003), for example, recommends taking com-
mon themes from respondents to envision multiple future scenarios that could occur.
Delphi has been used in various forms of ethical analysis, including to characterize
ethical issues raised by the use of novel biotechnologies (Millar et al. 2007). In these



instances, a variety of experts and users were consulted on intended and unintended
consequences of the introduction of these technologies and their results condensed
into a set of most likely scenarios.

Delphi is not the only form of crowdsourced foresight analysis. Prediction mar-
kets are another method that collects vast amounts of information from individuals
to collate it into a single predictive data point. Prediction markets are based on the
idea that a market of predicting bidders can provide accurate crowdsourced forecasts
of the likelihood of certain events or outcomes. Major tech firms, like Google and
Microsoft, have used prediction markets internally to predict launch dates of poten-
tial products (Chansanchai 2014; Cowgill 2005). There are currently no recorded
uses of prediction markets to forecast ethical outcomes of a technology or artefact,
but this practice has been used widely in the healthcare industry to predict the likeli-
hood of potential ethical issues (Polgreen et al. 2007).

3.1.1 Evaluation

Consensus-based methods like Delphi and prediction markets carry several weak-
nesses when applied to ethical forecasting. First, a broad range of representatives
from relevant social groups is crucial for any consensus-based forecast, which raises
a significant weakness of this model for forecasts of emerging technologies. Compa-
nies are often disincentivized from engaging in this kind of analysis due to potential
loss of proprietary information of an emerging technology in its research and devel-
opment stage. Furthermore, Delphi and prediction markets rely on the presumption
that different relevant social groups are capable of understanding what a technology
or artefact actually does and therefore what ethical impacts are likely to occur. If
there is any kind of information asymmetry—where one group of experts under-
stand a technology in a fundamentally different way from another—this may spoil
the effectiveness of any kind of insight from a crowdsourced analysis as the exercise
will devolve into group-think.

3.2 Technology Assessment (TA)

Technology Assessment (TA) is defined as a “systematic attempt to foresee the con-
sequences of introducing a particular [artefact] in all spheres it is likely to interact
with” and the effects of that artefact on a society as it is introduced, extended, and
modified (Braun 1998; Nazarko 2017). There are four general types of TA (Lucivero
2016):

(1) Classical, which tends to focus on a top-down centralized approach from a
group of experts to develop a final product that informs decision-makers of the
potential threats of an emerging technology artefact;

(2) Participatory, which involves a broad scope of relevant social groups in the
process of assessing a technological artefact or product to develop consensus-
based/democratic options for decision-making (van Eijndhoven 1997);



(3) Argumentative, in which TA is an ongoing process of democratic argumentation
and debate to continuously refine the development of new technologies (Van Est
and Brom 2012);

(4) Constructive (CTA), in which the goal is not to develop clear options or “end
products” in TA but to create a democratic means of assisting in the develop-
ment of technologies and their impact on societies. This process embraces the
co-evolution of society and technology and posits that objective knowledge of
how a technology will affect society cannot be accurately determined (Lucivero
2016; Jasanoff 2010; Rip et al. 1995). Rather, citizens and stakeholders assist in
the development of a technology or artefact from its inception to build ethical
considerations into an emerging technology (van Est and Brom 2012).

TA relies on a variety of methodological tools to conduct analyses. One com-
mon method is structural modelling of complex systems to understand the interplay
between different measurable variables (Keller and Ledergerber 1998). Modelling
has been used primarily for assessing the economic impact of an emerging techno-
logical artefact, and this method is not well suited to ethical forecasting due to the
extreme variability and complexity of ethical issues and the near impossibility of
translating ethical considerations into continuous variables.

Two other related toolsets used in TA are impact analyses, which compare likely
technological developments against a checklist of known issues (Palm and Hansson
2006), and scenario analyses, which forecast likely scenarios that may develop in
the future (Diffenbach 1981; Boenink et al. 2010). Other commonly used methods
include risk assessment, interviews, surveys, and focus groups to identify common
elements of a technology that may raise ethical concerns (Tran and Daim 2008).
Constructive Technology Assessment in particular relies on a series of ongoing
focus groups and interviews with relevant stakeholders to provide consistent feed-
back during the development of a technology.

Related to TA are other forms of impact assessments that are often used to evalu-
ate a particular technological artefact. Privacy Impact Assessments, for example,
provide a step-by-step approach for evaluating a particular privacy practice within a
company, organization, or product (Clarke 2009). Algorithmic Impact Assessments,
by contrast, provide a structured step-by-step checklist for evaluating the health of
an algorithmic decision-making system (Reisman et al. 2018). Impact assessment
checklists are more commonly used to compare a new or existing artefact against
certain standards that an organisation or regulatory body has previously agreed to,
but they do not necessarily need to forecast what ethical outcomes may arise in the
future. As we will see below, ethical checklists also play a useful role in other ethical
foresight strategies.

Another closely related method is Real Time Technology Assessment (RTTA).
This embraces the concept of socio-technical dialogue between producers and con-
sumers in the process of determining what new technologies should exist. Through
the use of surveys, opinion polling, and focus groups, consumers provide direct
input into what kinds of technologies should be designed and into the kinds of ethi-
cal dilemmas a new technology can create. RTTA practitioners have occasionally
used content analysis and survey research to track trends in perceptions of ethical



beliefs about a technology over time. Additionally, RTTA practitioners have used
scenario analysis techniques to map areas of ethical concern as they develop over
time (Guston and Sarewitz 2002).

A more recent and promising method of TA is Designing by Debate (DbD),
which combines elements of CTA with a PAR4P (Participatory Action Research for
the development of Policies), a participative method of informing stakeholders about
the state of a particular technology or policy area (Ausloos et al. 2018). Developed
to address several issues with contemporary R&D with few previous analogues,
DbD uses a resource-intensive four-step cycle to map potential challenges with tra-
ditionally unrepresented stakeholders and reach a consensus on potential solutions:

(1) Mapping existing normative frameworks and solutions to the research or innova-
tion challenge;

(2) Mapping relevant stakeholders that should participate but are often ignored,
forgotten or whose interests are inadequately taken into account;

(3) Using intensive offline sessions with online follow-up interactions, leading par-
ticipative exercises to collect all stakeholders’ views on research problems (e.g.
through peer-to-peer, stakeholder and policy debate);

(4) Validate and integrate the results of previous steps.

DbD also uses a set of components for situations that are ‘similar to ones where
full DbD cycles have already been completed and/or where such full cycles are not
feasible.” (Ausloos et al. 2018). These components include creating decision trees
from previous DbD cycles to show how a solution was reached, compiling a list of
known stakeholders to consult regularly with on new projects, and creating practical
guidelines based on previous cycles.

3.2.1 Evaluation

Technology assessment methodologies, like CTA and RTTA, have significant
strengths in that they provide the clearest avenue for different voices to be heard
in the development and application of emerging technological artefacts. However,
there are also major weaknesses with these methods. First, there are significant dis-
incentives for a company to use crowdsourced methods in the design of an arte-
fact. This process takes significant amounts of resources to sustain and can radically
slow down the launch process of a new emerging technology. Proprietary informa-
tion becomes difficult to keep secret, which can ultimately harm a company’s launch
strategy. TA tends to function extremely well when used for government and indus-
try-wide planning for the introduction and development of a technology or artefact.
This is the trade-off made in most crowdsourced models: speed and secrecy of a
product launch are sacrificed for greater public understanding of (as well as engage-
ment with) the ethical issues at play. This method thus works better as a safeguard
to help build products and artefacts that have ethical principles baked into them, but
less well as a foresight methodology to identify what potential ethical issues may
arise from a new technology. Methods like DbD provide some promising solutions



to these issues, namely offering a valuable way for organisations to streamline future
ethical review cycles.

3.3 Debate-Oriented Frameworks (eTA)

Ethical Technology Assessment (€TA), developed by Elin Palm and Sven Ove Hans-
son, is a form of TA that seeks to forecast potential ethical issues of an emerging
technology through “a continuous dialogue” between the developers of that tech-
nology. This process continues from the early stages of research development until
well after the technology’s launch (Palm and Hansson 2006). The approach seeks
to avoid a “crystal ball” practice of speculating about what potential outcomes may
arise in the far future via one single evaluation of a technology. Rather, a sustained
and continued assessment ensures that a continuous feedback of emerging ethical
concerns from a technology are worked into the next iteration of the design/applica-
tion process (Tran and Daim 2008).

The process of curating this dialogue involves repeated interviews or surveys of
technology developers and other relevant stakeholders of an emerging technology.
As opposed to a wider-scale source of stakeholders used in Delphi, stakeholders
of eTA tend to be developers or other groups from the specific company or indus-
try working on the technology in question. This dialogue is guided by a check-
list of common ethical issues that experts in a particular technological area have
agreed upon. Palm and Hansson list nine areas of ethical concern to frame these
conversations:

(1) Dissemination and use of information
(2) Control, influence and power

(3) Impact on social contact patterns

(4) Privacy

(5) Sustainability

(6) Human reproduction

(7) Gender, minorities and justice

(8) International relations

(9) Impact on human values.

These dialogues are meant to produce a single conception of the ethical issues
that may arise in an emerging technology, which are then fed back into artefact’s
R&D and design process. In evaluating the responses from these dialogues, a prac-
titioner of eTA is encouraged not to use a single ethical framework to produce one
policy recommendation. As Palm and Hansson note, different ethical frameworks
(e.g. utilitarianism, deontology) can produce radically different recommendations
for ethical behaviour in a particular situation. Unlike crowdsourced and consen-
sus-based practices, the goal of eTA is to flag areas of disagreement and concern
between stakeholders to create a new moral framework with which to judge the
development of a technology (Grunwald 2000). The end result of this process is to



use different moral concepts to flag alternative recommendations for future itera-
tions of the artefact or technology.

3.3.1 Evaluation

eTA has several limitations. First, like other TA methods, it is an abstract framework
with little guidance as to how to source the relevant data in these dialogues or what
critical thresholds are expected to be met for a successful forecast. This raises con-
cerns for consistency, as the lack of clear guidance for a forecaster to follow may
result in some eTA forecasts involving more stakeholders than others. Second, Brey
(2012) notes that the checklist of nine moral problems is not exhaustive and may not
reflect the ethical concerns of all moral frameworks. eTA also requires significant
amounts of time and resources to analyse a technology continuously, which may
raise issues in a fast-paced industry environment where artefacts undergo constant
changes and tweaks.

A greater concern with eTA is the problem of an overly-narrow source for dia-
logue about the potential ethical implications of a technology. While Palm and
Hansson note that feedback from a variety of “relevant stakeholders” outside of
a company should be included, they do not provide a clear or practical means for
acquiring this feedback. The lack of a broad source of feedback can result in nar-
row sources of information that can skew the results of an ethical analysis, burying
concerns that are clear to an external relevant stakeholder group but are unclear to or
prima facie undervalued by the product developer (Schaper-Rinkel 2013; Lucivero
et al. 2011).

To address this issue, Lucivero (2016) provides a modified version of eTA called
Ethics of Emerging Technologies (EET) that looks at the expectations of feasibility,
usability, and desirability of an emerging technology amongst various relevant social
groups, including developers, regulators, users, media, and other members of an
industry (Lucivero et al. 2011). Each may have differing expectations of a product,
and these expectations can be gleaned by analysing marketing materials, spokesper-
sons comments, the views of project managers, and assessments by regulators of
similar products in the field. However, EET may run into similar issues of time costs
and ambiguity about which ethical framework to use in a particular setting.

3.4 Far Future Techniques (Techno-Ethical Scenarios Approach, TES)

Pioneered by researchers in biotechnology ethics like Marianne Boenink,
Tsjalling Swierstraa, and Dirk Stemerding, this approach uses “scenario-analy-
sis” to evaluate the “mutual interaction between technology and morality” and to
account for how one may affect the other (Boenink et al. 2010). Unlike eTA, TES
does not require an ongoing procedure of dialogue, though regular check-ins are
encouraged. Like eTA, TES seeks to develop the most likely scenario instead of
multiple possible outcomes. However, TES is more long-term focused than most
other ethical forecasting strategies and seeks to identify areas of micro change
that may in turn create meso and macro changes over time. As an example, a



TES practitioner might note that the development of self-driving cars may cre-
ate micro-changes in urban planning that may affect the moral understanding of
driving a petrol-powered car, which may in turn inspire meso-level changes in
insurance policies and laws governing accountability for traffic accidents, thereby
inspiring a macro-level change in moral accountability for negligence and death.

TES embraces the dynamism of ethics and society by approaching a forecast
of the ethical implications of a specific technology in three stages: first, the fore-
caster begins by ‘“sketching the moral landscape” to “delineate the subject and
give...some idea about past and current controversies and how they were solved”
(Boenink et al. 2010). This process provides the scope of the analysis and iden-
tifies the relevant historical context for identifying common ethical issues that
similar technologies have encountered in the past. Second, the forecaster gener-
ates “potential moral controversies” using the NEST-(New and Emerging Science
and Technology) ethics model, an analytical framework that uses three sub-steps
to identify common patterns in ethical debates about emerging technologies:

(a) Identifying the promises and expectations that the technology or artefact offers—
what does it enable or disable?

(b) Imagining critical objections raised against the plausibility of its promises—does
the technology or artefact actually accomplish what it proposes to? Is it feasible?

(c) Constructing patterns or chains of arguments based off these critical objections—
what are the positive and negative side effects of this technology or artefact?
How will the moral debate around this technology or artefact develop? What
kinds of resolutions exist to these controversies? (Swierstra and Rip 2007).

NEST-ethics helps the forecaster estimate how the moral debate over a new
technology or artefact may affect its development. As Brey (2012) notes, litera-
ture reviews of ethical issues and workshops with policymakers are good sources
of material for this stage, and Lucivero (2016) adds public company and indus-
try statements, surveys of potential users, and statements by members of policy
organizations to that list. The end result of this second step is that the forecaster
has generated a list of potential moral controversies and resolutions that are likely
to arise from an emerging technology.

After generating this list, the final step in the TES methodology is to construct
“closure by judging the plausibility of resolutions” (Boenink et al. 2010). Similar
to the role of the facilitator in Delphi, the forecaster must narrow down which
moral controversies and resolutions are most plausible based on an analysis of
historical moral trends of a technology and analogous examples (Swierstra et al.
2010; Boenink et al. 2010). The end result of these three steps is to provide the
forecaster with the material to craft potential scenarios of the ethical issues that
an emerging technology or artefact may stir up. For example, Boenink and col-
leagues use this model to create a scenario for evaluating the moral debate over
medical experimentation on human beings (Boenink et al. 2010). By evaluating
existing ethical frameworks for human experimentation, the historical basis for
these frameworks, and current advances in this field relating to stem cells and



data mining, Boenink and his team create a scenario of the kinds of moral contro-
versies that may arise in the medical sector.

3.4.1 Evaluation

TES provides numerous benefits over other ethical foresight models in that it is
more focused on predictions for the distant future and it accommodates the ways
in which technology and morality may influence each other. However, TES suffers
from several weaknesses as a model to predict future ethical issues. First, it is use-
ful for describing potential ethical issues and resolutions that can occur, but not at
prescribing what ethical issues and resolutions ought to occur given the technology
at hand. TES also struggles to identify which moral controversies are most pressing
to the technology at hand (Brey 2012). Additionally, looking too closely at past his-
torical and analogous ethical issues may result in new ethical concerns being missed
entirely, particularly if they relate to relevant social groups that are not represented
in previous literature. This approach, therefore, may pose weaknesses for cutting-
edge technologies that have few analogous cases to draw upon for guidance.

3.5 Government and Policy Planning Techniques (ETICA)

ETICA (EThical Issues of emerging iCt Applications) is a form of foresight analysis
used by organizations like the European Commission (Floridi 2014) to guide pol-
icy-making decisions. At its core, ETICA identifies multiple possible futures that a
particular technology may take and maps its social impacts (Stahl and Flick 2011).
Unlike other foresight methods, ETICA explicitly distinguishes between the features
that a technology has, the artefacts that encompass those features, and the applica-
tion of those artefacts in its analysis (Stahl et al. 2013).

The first stage of ETICA involves the identification of known ethical issues with
a particular emerging technology. ETICA relies on various methods to achieve this
purpose, including bibliometric analysis of existing literature from governments,
academics, and public reports on a particular technology to identify common ethi-
cal concerns (European Commission Research and Innovation Policy 2011). This
source data is then used to create “a range of projected artefacts and applications
for particular emerging technologies, along with capabilities, constraints and social
impacts” (Brey 2012). For example, a bibliometric analysis of ICT literature, funded
by the EU Commission in 2011, identified numerous ethical issues such as privacy,
autonomy, data protection, and digital divides in these areas (Directorate General for
Internal Policies 2011). Another method used in ETICA is written thought exper-
iments to flesh out the ethical issues with an emerging technology. For example,
Stahl (2013) uses a science-fiction like short story of the decision of a virtual intel-
ligence to annihilate itself to identify ethical issues relating to identity and agency in
the field of artificial intelligence.

After ethical issues are collected, they are then prioritized and ordered in an
evaluation stage. For example, an analysis of robotics identified several particular
issues with robotic applications such as human-like robotic systems and behavioural



autonomy (European Commission Research and Innovation Policy 2011). In the
second evaluation stage of ICTs, the working group analysed these ethical issues
according to four different perspectives: law, gender, institutional ethics, and tech-
nology assessment. They then compared and ordered common issues within ICTs,
such as ambient intelligence, augmented and virtual reality, future internet, and
robotics and artificial intelligence. This ranking is then used in the third stage of the
ETICA process to formulate priorities for governance recommendations for policy-
makers. These recommendations include setting up stakeholder forums to provide
feedback on the process and incorporating ethics into ICT research and development
(European Commission Research and Innovation Policy 2011; Stahl et al. 2013).

3.5.1 Evaluation

ETICA has numerous drawbacks that are similar to TES and eTA, most notably the
fact that its sources for assessments of the major ethical concerns of a technology
are not individually scrutinized and verified. A second major concern is the lack of
specific actionable insights from such a foresight strategy. Recommendations tend to
focus on broad principles, such as realizing “that ethical issues are context-depend-
ent and need specific attention of individuals with local knowledge and understand-
ing” (Directorate General for Internal Policies 2011). While this process is helpful
for identifying a starting point for future discussions of ethical principles, it does
not appear useful for providing clear actionable feedback on how to evaluate their
technologies.

3.6 Combinatory Techniques (Anticipatory Technology Ethics, ATE)

Pioneered by Philip Brey and Deborah Johnson, Anticipatory Technology Ethics
(ATE) evaluates technologies during the design phase as a means of reflecting how a
‘technology’s affordances will impact their use and potential consequence’ (Shilton
2015). ATE helps design teams consider the ethical values they bake into a tech-
nology by forecasting the kinds of issues that can arise at three different levels: an
entire technology, artefacts of that technology, and applications of those artefacts by
different relevant social groups (Brey 2012). ATE is founded on the principle that a
robust form of EFA must analyse all three levels at once in order to provide a holis-
tic understanding of a particular technology or artefact’s impact on society, thereby
reducing ethical uncertainty. At the technology and artefact levels, ethical issues
may arise due to inherent characteristics of the technology or artefact, unavoidable
outcomes of its development, or certain applications that create such extreme moral
controversy that the technology or artefact itself is morally suspect. As an example
of this analysis at the technology level, the proliferation and development of nuclear
technology enables the weaponization of that technology into artefacts that are so
harmful they may justify ceasing development of any nuclear technology entirely.
An example of this analysis at the artefact level is the ethical questions that arise
from petrol-powered automobiles and their effects on the environment. In the lat-
ter analysis, the focus is not on the ethics of an entire technology (automotive) but



simply on the development of a specific artefact (petrol-powered vehicles as opposed
to electric or solar-powered vehicles).

Like ETICA, ATE uses an identification stage to flag ethical issues and an evalu-
ation stage to analyse which issues are likely to arise and how we should prioritize
them. Brey recommends using an ethics checklist during the identification stage as
a means to cross-reference the kinds of ethical issues that are likely to arise. In the
application level, the ethicist’s focus shifts to how different relevant social groups
create a particular artefact’s “context of use” (Brey 2012). Here Brey differentiates
between intended uses, unintended uses, and collateral effects of an application of a
technology as a basis for analysing the ethical issues at play. Intended uses represent
what developers of an emerging technology and relevant social groups understand
the purpose of that technology to be at the development and introduction stage. For
example, powerful video editing software is intended for use by creative profession-
als working in the film industry. Unintended uses, however, might include the use of
that same technology by terrorist organizations to develop high-quality propaganda
videos. An example of possible collateral outcomes would be if this new video
editing software, which requires high levels of expertise and resources to master,
becomes the status quo for the film industry, thereby making it more difficult and
expensive for aspiring low-income film producers to break into the industry.

The next step in ATE is the development of clear ethical issues at each level of
analysis. At the technology level, Brey recommends using interviews and focus
groups with experts in a particular subject matter to flesh out the relevant ethical
issues a technology may raise. Mirroring the practice of €TA, practitioners should
prioritize consulting experts in a particular technology field as they are best placed
to understand the plethora of ethical issues at stake. Brey also argues that most ethi-
cal issues arise at the artefact and application levels in any case (Brey 2012). An
example of ethical foresight at this level is Grace et al. (2017)’s paper examining
the likelihood of an artificial intelligence-caused extinction level event by surveying
experts in Al and machine learning.

At the artefact and application level, the use of existing foresight methodologies
like ETICA and TES help provide a clear understanding of the kinds of artefacts that
may develop. Surveys and interviews are common methods at these levels to iden-
tify future artefacts and applications. This analysis would include forecasts of how
an artefact or application is likely to evolve over time and how that artefact or appli-
cation will combine with others to create new kinds of artefacts. The goal of this
analysis in ATE is to develop multiple possible futures that are plausible, as opposed
to one single prediction (as in the case of Delphi or prediction markets).

3.6.1 Evaluation

ATE attempts to combine several of the strongest features of other EFA methodolo-
gies above. However, it suffers from similar weaknesses in terms of the time cost of
an ongoing process and a lack of a clear conception of how to source relevant mate-
rial for its analyses. In particular, checklists may be incomplete or may differ wildly
depending on the kind of ethical framework one is starting with. Depending on the
values of the society in which the technology is launched, an ethicist may wish to



use a different moral framework to develop and interpret the ethical issues that may
arise (e.g., starting from a framework of conservative values, European values, or
Christian values may result in different elements on a checklist or interpretations of
those elements).

Shilton (2015) also notes several challenges with implementing ATE in certain
situations. First, ATE’s effectiveness is diminished if the technology in question is
‘infrastructural’ rather than user-facing as design teams may struggle to imagine an
infrastructural tool in a social context with clear norms and rules. Infrastructural
technologies also tend to have ‘features of their design that frustrate a number of the
techniques that might ordinarily encourage engineers to consider social contexts and
social implications,” thereby creating more ‘ethical outs’ for engineers to argue that
a particular issue should be resolved by other actors (e.g. government or the pub-
lic). Lastly, Shilton notes that design teams usually need a prototype of a technology
finished before they can begin an evaluation, which often means that certain design
values are concretized into a technology.

4 Discussion: Known Limitations of EFA

Given the previous analysis of the relevant, current EFA methodologies, we can now
evaluate some of their limitations and weaknesses as they are applied within tech-
nology companies. One core limitation relates to a lack of clarity over who, within a
technology firm, should be conducting ethical foresight, and where the review pro-
cess should sit within a firm. Most EFA methods provide a method for conducting
an inquiry. However, with a few notable exceptions, they fail to provide more practi-
cal guidance about the ideal makeup of the foresight team or guidance on how to
scale-up and implement this process in a large organisation.

A second limitation relates to a fairly basic point: what ethical framework should
a company start with, in order to determine what ethical issues are of greatest con-
cern? This is particularly true in cases where a company is developing transnational
products that span across multiple cultures, legal systems, languages, and socioeco-
nomic demographics. Some communities, for example, may end up placing a greater
value on privacy or personal autonomy than others, which can complicate the pro-
cess of prioritizing or interpreting which ethical analysis may be preferable. Problem
formulation is a key challenge with most EFA methods that can be made even more
challenging in the context of products and services launched globally.

It is difficult to prescribe a specific ethical framework for evaluating ethical issues
that a technology raises. Checklist impact assessments, like Privacy Impact Assess-
ments and Algorithmic Impact Assessments, are informed by legal codes or indus-
try-developed standards, but ethical codes are often more fluid, varied depending
on one’s moral framework, and difficult to interpret. Different moral frameworks
may come to significantly different outcomes for the same issue, which is why EFA
methodologies start from a “theory independent” stance that does not prescribe a
particular framework over another (Grunwald 2000). Deciding which ethical frame-
work to apply in a foresight analysis is a reasoned preference to be determined by
the ethicist and not something that a foresight analysis can determine for an ethicist



a priori, irrespective of empirical evidence and historical circumstances. Recom-
mendations for which ethical framework to use are thus out of scope in this article.
Some ethical frameworks, such as eTA, encourage the ethicist to apply multiple dif-
ferent ethical frameworks in an analysis. This is a promising recommendation and
one that we see as a viable starting point for a future EFA methodology. Another
viable alternative is to adopt a regional ethical framework that may work as a bench-
mark, like the “Ethics Guidelines for Trustworthy AI” published in April 2019 by
the European Commission’s High Level Group on Artificial Intelligence.

A third limitation of current EFA methods is their narrow focus on forecasting
ethical issues of a particular technology that are agnostic to the organisation devel-
oping that technology. Major technology firms carry significant reputational and
political power and often maintain a portfolio of technologies that intersect with
each other in a variety of ways (Zingales 2017). For example, Facebook’s decision
to launch a new dating app raised ethical issues beyond those of any other dating
app company, namely relating to data usage and how this service would interact
with other Facebook products (Statt 2018). Current EFA methods do not adequately
account for this kind of bespoke organisational consideration.

A final limitation of current EFA methods is their reliance on qualitative methods
of interviewing and focus groups to identify ethical issues. Private companies are
often disincentivized to use these techniques in an assessment of their own tech-
nologies due to significant time and resourc costs and potential risks to proprietary
information being publicly released. Instead, firms are incentivized to develop and
deploy technologies as quickly as possible to maximize their value, particularly in
cases of technological ‘first movers.” These incentives are at odds with current EFA
approaches that require extensive amounts of time, openness, and self-reflection to
succeed. It is our opinion that no effective EFA process can fully overcome this limi-
tation, but we do offer some ideas below for ways to mitigate these concerns.

5 Recommendations for Potential Future Approaches to EFA

The limitations discussed above present several areas where future EFA methodolo-
gies can be improved. First, there is a clear need for the development of a new EFA
methodology that is tailored to the specific needs of individual actors, no matter
whether private or public, operating in the tech industry. Such a methodology should
not only address common areas of concern between competing organisations but
also how a particular organisation’s reputation, standing, or holistic product port-
folio can affect the ethical issues that may arise in a single product. For example,
if a major tech firm intends to launch a new social media app, how can that com-
pany forecast the ethical impacts of that app on different users? And how can that
analysis consider the specific nature of that company, which may affect the kinds
of ethical issues that arise? An ethical foresight analysis would ideally incorporate
company-specific elements into its analysis, such as potential data sharing issues
between an app and other products, or ethical issues that may arise from specific
user demographics.



Second, future EFA methods should focus on ways to identify ethical risks at
scale. There are promising developments in the fields of simulation and artificial
intelligence that can complement or augment current qualitative methods of EFA,
such as adversarial ‘red teaming’ of a technology to test for potential ethical weak-
nesses. For example, by using training data of known malicious actors, a firm could
develop Al agents that simulate malicious users attacking that system (Floridi 2019).
If the emerging technology in question were a dating app that contains many similar
features to previous data applications, these agents could replicate various kinds of
malicious behaviour and, in a staging environment, run simulated “attacks” to test
the platform’s acceptable use policies. Currently, similar practices are in place in
war games simulation exercises (Kania 2017; Knapp 2018) and in Al safety-robust-
ness studies. In May of 2018, for example, a team at MIT trained a “psychopathic”
image captioning Al using user posts from the social media website Reddit (Ste-
phen 2018). By modelling a diverse array of users, a developer could test-run user
interactions in a test environment version of their artefact, which may in turn iden-
tify ethical repercussions of their product’s affordances and features. There are clear
limits to applying simulations to ethical foresight, the most significant being that a
simulation requires a staged environment where one can determine the end criteria
that a simulation is meant to meet. There may also be far too many variables and lit-
tle enough data in most scenarios to create reliable simulations. However, given the
pace of technological advancement in the field of Generative Adversarial Networks
(GANS), this is one promising area where a new methodology for ethical foresight
should be investigated for some situations.

Lastly, new EFA methods will only be effective if they are used as one part of
a multi-pronged internal ethics process with strong executive-level support. EFA
should be understood as one tool in the toolbox for internal ethics teams to use
alongside other methods, including pre and post-deployment impact assessments,
user focus groups, and other forms of user-centric design. As Latonero (2018) notes,
human rights impact assessments are another valuable method approach that centers
human rights at the heart of technology assessment. Other promising methods pro-
posed by academic labs and technology firms include submitting anonymised case
studies of challenging Al ethics issues to public consultation (Princeton Dialogue on
Al Ethics 2018) or using public Requests for Information to source potential ethical
concerns and mitigation options (Newton 2018). New EFA methods should ideally
seek to complement and augment these other methods and processes.

6 Conclusion

This article has identified the current status of ethical foresight methodologies
available today. It began by identifying the areas of study and related foresight
methodologies in which ethical foresight is rooted, explaining what the purpose
of ethical foresight is compared to other foresight methodologies. It then moved
into a comparative analysis of several contemporary methodologies for ethical
foresight to identify strengths and weaknesses. It included a description of poten-
tial future areas of research for ethical foresight methodologies and a discussion



that suggests there is significant value in developing a new type of Ethical Fore-
sight Analysis that addresses some of the concerns of major corporate stakehold-
ers that are developing emerging technologies and new artefacts. After review-
ing existing ethical foresight methodologies, five common themes and criteria
become apparent:

(1) EFA methodologies cannot determine what ethical framework to use. The rec-
ommendation is that any EFA methodology should be “theory independent”
and that practitioners should use multiple ethical theories in their analysis for
a more robust final product. More research will be needed to identify minimal
criteria of ethical clearance and ways in which such criteria may be made more
stringent depending on needs, requirements, and the availability of adoptable
ethical frameworks.

(2) EFA methodologies seek to forecast a combination of the ethical impacts of a
technology, an artefact or product, and the application of that artefact and prod-
uct. More research is needed to identify how the most robust kinds of current
ethical foresight models can evaluate on all three levels of analysis to provide a
holistic picture of the ethical challenges that will arise.

(3) All EFA methodologies reviewed use ongoing qualitative methods of data gath-
ering to construct expectations of the ethical issues that an emerging technology
may cause. This process can use either consensus-building strategies to gather
a wide source of viewpoints via conferences, written opinions, and other open
forums, or focus solely on experts who are well versed in the specifics of a given
technology. The latter seems to work best when analysing an entire technological
area, whereas the former appear to be more appropriate in instances of product/
artefact/application evaluations. Research in quantitative methods, including
Al-based simulations, is a promising and increasingly feasible approach, but
one that still needs to be investigated.

(4) EFA methodologies are iterative and build off one another in order to inform the
design process of a technology on an ongoing basis. Ethical foresight tends to
fail when used as a “one off”” event, given the constantly shifting variables that
make “stagnant” analysis of ethical issues quickly outdated. A future project will
need to study how to overcome such methodological brittleness.

(5) EFA methodologies tend to split between reducing information down into a
single predictive probability or set of guidelines vs generating multiple potential
futures that may occur. Depending on how a company intends to use EFA, cer-
tain strategies may prove more effective than others. In this case too, a full meth-
odology will need to design strategies for the evaluation of the right approach.

There is a clear need for a new methodology of ethical foresight, one that
addresses the requisites of an individual organisation that wishes to analyse the
potential ethical outcomes of their products or services. It is clear that this gap
in EFA methodologies is one that can be filled by supplementing existing EFA
methodologies with new methodological and theoretical components. In the dig-
ital sector, where innovation can lead to dire ethical consequences, the ability



to forecast more accurately these risks can provide a unique opportunity for the
advancement of corporate and social responsibility.
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