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Gradualism and the Gradualistic Account of Luck
0. Introduction
How or to what extent is luck of relevance in the context of epistemology? According to “anti-luck epistemologists” such as Pritchard (e.g. 2007; 2012; 2013), too much luck or luck of the wrong kind prevents true beliefs from being knowledge. According to “luck-epistemologists” such as Hetherington (e.g. 1998; 2013a; 2013b) and as already suggested by Zagzebski (1994, 72: “knowledge is true belief + x + luck”, with “x” standing for justification or warrant), luck, however, is nevertheless regarded as a part of knowledge or even as the mysterious missing ingredient to the final solution of the Gettier problem. So overall, and no matter if one regards luck as more of a preventor of knowledge or as a more of a necessary condition for it, one cannot help but to constate that luck is of great relevance in the context of epistemology since knowledge falls and/or rises with it. As such, we have very good reasons for taking (epistemic) luck under close scrutiny and for coming up with a proper definition or account of it.


In this respect, the last ten years featured three more noteworthy events. The first one was Pritchard’s (2005) presentation of the biconditional modal account of luck (henceforth MAL) according to which luck consists of the two necessary conditions of chance (henceforth L1) and significance (henceforth L2). This was followed by Wayne Riggs’ (2007) presentation of the triconditional lack of control account of luck (henceforth LCAL) according to which one also needs the condition of (lack of) control (henceforth L3) in order to arrive at a sufficient account of luck. Thirdly, there was Jennifer Lackey’s (2008) proposal that neither MAL nor LCAL are fitting accounts of luck. All of the above was then rounded off, modified or commented on by, among others, Coffman (2007; 2009), Levy (2009), Baumann (2012) or once again Pritchard (draft v. 1213) who is currently proposing a monoconditional MAL (henceforth MMAL) that only consists of L1. As for what to make of these contributions: As is usually the case, all of the above authors brought something valuable to the table, just as all of the above authors would also appear to have been wrong about or missed out on something to a greater or lesser degree. In this article, I will attempt to separate the respective wheat from the respective chaff, unify the more useful propositions to a greater whole and add my own ideas where further development is needed – efforts that will culminate in the proposal of gradualism and the according gradualistic account of luck (henceforth GAL).
1. Gradualism
The most fundamental assumption in respect to luck is gradualism (for an already existing version of gradualism that is limited to epistemology cf. Hetherington 2013). Riggs had not yet named it as such, but he already gave a luck-specific definition of gradualism in stating – and the following is easily one of the most important statement in the entire literature on luck – that “luck comes in degrees—it is not an all-or-nothing concept” (2007, 334; for more recent confirmation of gradualism about luck see Church 2013 [2010], ch. 1, or Ballantyne 2013, ch. 2). The notion that we need to think in degrees instead of falling for various either(-all)-or(-nothing) fallacies is not entirely new, however, just as it is or should not be restricted to luck: Almost 50 years ago, for instance, and in respect to a back then still infallible and hence non-gradualistic definition of knowledge, William Rozeboom (1967, 289) has already urged us to “[…] relinquish these cognitive crudities for a more sophisticated grasp of complexity and precise detail […]”, correctly stressing the need for the “development of conceptual resources for mastering the panorama of partial certainties which are more literally relevant to the real world.” A few years later, another skepticist chimed in with a suggestion that extended the back then unnamed concept of gradualism to metaphysics and ontology (Unger 1971, 204): “If we may say that a table is very flat, then why not think flatness a matter of degree? Isn’t this essentially the same as our saying of a table that it is very bumpy, with bumpiness being a matter of degree?”

Needless to say, ontological gradualism is not limited to the flatness or bumpyness of tables, but rather all-encompassing: Think for instance of the entire spectrum of electromagnetic or mechanical waves and of how absurd it would be to break all those fine-grained differences down into a bivalent and crude-to-the-extreme “either-all-or-nothing” (for certain purposes – such as digital technology – one can of course limit certain possibilities or values to a bivalent all-or-nothing framework, but one must realise that this is generally an artificial and not a natural limitation of possibilities since the therein used electric currents also “come in degrees” and not just in “either ‘electric current’ or ‘no electric current’”). In other words: Ontological gradualism – i.e. (simply put) “things coming in degrees” – is a universal phenomenon, and one that must also be accounted for in accounts of luck as well as in epistemology, other philosophical disciplines, science and our way of thinking in general (= theoretical gradualism), because when things come in finely varying degrees, then it would be foolish to use crude either-all-or-nothing frameworks which cannot possibly give proper credit to this gradualistic nature of reality. 


Gradualism about luck consequently entails the following: That both luck as well as luck’s individual conditions come in degrees, and that we need to account for this in our respective models or theories. Somewhat more specifically (and with the gradualness of luck obviously being a result of the gradualness of its individual conditions), this means that L1 chance needs to be interpreted as low enough chance, L2 significance as high enough significance, and L3 (lack of) control as low enough control or high enough lack of control. In the following analysis of those three constitutive conditions of luck, I will start with the least central one of L3 and work myself forward towards the most central one of L1.
2. Control (L3) and LCAL
According to Riggs’ LCAL “[…] what we mean by ‘luck’ in all these cases is that the agents in question did not bring about the events in question by their own agency. These events were out of the agents’ control” (2007, 333). Lackey objects to this by stating that L3 is “neither necessary nor sufficient for an event’s being lucky” (2008, 260). To begin our analysis of these two contradictory proposals, let us take a closer look at some of the examples that Lackey gives to back up her claim:
[...] my neighbour’s playing a computer game right now, my cat’s sleeping this afternoon, a chef’s making eggplant parmesan in Florence today, and numerous other ordinary or mundane events are out of my control at this moment. Yet to regard all of these events as lucky, as proponents of the LCAL must do, is surely to miss something important to the concept of luck. (Lackey 2008, 257)
Lackey is of course correct in her conclusion that, as of yet, none of the above events qualify as lucky. However, if left standing like that, we would also have “miss[ed] something important” about luck, because instances of luck also require L1 and L2 according to Riggs’ LCAL. The above events, however, only feature L3, which means that Lackey’s claim that proponents of LCAL “must” regard the abovementioned events as lucky is false.


What then to make of other attempts to reduce away L3 and with it LCAL? To once again take it from Pritchard (as quoted by Riggs 2007, 337):

A further motivation for employing (L1) as a condition on luck is that it can explain why ... lack of control [is] closely related to, but not essential to, luck. This is because if one has control over a certain event, such that one is able to (typically) determine that a certain outcome obtains, then that is naturally understood as implying that in a wide class of relevant near-by possible worlds that outcome is realized and therefore not lucky (just as (L1) would predict). (2005, 123)
In other words: “no absence of control condition is needed, because absence of control is entailed by chanciness” (Pritchard 2005, 130, as quoted by Levy 2009, 490). Riggs’ initial response to this proposed reduction of L3 to L1 lies in claiming that “Pritchard has gotten the significance of unlikelihood and control precisely backward” (2007, 338). However, it would rather appear to be Riggs who has gotten things “precisely backward” in stating the above or in proposing “But if we add (L3), why do we still need (L1)?” (2007, 340), because even Riggs has to acknowledge that “we must keep something like (L1)” (ibid.) – a claim with which I strongly agree since L3 is indeed no more than a possible antecedent for necessary L1 and, as such, of less importance than L1. So then, has Pritchard been correct all along in claiming that L3 can be reduced to L1?


In my opinion both sides would appear to have gone into this inquiry on the basis of (yet another) non-gradualistic either-or prejudice, which, in this case, is the prejudice that “L3 is either necessary in all cases or not necessary in any case of luck.” Truth, however, would not seem to lie in either one (L3 is always necessary) or the other too crude and extreme position (L3 is never necessary), but rather in the middle, i.e. in L3 is sometimes necessary to account for luck. Besides this so to speak ‘quantitative gradualism’, there also exists a ‘qualitative gradualism’ about L3 in that L3 should not be interpreted as stipulating a complete lack of control, but only as stipulating a relative lack of control, i.e. one that also includes at least a little bit of control (hence “low enough control” or “high enough lack of control”).

To explain: Some for me lucky events require my personal control (i.e. my unconscious “competence” or my unconscious competence including conscious “ability”) in order to come about, but other for me lucky events do not, and it is the former control requiring events to which L3 applies (quantitative gradualism about L3). The reason for qualitative gradualism about L3, on the other hand, is that control is never perfect, never an “all-or-nothing” issue. As Riggs (2007, 330) so aptly stated: “We frail and causally inept humans are never 100% responsible for anything we ‘accomplish’”, to the effect that any accomplishment of by default gradual control goes hand in hand with a converse gradual lack of control, and vice versa! (Regard it as a yin-yang thing: if one is present, then the other is present too; it just comes down to converse degrees of presence). Combining quantitative and qualitative gradualism about L3, this means that the L3 condition of luck only needs to applied to those events whose coming about also requires at least a little bit of my gradual control over them. If, on the other hand, the coming about of an event does not require any of my control over it, then the L3 condition of gradual lack of control need not be applied since L1 and L2 are now sufficient to account for luck.

Taking the basketball example from Riggs (2007, 333: “Fran throws the basketball across the entire court to make a last-second shot, and it goes in”) there is for instance obviously at least some degree of control required for the coming about of the event of “the basketball going in”, such as the power and the technique to throw the basketball across the entire court. As such, the event resulted not despite a complete lack of control, but only despite a relatively high lack of control of Fran that also includes a relatively low degree of control (over achieving the intended event), to the effect that gradual L3 needs to be added to account for luck in this situation. In Lackey’s previous example of “a chef makes eggplant parmesan in Florence today”, however, none of our control is required for the coming about of this event (the chef is presumably able to make eggplant parmesan without our help), so in these instances L1 and L2 is now sufficient to explain our own luck in respect to these events (such as being lucky to receive a good meal or being lucky to have won money with a bet on the basketball game due to Fran’s last-second shot unexpectedly going in).


But wait – how can Riggs’ basketball example be accounted for in both three and two conditions, is that not a contradiction? Not really, and the reason for this lies in the fact that L3 (and L2) are subjective and personal conditions and not objective or impersonal (that only applies to L1, and only in parts): For Fran, who also had gradual control over the event, we need to apply a triconditional account of luck. For the bettor, who sat at home in front of his TV during this event and who had no control whatsoever over (was causally completely disconnected from) the event, a biconditional account of luck is sufficient and also more appropriate because L3, which would imply at least some degree of control over the event, does not apply now. 


As such, it appears that neither Pritchard (‘never L3’) nor Riggs (‘always L3’) have given a proper description of L3, since, quantitatively, the answer would rather seem to be “sometimes L3”, just as, qualitatively (and when the conditions for quantitative gradualism are satisfied), gradualism about L3 must also be applied. 

3. Significance (L2) and Good or Bad Fortune
According to Pritchard’s MAL (2005, 132) “[i]f an event is lucky, then it is an event that is significant to the agent concerned (or would be significant, were the agent to be availed of the relevant facts).” This L2 condition of significance is widely accepted as always necessary to account for luck (cf. Ballantyne 2011, 488: “Significance is needed to distinguish a merely unlikely event from a genuinely lucky one”), and this is what I will also argue for in this chapter. However, before going into that and against Pritchard’s MMAL in which attempts are made to reduce L2 away, let us first take a look at Coffman’s (2007, 392, based on Rescher 1995, 128-31) or Levy’s (2009, 494ff) reminder that the term of “fortune” may very well also play an important role in the context of luck and significance. 


Generally, there would appear to be at least three plausible ways of how luck, significance and fortune could be related to each other. According to the first of these terminological arrangements, fortune could be interpreted as meaning the same as luck, to the effect that lucky/fortunate events are chancy (L1) and significant (L2) events (for the time being let us forget about L3). According to the second arrangement, the meaning of fortune could be reduced to that of significance, to the effect that lucky events are also chancy (L1) and significant/fortunate (L2) events. According to the third arrangement, which is a variation of the second one, lucky events are chancy (L1) and significant (L2) events, with degrees of fortune being the measure of significance.


Out of those three possibilities, I would dismiss the second arrangement since the third arrangement seems to be a much improved version of the second one. Furthermore, I would also dismiss the first arrangement of “luck/fortune contains chance and significance” since Coffman (2007, 392: “You can be fortunate with respect to an event whose occurrence was extremely likely […]”) and Levy (2009, 494: “When an event befalls me that is good for me I am fortunate, even if that event was very likely”) both took the viable path of disassociating fortune from chance and since this is a ‘tradition’ worth following. Other reasons speaking in favour of the third arrangement are that good or bad fortune can now be used as a gradual measure of significance and one that also allows us to determine whether events are of good luck or of bad luck for someone (once again note the ‘personalness’ of L2: An event that is relatively fortunate for one party could easily be more or less fortunate – or relatively unfortunate – for another party, and vice versa). 

Overall, we therefore have a clear call for this third arrangement, meaning that talk about good or bad “fortune” for someone should be interpreted as talk about the significance of events for someone in a good or bad way. When talking about good or bad “luck”, however, this should include the gradual chanciness of events (and, if applicable, the gradual lack of control over these events) and not just the good or bad fortune they bring about. If, on the other hand, we do not wish to talk about fortune or significance at all, then a gradualistic “lucky” needs to be replaced with a gradualistic “chancy”, “unlikely” or “improbable”. So much for a sensible relation between the three gradualistic concepts of luck, significance and fortune.


In respect to the alleged reducibility of L2, let us once again start with a quotation from Lackey before moving on to what Pritchard (draft v. 1213) has to say about this:

[...] picking up my 6-year-old daughter, Isabella, from school while my husband is teaching is an event that is not only outside of his control, it is also one that is deeply signiﬁcant and important to him. But surely it is not a lucky event that Isabella is picked up from school. (Lackey 2008, 257)
The above event E of “Jennifer Lackey picking up Isabella from school on time” appears to satisfy two thirds of Riggs LCAL and the second half of Pritchard’s MAL, but one indeed does not feel the need to regard this event as particularly lucky for Jennifer’s husband. On the other hand, given that luck also requires the L1 condition of chanciness and that the above example may very well not be chancy enough to satisfy L1 (Lackey herself lists several factors which indicate that the probability of occurrence of E is very high), E not counting as lucky is or would be first and foremost due to a dissatisfaction of L1 and not, as one may perhaps assume, due to L2 (or L3) not being necessary to account for luck.

What then to make of Pritchard’s most recent attempts to reduce away L2 via MMAL, his latest and now monoconditional ‘L1-only’ modal account of luck?

[...] I have now come to the conclusion that the very idea of adding a significance condition to the modal account of luck is wrongheaded. Think again about the small avalanche on the South Pole that was just mentioned. [...] no one cares about it, and it makes no difference to anyone. But why should that prevent this event from being a genuinely lucky event? (draft v. 1213, 9)
It is somewhat ironic that, for someone who wants to deprive the small avalanche event of all significance, Pritchard still finds that event significant enough to write about it, thereby once again demonstrating the need for a more gradualistic approach to things or, more specifically, that L2 significance, even though hardly present in the above event, is at least present in traces. As such, in proposing to drop L2 and given his inclination to round down hardly significant events to completely insignificant events, it would appear that Pritchard is making the ordinary language mistake of confusing more complex “luck” with the simpler concept and first luck condition of “unlikeliness” (low enough chance). For further confirmation of the nonsensicality of his course of action, also take a look at the following out-of-thin-air ought statement of Pritchard (italics by myself):
This distinction [between good and bad luck] concerns our subjective responses to lucky events, and is not an inherent feature of lucky events themselves. More generally, our interest ought to be in luck as an objective feature of events, which means that we should [...] be wary about drawing too many conclusions from agents’ subjective judgements about luck. (draft v. 1213, 9-10)
Like Hume, who was also wondering about why his contemporaries’ ises suddenly turned to oughts, I also do not have the slightest idea why, all of a sudden, we ‘ought’ to purge luck from all subjective features. As already stated by Pritchard, the distinction between good and bad luck (in terms of good or bad fortune) is indeed mostly due to “subjective responses to” and “not [so much] an inherent feature of lucky events”. As such, removing all subjective features would also remove subjective L2 significance and leave behind not luck, but only the objective part of L1 gradual unlikeliness (which is sometimes preceded by L3 gradual lack of control). In short: Like so many other futile attempts to objectivise things, Pritchard’s attempt to objectivise luck by reducing away (mostly) subjective L2 significance also fails due to luck and its conditions having both objective and subjective aspects. I therefore remain with Riggs’ or Pritchard’s earlier position that L2 (measured in varying degrees of good or bad fortune) is an always necessary condition for luck.
4. Clarifying Chance (L1) and Eliminating (M)MAL
With L3 identified as sometimes necessary, with L2 identified as always necessary and with by far the greatest concensus being on the necessity of L1 low enough chance, one further question remains, and that is: Why all this fancy talk of “close possible worlds” within Pritchard’s L1 condition of chance (for heavy criticism of, among other things, possible world talk also see Mulligan et al. 2006, 65) instead of remaining with the from my and others’ point of view obvious choice of (by default gradualistic) probability in this world? Using the possible worlds concept for the definition of the L1 condition of chance achieves nothing whatsoever except making things needlessly complicated; that, at least, is my claim. But then, since I do not assume that this was done for the purpose of “making things needlessly complicated”, why did Pritchard or others forsake probabilism and turn to imaginary possible worlds in their definitions of the L1 condition of luck? In his latest work on luck, Pritchard (draft v. 1213) has for instance the following to say about this (italics and numbers by myself): 
But why offer a modal account of luck? [...] Consider the famous lottery example. Imagine a subject who holds a lottery ticket for a fair lottery with astronomically long odds, where the draw has been made. The ticket is a loser, but the subject has not yet heard the result and so has no inkling of this. We can add to this story in two interesting ways. In the first scenario, the subject becomes aware of the astronomical odds involved and hence on this basis forms the true belief that her ticket is a loser. In the second scenario, the subject hasn’t paid any attention at all to the odds involved in this lottery. Instead, she reads the result in a reliable newspaper and so on this basis forms the true belief that her ticket is a loser.


Here is the puzzle. [1] It seems that the subject in the first scenario doesn’t know that her ticket is a loser, and yet the subject in the second scenario does. Moreover, the natural explanation of why this is so is that [1, 2] in the first scenario the subject’s true belief is a matter of luck, while in the second scenario it is not a matter of luck. The reason why this is puzzling is that if we consider the subject’s bases for belief then, from a probabilistic point of view anyway, [3] the odds in the second case are nothing like as massively in support of the truth of the subject’s belief as they are in the first case. How then can it be that [1] knowledge is present in the second case and not the first? [4] Is knowledge not a function of the strength of one’s evidence, probabilistically conceived? (draft v. 1213, 3)
Pritchard attempts to demonstrate that probability is so to speak ‘pointing away from knowledge’ and that, as such, probability is unfit to fill the role of L1. A thorough analysis of the above passage, however, reveals that Pritchard has made several mistakes in his reasoning and that there are actually no good reasons whatsoever for why we should not follow the tradition of probabilists in respect to L1. 


Ad 1: Knowledge requires truth, meaning that the genuine reason for why the subject in the first scenario (becoming aware of the astronomical odds) cannot be said to know is that she did not perform any truth-check (i.e. an empirical reality check with which one attempts to establish truth) of her justified belief that “the ticket is a loser”. In the second scenario, on the other hand, reading the results in the reliable newspaper provides for both the justification (the subject is aware of the newspaper’s general reliability to the effect that she is justified in believing whatever it reports) and the (testimonial) truth-check of the belief (reading in the newspaper that another ticket has won), and it is due to this difference why we are more inclined to credit the latter subject with knowledge than the former. As such, the genuine explanation for the difference between the above two cases is clearly truth-related and not, as alleged by Pritchard, luck-related. 


Ad 2: What is also rather inappropriate is that Pritchard at this point disregards gradualism and instead falls for the crudely bivalent either-all-or-nothing mode of thinking by regarding one scenario as “a matter of luck” and the other as “not as a matter of luck”, when it was rather varying degrees of luck (and varying degrees of converse and different justification) due to which these two subjects arrived at the same true belief. 


Ad 3: What I furthermore object to is that Pritchard considers the “odds” in the first case as being much more “in support of the truth of the subject’s belief” than in the second case. The first reason for this objection was already given under ad 1: Pritchard misrepresents the second case as containing only justification, even though, as opposed to case one, it also contains a testimonial or second-hand truth-check. So even if the belief’s justification were much better in the first case, the presence of the truth-check would suggest that the second case still is much more “in support of the truth of the subject’s belief”.


Another reason for my objection against the above claim is that Pritchard also does not provide us with initial probability values (let alone calculations) to support his claim of the first case having the greater probability, even though, at least according to certain probabilists, “...all the assumptions of an inference ought to be interpreted as an overall assignment of initial probabilities” (de Finetti 1969, 9, as quoted by Galavotti 1996, 256). Instead, Pritchard just leaves as with a number of completely undetermined variables (the total number of tickets in the lottery, the general reliability of the newspaper, etc.) and a misrepresentation of case two that falsely raises the probability in favour of case one to boot. However, despite all of these gross neglects or mistakes, Pritchard nevertheless jumps to the conclusion and wants us to accept at face value that probability favours case one where knowledge is absent and that, due to this perceived ‘misbehaviour’ of probability, the otherworldly possible worlds absurdity needs to come to the rescue of L1. My harsh but I believe well-deserved reply to Pritchard’s grotesque attack on probabilism lies in the adaptation of a well-known dictum of quantum physicist Richard Feynman or, according to other sources, of quantum physicist David Mermin: “[Kindly] shut up [about possible worlds] and [learn to properly assign and] calculate [probability]” instead of arguing against the no more than perceived inadequacy of probabilism.

Ad 4: Based on previous mistakes of his, Pritchard thinks that he can now turn the tables on probabilism in favour of his possible worlds extravaganza: If “knowledge is present in the second case [reading the newspaper] but not in the first [becoming aware of the odds]”, but if the probability is more indicative of truth and knowledge in the first “no knowledge/luck” case than in the second “knowledge/no luck” case, then, given this alleged disparity or ‘contraindication’ of higher probability pointing to “no knowledge/luck”, why do we still bother with a probabilistic conception of knowledge or luck!? This would appear to be Pritchard’s main argument in favour of replacing allegedly unfit probability with what he regards as somehow more fit possible worlds, but that argument is easily defused by pointing out that its second premise (probability allegedly pointing away from knowledge) is false, and that Pritchard’s conclusion that probability is not being fit for job of either knowledge or the L1 condition of luck is consequently also false, meaning that the possible worlds alternative to probability is completely unnecessary. 


Beyond being unnecessary or plain false, however, Pritchard’s possible worlds interpretation of L1 is also quite self-defeating. Remember how, based on wanting a more objective account of luck and as quoted in the previous chapter, Pritchard (draft v. 1213) has argued against the necessity of the subjective L2 condition of significance. Continuing in that vein, the problem in respect to possible worlds is that, whereas probability also comes in objective versions – think for instance of probability distributions underlying a spectrum of possibilities (e.g. either this ticket winning, or that ticket, or that ticket, etc.) in respect to a particular future event (e.g. a lottery draw) or of quantum physical probability waves which are also present without subjective observers –, possible worlds would appear to be a purely subjective construct. In demanding a more “objective” stance on luck, Pritchard therefore effectively self-sabotages and eliminates his subjective L1 condition of possible worlds and his thereupon built MMAL, thereby leaving him with not even a single condition to account for luck (if anything, pushing for a more objective stance on luck would rather seem to favour probability over possible worlds). This is why Pritchard’s possible world proposal in respect to L1 would not only be unnecessary or false, but also self-defeating on top of that. 


“Knowledge” therefore remains “a function of the strength of one’s evidence, probabilistically conceived”, just as a probabilistic conception also remains in place for the L1 chance condition of luck, and none of Pritchard’s (draft v. 1213) other and quite similar attempts to turn the tables on probability (which I addressed in an earlier version of this paper) change anything about that. The possible worlds interpretation of the L1 condition of chance is therefore unnecessary or at best an unnecessarily twisted way of talking about probability (an event that will ‘occur in one world but not in 99 others out of a total of 100 possible worlds’ is simply an event with a 0.01 probability of occurrence).


What then is there to say about the clearly more fitting probabilistic interpretation of the L1 condition of chance? Within GAL, the role of L1 is taken by a probability condition as suggested by, for instance, Baumann (2012, 2): “[…] luck also requires that the relevant event or state was not to be expected, is surprising, could easily not have happened or come about, or was improbable.” Baumann may initially also talk of “unexpectedness” or “surprisingness” of certain events as factors for luck (cf. Rescher 1995 for such a take on luck), but that is just a result of the occurrence of those events despite the (either subjectively intuited or objectively given) low probability of such an occurrence. As such, we need not talk of “unexpectedness” or “surprisingness”, but simply of low enough probability: “If an event is lucky, then the probability that it would happen, given certain conditions, is low enough or below a certain value” (Baumann 2012, 2-3). And with that, I regard the luck-related elimination of the possible worlds concept and with it the elimination of both versions of Pritchard’s MAL as well as the presentation of all three gradualistic conditions of GAL as concluded.

5. Clarifying GAL
Beyond the defence of L2 against Pritchard’s unwarranted reduction of it or besides the replacement of Pritchard’s unnecessary L1 possible worlds extravaganza with down-to-earth probability, there are some additional issues in respect to luck or GAL which still need to be addressed or clarified. The first of these is that GAL, just like MMAL, MAL or LCAL, attempts to cover all occurrences of luck, so even though there may be talk of “reflective luck” or “veritic luck” (Pritchard 2005, 145-52), of “constitutive and circumstantial luck” (Levy 2009, 495) or, more generally, of “epistemic” or “moral luck”, it is important to note that these are not different kinds of luck. Instead, additions such as “epistemic” or “moral” are best understood as different situations or contexts of the same kind of luck, i.e. of the gradualistic kind of luck that is a product of the always necessary conditions of L1 and L2 and of the sometimes necessary condition of L3 and that can occur in situations of epistemic or moral relevance.


The second issue in respect to luck as an event-related thing pertains to the definition of “event”. Within the greater causal chain (of events), an event has the function of either an effect or cause or, consecutively, as both: A given event EX (e.g. me taking my umbrella along) exists as one or several effects of previous causes or events E-X (e.g. it is raining), and later on typically assumes a causal function for further effects or events E+X (e.g. my clothes staying dry). 


Somewhat contrary to its singular form, however, “an event” typically consists of a conceptually unified series of several causally related (mini)events, which, in turn, consist of even more (minimini)events, and so on and so forth. As such, one may perhaps – and justifiably so – regard something like an archer making a bowshot as a single event. Closer inspection, however, reveals that such an event consists of several causally related minievents (pulling an arrow out of a quiver, wedging it down on a bowstring, letting the arrow come to rest against the bow and the hand holding it, pulling the bowstring and the arrow back, taking aim and eventually releasing the arrow towards the target), which may in turn consist of even more causally connected and ever smaller (mini)minievents (the division would ultimately seem to stop where time becomes “granular”). However, in order to not make things needlessly complicated and depending on our subjective ways of conceptualization, smaller minievents are typically unified to a single event, i.e. to a single point of reference in the greater causal chain of events.


The third issue in need of clarification concerns the location of luck and its component parts. According to Levy (2009, 497) “The luck is not in the event [...], but in the circumstances enabling these events to occur.” In other words: The luck of a given event EX is supposed to lie in its causes E-X. While it might make sense to also include the “circumstances enabling these events to occur”, there are two mistakes in Levy’s respective proposal. The first one is that, in order to answer the question of the location of luck, we need to look at the three individual luck conditions and not at luck as whole. The second mistake is that not all luck conditions are located at E-X. More precisely, the conditions of luck that are “not in the event” but rather leading to the event are L1 probability and, if applicable, L3 lack of control. L2 significance, however, is clearly in the lucky event EX itself and not “inherited” from the preceding circumstances or events E-X since relatively insignificant circumstances E-X can lead to events EX of great significance and vice versa. This, by the way, also gives us yet another confirmation of gradualism and yet another refutation of the either-all-or-nothing framework, because just as luck is not “either all objective or all subjective” or not “either all impersonal or all personal”, luck is neither “all in the event or all causally before the event”. Instead luck is to some degree in the event (via L2 high enough significance) and to some degree causally before the event (via L1 low enough probability and L3 low enough control).


The fourth and last issue pertains to the question of threshold values for luck and its individual conditions (for earlier mention of a probability threshold in respect to justification cf. e.g. Douven 2002, 392). If, for instance, a subject S is extremly likely to win the lottery due to having bought 999 tickets of a thousand ticket lottery that contains a single winning ticket, does the event of S winning the lottery still satisfy L1 low enough probability? Similarly, and assuming that winning the lottery amounts to winning something as insignificant as, say, an unused wooden toothpick, does the event of S winning the lottery still satisfy L2 high enough significance? Thirdly, and where applicable, is there also such a threshold below which the degree of control over an event must fall in order to satisfy L3 low enough control? Fourthly and lastly, is there a threshold that the overall luck value needs to exceed in order for us to regard respective events as lucky?


In my opinion we encounter something of an inconsistency here and one that, in the context of luck as a whole, was already indicated by Pritchard: 
We would thus have a continuum picture of the luckiness of an event, from very lucky to not (or hardly) lucky at all. Once the degree of luck falls below a certain level [...] then we would naturally classify the event as not lucky, since it does not involve a significant degree of luck. (draft v. 1213, 6) 
Just like Riggs (2007), Pritchard now also embraces the idea that “luck comes in degrees”, for instance in stating that luck comes as a “continuum […] from very lucky to not (or hardly) lucky at all.” In this, however, we find the inconsistency that I mentioned: When a certain intuited threshold value is not reached, respective events are sometimes regarded as “not lucky” and sometimes as “hardly (but still) lucky”. By themselves, both of these proposals sound plausible; together though, they form a contradiction that needs to be dissolved. 


My proposed solution here is appeal to contextualism: In a less exact ordinary (thought and) language context CI (the “I” stands for “inexact”) and despite the world generally coming in varying shades or degrees of ‘grey’, there is the general tendency to round up or down varying shades of ‘grey’ to a bivalent either ‘black’ or ‘white’ depending on whether a given value is below or above a certain threshold. Translated to luck this means that, in CI, events are regarded as “not lucky” if the overall luck value is below a certain intuited threshold whereas events are regarded as “lucky” if the overall luck value is above a certain intuited threshold. Given that there are three gradual conditions of luck, there are several general ways how this value can be (to stay on the lucky side of things) exceeded: A completely out of our control event (i.e. L3 does not enter the equation) could feature such a low probability of occurrence (i.e. high L1 value) that, despite being relatively insignificant (i.e. low L2 value), the overall luck value still exceeds the threshold value. Then there are also events that, despite a relatively high probability of occurrence (i.e. low L1 value), are nevertheless also regarded as lucky due to their high significance (i.e. high L2 value) pushing the overall luck value beyond the CI threshold for luck. On the other hand, an event deemed as “not lucky” in CI would consequently be one where the product of all the relevant luck conditions stays below the intuited threshold.


In a more exact and degree-minding context CE, however – and note that, given our gradualistic foundation and as already stated by DeRose (1999, 192-95), there is obviously “a wide variety of different standards” or contexts, but for the sake of simplicity I reduced those options to either CI or CE –, degrees of luck are no longer reduced to (typically) just the two values of either “all luck” or “no luck at all”. As such, there would also no longer be any need for luck or luck condition thresholds based on which to round up or down (in practice rounding up or down still takes place, but in a much more gradually exact way). The effect of this is that, in CE, the minimum qualifications for luck are now severely lowered since the L1, L2 and L3 conditions for luck and the overall luck value itself are now satisfied as long as there is the slightest chance that an event could not have occurred (L1), as long as that event is of at least the slightest bit of significance in a good or bad way for someone (L2), and (if applicable) as long as the slightest lack of control was present in the coming about of an event that requires personal control. 


That way, we have set the stage for the solution of the contradiction between one and the same event being regarded as “not lucky” and as “hardly lucky”, because after having introduced CI or CE, is now becomes easy to identify the allegeded contradiction for what it is – and that would be 

a case of “semantic blindness” where “speakers […] are unaware of—blind to—the context sensitivity of” (DeRose 2006, 317) the “not lucky” and the “hardly lucky” attributions, because events that are deemed as both “not lucky” and “hardly lucky” are only “not lucky” in gradually less exact CI. In gradually more exact CE, however, the same events would need to be regarded as “hardly (but still) lucky”. 


As for the question of whether we should adopt the standards of cruder and threshold value-involving CI or of gradually more refined and threshold value-free CE in our discussion of luck: Academic philosophy is or in any event should happen in a gradually rather exact context (inexact talk can be reserved for ordinary language contexts where economy of language and thought is favoured over exactness). Beyond that, Riggs (2007, with Pritchard (draft v. 1213) agreeing) already correctly stated that “luck comes in degrees”, just as it was shown that all three conditions of luck or, for that matter, vast parts of reality also come in degrees (ontological gradualism), and that theoretical gradualism (i.e. the position that things come in degrees) should consequently pervade vast parts of philosophy or science. As such, it would be nothing but inconsistent and foolish if we did not also adopt an according context, so a more degree-minding CE without either-all-or-nothing thresholds for luck and its conditions it is.

6. Conclusion
To varying degrees, Lackey remains correct about proponents of (M)MAL or LCAL “looking in the wrong places for capturing luck” (2008, 266): Pritchard’s latest MMAL (draft v. 1213) turns out to be a near complete failure due to omitting L2 and L3 and due to getting the one remaining L1 condition wrong by going for possible worlds instead of probability. Somewhat surprisingly, Pritchard’s earlier MAL (2005) does a little bit better, because even though it is also based on an unmaintainable possible worlds extravaganza and despite it being less committed to gradualism than MMAL, it has the huge advantage of not yet being impermissibly freed of L2. On the next tier we find Riggs’ LCAL (2007) which for instance (and despite going somewhat overboard with this) adds L3 to the equation, which points out that L1 needs to be ‘fitted’ with probability instead of possible worlds and which is overall a cornerstone in respect to gradualism in the context of luck.


Yet, despite already being a very accomplished account of luck, Riggs’ LCAL can still be topped in several ways by the GAL presented in this paper, for instance by pointing out that L3 is only a sometimes necessary condition and by explaining the respective circumstances for that, by establishing or confirming a fitting connection between “fortune” and L2 “significance”, by defending L2 from the latest Pritchardian attempts of complete reduction, by defending the down-to-earth and much more fitting probabilistic interpretation of L1 against Pritchard’s otherwordly and very much (to use his own term) “wrongheaded” possible worlds extravaganza, or, perhaps most importantly, by properly expounding on Riggs’ golden proposal of gradualism about luck and by also extending this proposal to luck’s individual conditions. 


This, however, is not where the advancement of gradualism should stop, because given that reality would appear to be gradual to a very large extent and given that, among other goals, philosophy and science are supposed to ‘depict’ or ‘correspond to’ reality the way it is or appears to us, it is our duty as philosophers and scientists to weed out the many other absurd and anti-gradualistic either-all-or-nothing prejudices that are still left in philosophy, science and our way of thinking in general, and to replace them with more gradually exact and fitting alternatives. Taking a look at the highly noteworthy probabilistic and gradualistic “new paradigm psychology of reasoning” (cf. e.g. Evans 2012, Elqayam & Over 2012, the Thinking & Reasoning special issue on the new paradigm psychology of reasoning of 2013, or Pfeifer & Douven 2014), we also see that this paradigm shift is already well underway in other areas, and that it is necessary to join this movement since the alternative to this is staying behind and stuck in the old and overall quite insufficient paradigm of bivalence. As such, the Riggs 2007 inspired GAL presented in this paper can also be understood as a way of implementing gradualism in philosophy, and for the sake of the advancement of philosophy and science one can only hope that many others will follow suit by adopting and implementing the ‘new’ and much more fitting paradigm in their individual areas of expertise.
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