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ABSTRACT

Consider two epistemic experts—for concreteness, let them be two weather forecasters.
Suppose that you aren’t certain that they will issue identical forecasts, and you would
like to proportion your degrees of belief to theirs in the following way: first, conditional
on either’s forecast of rain being x, youd like your own degree of belief in rain to be
x. Secondly, conditional on them issuing different forecasts of rain, youd like your own
degree of belief in rain to be some weighted average of the forecast of each (perhaps with
weights determined by their prior reliability). Finally, you'd like your degrees of belief to
satisfy the axioms of probability. Moderate ambitions, all. But you cant always get what

you want.

L and Bert are two local weather forecasters. At least when it comes to the question
A of whether it will rain, they are both quite reliable. And their forecasts tend, for
the most part, to agree. When they disagree, it is sometimes Al and sometimes Bert
that gets closer to the truth. One reason they agree so often is that they discuss their
provisional forecasts with one another before deciding upon a final forecast.

Today you are wondering whether it will rain; and you have not yet checked the
forecasts. Should you be certain that Al and Bert will issue identical forecasts? The
answer, it seems to me, is “no”. Al and Bert have in the past disagreed with each other,
s0, it seems to me, you should not be absolutely certain that they will issue identical
forecasts today. Let it be so. If your own degrees of confidence are given by the function
C, Aisarandom variable whose value is Al’s forecast of rain, and 13 is a random variable
whose value is Bert’s forecast of rain, then let’s stipulate that C should be such that (1).

() C(A=B)<1

Given that Al forecasts that the chance of rain is 2, how confident should you be that
it will rain? A plausible answer, it seems to me, is “2”. Not only is this answer plausible
in its own right; it is endorsed (not for Al, but for various other epistemic experts like
objective chance and your future self) by GarrmMaN (1988), vAN FraASSEN (1984, 1995),
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Lewr1s (1980), and ELga (2007), among many others.” Let it be so. Where ‘7’ is the
proposition that it will rain, we will stipulate that C should satisfy (2).

(2) Va C(r|A=a)=a

Given that Bert forecasts that the chance of rain is 4, how confident should you be
that it will rain? Again, a quite plausible answer is “4”. Let it be so. We will stipulate
that your degrees of confidence satisfy (3).

3) Vo C(r|B=6)=b

What if Al forecasts that the chance of rain is 2, and Bert forecasts that the chance of
rain is &, where @ # 6? How confident should you be that it will rain, then? A plausible
answer, it seems to me, is that your confidence in rain should be some weighted average
of 2 and & (with weights determined by Al and Bert’s prior reliability, perhaps). Let’s
use ‘@’ for the weight you place in Al’s opinion, conditional on a disagreement between
Al and Bert, and let’s use ‘3’ for the weight you place in Bert’s opinion, conditional
on a disagreement between Al and Bert (where @, 5 > 0 and @ + 5 = 1). Then, let’s
stipulate that your degrees of confidence satisfy (4).

(4) Va, b C(r|A=a,B=b)=aa+ b

These are, it seems to me, four plausible constraints to place on your degrees of
confidence in an epistemic situation like this. But so too is the following: that C be
an orthodox probability function.> And if we add to our endorsement of (1), (2), (3),
and (4) the commendation that C be such a probability, we will have contradicted
ourselves. For there is no orthodox probability function which satisfies each of (1), (2),

(3), and (4).

Proposition 1. If 7 is any arbitrary proposition and A and B are random variables taking

on values in the unit interval, then there is no orthodox probability function C such that
(1), (2), 3), and (4) all hold.

The appendix provides a general proof of Proposition 1, but the following special case
will prove illustrative.

1

There are a wide variety of putative experts and a wide variety of principles of expert deference on
offer in the current epistemology literature. However, the reader will note that everything we will
say here about Al and Bert goes just as well for chance, your rational future self, and so on and so
forth. The reader will also note that if Al and Bert have all your evidence and more, and if they
are additionally certain of their own forecasts, then every extant principle of expert deference will
entail both (2) and (3). For instance, given an expert £ who is certain of their own credences and has
all your evidence and more, the following ways of treating £ as an expert are all equivalent: for all
2% E D) Clp | E(p)=x)=x,il) C(p | € =E)=E(p),iii) C(p | E=E)=E(p | € = E), and
C(p)=>,x-C(E(p) = x). See GaLLow (msb) for a proof of this claim and more on the relationship
between various principles of expert deference.

By an ‘orthodox probability function’, I will mean that C is non-negative, normalized, countably
additive, and conglomerable. These assumptions go beyond probabilism in the case where we are
considering infinitely many possible values for A and . However, if we suppose that there are at
most finitely many potential values for A and B, then an ‘orthodox probability function’ is just any
finitely additive probability. Thanks to an anonymous reviewer for their clarifying comments on this
point.
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Example 1. A reliable friend tells you that they saw the forecasts this morning, and they
know that both Al and Bert gave a forecast of 1/3, but they can’t recall, in either case,
whether those were their forecasts for rain or their forecasts for shine (nor can they recall
whether both were forecasting for rain/shine or whether one was forecasting for rain and the

other for shine).

In Example 1, your credences about \A, 3, and r can be represented by filling in
the values in the following 4x2 grid.

r -7
A=13ANB=1/3 X 2x
A=13ANB=2/3 w u
A=23ANB=1/3 v z
A=203NB=2/3 2y y

To understand the values assigned to the first and fourth rows, note first that, since (4)
requires C(7 | A = B = 1/3) to be 1/3, your credence that » must be one half of your
credence that —7 in the first row. Similarly, since (4) requires C(r | A = B = 2/3) to
be 2/3, your credence that » must be twice your credence that —7 in the fourth row.
Then, (2) tells us that we must have

C(r|A=1/3)=1/3

+
_xtw g
3x+w+u

which implies that # = 2w. Similarly, another application of (2) tells us that we must
have

C(r|A=2/3)=2/3
2y+v

— =2/3
3y+tv+z

which implies that » = 2z. So your credences must have the following values, for some
choice of x, y, z,w such that x + y + z + w = 1/3:

r —r
A=13ANB=1/3 x 25
A=13ANB=2/3 w 2w
A=23ANB=1/3 2z z
A=23NB=2/3 2y y

But then, by (3), we must have

C(r|B=1/3)=1/3
x+2z ~1/3
3x+3z

which implies that z = 0. Similarly, another application of (3) tells us that we must
have

C(r|B=2/3)=2/3
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2y+w ~2/3
3y+3w
which implies that w = 0. And if z = w =0, then C(A = B) =1, contradicting (4).
The Gospels teach that “No one can serve two masters. Either you will hate the
one and love the other, or you will be devoted to the one and despise the other.” Serv-
ing two masters is impossible when the masters issue contrary commands. Moreover,
even being disposed to serve two masters is impossible if it is possible that the masters
issue contrary commands. Similarly, serving two epistemic masters—deferring to two
experts, Al and Bert, in the manner of (2), (3), and (4)—is impossible if you are less
than certain that Al and Bert won't issue contrary recommendations, i.e., if (1).
Perhaps (2) and (3) are not so plausible, after all. Suppose that Al's forecast of
rain is 100%. How confident should you be of rain, conditional on that supposition?
Perhaps, on that supposition, you should have some degree of belief shy of 100%—
perhaps certainty is never justified by the testimony of experts. Similar concerns arise
for (4). Suppose that Al’s forecast is 100% and Bert’s forecast is 100%—e¢. Perhaps, on
that supposition (for especially small values of ¢), your own credence in rain should
be less than 100%—e. For Al and Bert, such suppositional credences seem sensible.
However, we are not only interested in showing epistemic deference to experts like Al
and Bert. We are additionally interested in showing epistemic deference to experts like
chance. And, conditional on the chance of 7 being 1, surely your credence in » should
be 1, too. Moreover, note that, even if you think that you should only epistemically
defer in Al and Bert within some limited range of values—like, for instance, the interval
[1/3, 2/3]—proposition 1 shows that this, too, will be impossible if you come to know
that both Al and Bert’s forecasts lie in this range. For proposition 1 does not assume
anything about what information you do or do not have about Al and Bert’s forecasts.
Suppose you learn, from a reliable source, that both Al and Bert made a forecast of
somewhere between a 1/3 and a 2/3 chance of rain, but you've yet to learn what precisely
those forecasts are. Then, we may suppose that C(A, B €[1/3, 2/3]) = 1. Even so, you
will be incapable of satisfying (1*), (2¥), (3*), and (4*) while your degrees of belief are
given by an orthodox probability.

) C(A=B)<1
(2% Vae[1/3,2/3] Clr|A=a)=a
(3% Vbe[1/3,2/3] C(r|B=6bt)=¢b
(4%) Va,be[1/3,2/3] Crl|A=a,B=b)=aa+ b

And the same goes for any other interval of values within which you may wish to treat
Al and Bert as epistemic experts.

In fact, there is a deeper issue with the plausible principles (2), (3), and (4). Whether
or not you decide to defer to Al and Bert in the manner described by those principles,
you cannot regard both Al and Bert as unbiased indicators of each other’s opinions (at
least, not if you are to retain an orthodox probability function for your credences.) It
is because (2), (3), and (4) require you to regard Al’s forecast as an unbiased indicator

3 Matthew 6:24.
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of Bert’s, and Bert’s forecast as an unbiased indicator of Al’s, that they end up being
incompatible with (1).

To illustrate: suppose that Al’s forecast of rain is 2. Then, what should you expect
Berts forecast of rain to be? A plausible answer, it seems to me, is “2”. And suppose that
Bert’s forecast of rain is . Then, what should you expect Al’s forecast of rain to be? A
sensible answer, it seems to me, is “6”. So it seems natural to suppose that your degrees
of confidence should satisfy (5) and (6) (where ‘[E[.A | B = 4] is your conditional
expectation of A’s value, given that B’s value is 4, and likewise for ‘E[B | A = a]).

(s) Vo E[A|B=0b]=b
(6) Va E[B|A=a]=a

This much appears unobjectionable, and is implied by (2), (3), and (4) above. But,
once again, appearances are misleading. If we recommend (1), (5), and (6), and we
follow these recommendations up with the advice that C be an orthodox probability,
we will have contradicted ourselves.

Proposition 2. If A and B are random variables taking on values in the unit interval,

then there is no orthodox probability function C such that (1), (5), and (6) hold.

The case we have been considering is interesting in its own right, but it additionally
has implications for broader issues in epistemology. In the first place, contemporary
epistemology is filled with principles of expert deference which implore you to treat
various experts—e.g., your future rational self and the future chances—as epistemic
masters.4’ Such principles are often suggested and endorsed independently, and little
is said about how those principles should relate to one another. But, of course, your
Monday rational self and the Sunday chances might disagree about the probability of
rain on Thursday.® Supposing that they do, how confident should you be in rain on
Thursday? A plausible initial thought is: your confidence in rain on Thursday should
be some weighted average of your rational Monday self’s credence and the chances on
Sunday, with weights determined by your beliefs about the reliability of your rational
Monday self and the Sunday chances with respect to the question of whether it will
rain on Thursday. What we've seen is that such an attitude would be inconsistent
with the claims that a) you should not be certain that the Sunday chances and your
rational Monday self will agree; b) you should treat your rational Monday self as an
expert; ¢) you should treat the Sunday chances as an expert; and d) your degrees of
confidence should be given by an orthodox probability function. So more needs to
be said about how these principles of epistemic deference are related; how, conditional

4 See, for starters, GAIFMAN (1988), LEw1s (1980, 1994), HALL (1994), vAN FRAASSEN (1984, 1995), CHRIS-
TENSEN (2010), and ELGaA (2013).

5 Many of these principles of expert deference look different from (2) and (3); fortunately, in most cases,
we can present them in the form of (2) and (3) by simply shifting our attention to a different expert. For
instance, LEw1s (1994) and HALL (1994) both say that we should not defer to the judgments of chance,
but rather the judgments of chance, conditionalized on the proposition that it is chance. In such a
case, we could consider the relevant expert to be, not chance itself, but rather chance conditionalized
on chance, and we will get back a principle looking like (2) and (3). Cf. HarL & ARNTZENIUS (2003)
and SCHAFFER (2003). (See also footnote 1.)

¢ Cf GaLLow (msa).
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on disagreements, we should adjudicate between the verdicts of the various experts to
which we are enjoined to defer.

In the second place, contemporary epistemology has focused quite a bit on the
special case of our original scenario in which you yourself are one of the epistemic
masters—for instance, the case in which you are Al.7 Suppose that you have yet to
form your weather forecast or hear news of Bert’s forecast. You pore over the evidence
and you settle on a forecast of # that it will rain. You then hear that Bert, who has
all the same evidence as you, has settled on a forecast of 4 that it will rain, where
b # a. How confident should you be of rain, then? The conciliationist answers: ‘some
intermediate degree of belief between # and 4’. One method for implementing the
conciliationist approach says that you should take a weighted average of your forecast
and Bert’s forecast, with the weights o and [ given by your prior degrees of belief
that, conditional on a disagreement, either you or Bert would make the more rational
(or perhaps, the more accurate) judgment. This method of conciliating, it has been
pointed out,? fails to commute with conditionalizing on your evidence if the weights
remain fixed over time. In response, some have considered using variable weights—
weights that change as you acquire new evidence. If this is done in just the right way,
then linear averaging and conditionalization can commute.?

What we've just seen, however, is that this diachronic difficulty with linear averag-
ing as a method of conciliating (vis., that it does not commute with conditionalization)
is no more than a symptom of an underlying synchronic difficulty with treating both
yourself and Bert as experts, in the sense of (2) and (3), and taking a weighted average
of your respective opinions—according to any system of weights—conditional on a
disagreement. Suppose that, before you've looked at any of the evidence or heard news
of Bert’s forecast, you have the following conditional degrees of belief: given that your
forecast of rain is «, your credence in rain is 2 (2); given that Bert’s forecast of rain is &,
your credence of rain is & (3); and, given that you and Bert disagree in your forecasts,
your credence in rain is some weighted average of your own forecast and Bert’s forecast
(4). Then, you will either be certain that you and Bert won’ disagree, or else your
degrees of belief will not be an orthodox probability measure.

What should we say about principles of epistemic deference and peer disagreement
in light of proposition 12 We might note that (4) presupposes that the weights « and
/3 remain fixed for all potential values of # and 4. Noticing this, we may think that we
should relax this assumption, and allow that the weights given to A’s and B’s opinions,
conditional on a disagreement, be a function of of A’s and B’s forecasts.”® This would
get around proposition 1, but would not, I think, be a satisfactory solution of the
problem in general. Note that, in Example 1, we only needed to apply (4) in the case
where A and B both agreed on their forecast. So no amount of futzing with the weights
a and 3 will help in cases like Example 1. Denying that C(r | A =B = x) should be x
does not look very plausible. Nor does the evidence you've received in Example r make
it seem any more rational to be certain that A = B. Others will have to make up their

7 See, for starters, KELLY (2005), ELGA (2007), CHRISTENSEN (2007, 2010) and CHRISTENSEN (2011).
See, e.g., SHOGENJI (ms) and FrreLson & JEHLE (2009)

9 See, e.g., WAGNER (1985) and STAFFEL (2015, §6).

°  Cf. LEVINSTEIN (2015).
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own minds, but, for my money, the culprit is the conjunction of (2) and (3). Perhaps,
when we wish to use both Al’s and Bert’s forecasts to calibrate our own views about
rain, there can be evidence we receive (like the evidence in Example 1) which makes
it permissible to defer to neither Al nor Bert individually. More generally, when there
are multiple experts whose opinions we wish to use to calibrate our own, there can be
evidence we receive which makes it permissible to defer to none of them individually.
If we take this tack, we might end up thinking that the following is a rational credence
distribution in Example 1:

r —r
A=13ANB=1/3 2/24 4/24
A=13ANB=2/3 3/24 3/24
A=23ANB=1/3 3/24 3/24
A=2/3ANB=2/3 4/24 2/24

Even though this distribution violates both (2) and (3), it satisfies (4), with « = & =
1/2.

Or perhaps, when we wish to use both Al's and Bert’s forecasts to calibrate our own
views about rain, we will need to have some priority ranking between them. Perhaps,
given a conflict of opinion between Al and Bert, you should no longer defer to Bert,
but continue deferring to Al. More generally, conditional on a collection of experts
disagreeing, you should have some expert whose opinion trumps the opinions of the
others. If we take this tack, we might end up thinking that the following is a rational
credence distribution in Example 1:

r —r
A=13ANB=1/3 2/24 4/24
A=13ANB=2/3 2/24 4/24
A=23ANB=1/3 4l24 2/24
A=2/3ANB=2/3 4/24 2/24

Even though this distribution violates (3) and (4), it still satisfies (2). On this approach,
Al’s opinion completely trumps Berts, and we should only align our opinions with
Bert’s insofar as they give us some indication of the opinions of Al. Thus, we may
end up thinking that, just as the Monday objective chances completely trump the
Sunday objective chances—just as we should disregard the Sunday objective chances
conditional on the Monday objective chances—so too must your Monday rational
self trump the Sunday objective chances—so too must you completely disregard the
Sunday objective chances conditional on the opinion of your Monday rational self.

A PRrROOF OF PROPOSITIONS I AND 2

Proof. We establish three lemmas, from which the theorems follow immediately. (Note:
throughout, I will use ‘C” indiscriminately for i) a joint probability density function
over the values of A and B, as well as ii) the corresponding marginal densities, and
iii) the corresponding probability function. In the event that there are at most finitely
many possible values of A and B, ‘C” will everywhere denote a probability function
and integrals may be exchanged for sums throughout.)
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Lemma 1. If (2), (3), and (4) hold, then so do (s) and (6).

Proof Since C is a countably additive, conglomerable probability, for all 2,

C(r|A:a):f01C(r|A=a,B:é)-C(B=b|A=a)-db
:fol(aa+ﬁb)-C(B:b|A:a)-db
:mz-flC(B:M.A:a)-db + ﬂJlb-C(B:b|A=a)~db
:cm+;lE[B|.A=a] 0

Then, because C(7 | A = a) =a and 8 = 1—, we have (6). Following the same
procedure, with ‘A’ and ‘B’ exchanged throughout, establishes (5). O

Lemma 2. If (5) and (6) hold, then so does (7).
?) E[AB] = E[A’"] = E[5]

Proof-

1,1
E[AB]:f f ab-C(A=a,B=0b)-db-da
0 Jo

fla.C(Aw).UOIb.C(B:b|A=ﬂ).db -da

0
1

:f a-C(A=a)-E[B| A=a]-da
0
:f142~C(A:4)~da
0
= E[A’]

The same procedure, with ‘A’ exchanged for ‘B’ throughout, establishes that IE[.AB] =
E[B?]. O

Lemma 3. If (7) holds, then so does (8).
®) E[(A-B)*]=0
Proof-

E[(A—B)*] = E[A*] - 2E[AB]+ E[B*] = 0

If the expectation of (A — B)? is 0, then C(A = B) =1, and (1) is violated. O
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