JONARDON GANERI

INDIAN LOGIC

1 ARGUMENTATION WITHIN DIALECTIC AND DEBATE:
PRAGMATIC CRITERIA FOR GOOD ARGUMENTATION

1.1 FEarly dialogues: information-seeking, interrogation and cross-
checking

The intellectual climate of ancient India was vibrant, and bristled with con-
troversy. Debates were held on a great variety of matters, philosophical,
scientific and theological. Quite soon, the debates became formal affairs,
with reputations at stake and matters of importance in the balance. Al-
ready in the Brhadaranyaka Upanisad (c. 7" century BCE), we find the
sage Yajnavalkya being quizzed by the king’s priestly entourage on tricky
theological puzzles:

Once when Janaka, the king of Videha, was formally seated,
Yajnvalkya came up to him. Janaka asked him: ‘Yajnvalkya,
why have you come? Are you after cows, or discussion about
subtle truths?’ He replied: ‘Both, your majesty.’ (BU 4.1.1).

What followed was a question-answer type dialogue in which Janaka in-
terrogated the sage, not only to solicit information but to test Yajiavalkya’s
mettle. The sage had earlier granted Janaka a wish, and the wish he chose
was the freedom to ask any question at will. Yajiavalkya was not to be
released from this wish until he had fully satisfied Janaka’s probing inquiry:

[Janaka] ‘Here, sire, I'll give you a thousand cows! But you’ll
have to tell me more than that to get yourself released!” At this
point Yajivalkya became alarmed, thinking: ‘The king is really
sharp! He has flushed me out of every cover.” (BU 4.3.33-4).

It is in fact a characteristic of the earliest recorded debates that they
take the form of question-answer dialogues. As a form of debate, the goal
of a question-answer dialogue is not restricted merely to one party soliciting
information from another, for there are, as this dialogue shows, elements
too of testing out one’s opponent and cross-checking what he says. A par-
ticularly important early question-answer dialogue is the Milinda-pafiha, or
Questions of King Milinda. It records the encounter between a Buddhist
monk Nagasena and Milinda, also known as Menander, an Indo-Bactrian
king who ruled in the part of India that had fallen under Greek influence
at the time of Alexander’s Indian campaign. The document dates from
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around the first century CE, although Milinda’s reign was 155-130 BCE.
At the outset, Nagasena insists that their dialogue is conducted as scholarly
debate and not merely by royal declaration! —

King Milinda said: Reverend Sir, will you discuss with me again?

Nagasena: If your Majesty will discuss (vada) as a scholar, well,
but if you will discuss as a king, no.

Milinda: How is it then that scholars discuss?

Nagasena: When scholars talk a matter over one with another,
then is there a winding up, an unravelling, one or other
is convicted of error, and he then acknowledges his mis-
take; distinctions are drawn, and contra-distinctions;
and yet thereby they are not angered. Thus do schol-
ars, O King, discuss.

Milinda: And how do kings discuss?

Nagasena: When a king, your Magesty, discusses a matter, and
he advances a point, if any one differ from him on
that point, he is apt to fine him, saying “Inflict such
and such a punishment upon that fellow!” Thus, your
Magesty, do kings discuss.

Milinda: Very well. It is as a scholar, not as a king, that I will
discuss. (MP 2.1.3).

Vada, the type of dialogue Nagasena depicts as that of the scholar, is
one in which there are two parties. Each defends a position with regard to
the matter in hand; there is an ‘unravelling’ (nibbethanam; an unwinding,
an explanation) and a disambiguation of the positions of both — a pro-
cess of revealing commitments, presumptions and faulty argument; there
is also a ‘winding up’ ending in the censure (niggaho; Skt. nigraha) of one
party, a censure based on reasons he himself will acknowledge (patikamman;
‘re-action’, rejoinder). This is a species of the persuasion dialogue, a ‘con-
versational exchange where one party is trying to persuade the other part
that some particular proposition is true, using arguments that show or prove

LA similar distinction, in the types of scientific debate held between physicians, will
be drawn a little later by Caraka, a medical theorist, and an important source of in-
formation about ancient Indian logic. He says, in an echo of the Meno 7.5 c—d, that
debate (sambhasa) among specialists is of two types — friendly (sandhaya) and hostile
(vigrhya). See Caraka-Samhita 3.8.16-17 and Ernst Prets, ‘Theories of Debate, Proof
and Counter-Proof in the Early Indian Dialectical Tradition’, in Balcerowicz, Piotr &
Mejor, Marek eds., On the Understanding of other cultures: Proceedings of the Inter-
national Conference on Sanskrit and Related Studies to Commemorate the Centenary
of the Birth of Stanislaw Schayer, Warsaw 1999. (Warsaw: Oriental Institute, Warsaw
University, 2000).
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to the respondent that the thesis is true’. Indeed, it would seem to be the
species that has come to be known as the critical discussion, a persuasion
dialogue in which the conflict is resolved ‘only if somebody retracts his
doubt because he has been convinced by the other party’s argumentation or
if he withdraws his standpoint because he has realized that his argumenta-
tion cannot stand up to the other party’s criticism’®. Not every persuasion
dialogue need end in one party recognising defeat, for an important func-
tion of the general persuasion dialogue is to be maieutic, helping each side
to clarify the nature of their commitments and the presuppositions upon
which their positions depend.? In the to-and-fro of such a dialogue, each
party is allowed to retract earlier commitments, as it becomes clear what
the consequences of such a commitment would be. This maieutic, clarifi-
catory function of a dialogue is perhaps what Nagasena intends when he
speaks of an ‘unravelling’, and it seems clearer still in his characterisation
of ‘investigation’ (vikara) as a ‘threshing-out’:

Milinda: What is the distinguishing characteristic, Nagasena, of
reflection (vitakka)?

Nagasena: The effecting of an aim.
Milinda: Give me an illustration.

Nagasena: It is like the case of a carpenter, great king, who
fixes in a joint a well-fashioned piece of wood. Thus it
is that the effecting of an aim is the mark of reflection.

Milinda: What is the distinguishing characteristic, Nagasena, of
investigation (vikara)?

Nagasena: Threshing out again and again.

Milinda: Give me an illustration.

Nagasena: It is like the case of the copper vessel, which, when
it is beaten into shape, makes a sound again and again
as it gradually gathers shape. The beating into shape
is to be regarded as reflection and the sounding again
and again as investigation. Thus it is, great king, that
threshing out again and again is the mark of investi-
gation.

Milinda: Very good, Nagasena. (MP 2.3.13-14).

So it is through reflection and argumentation that the parties to an inves-
tigation together thrash out a position. Nagasena tells us very little about

2Douglas Walton, The New Dialectic: Conversational Contexts of Argument
(Toronto: University of Toronto Press, 1998), p. 37.

3Frans van Eemeren & Rob Grootendorst, Argumentation, Communication and Fal-
lacies (Hillsdale: Lawrence Erlbaum Associates,1992), p. 34.

4Walton (1988: 48).
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the sort of argumentation that is appropriate, and we can learn little more
about argument within persuasion dialogues from the Questions of King
Milinda (although Milinda’s repeated request to be given an illustration is
suggestive of the importance that would later be attached to the citation of
illustrative examples in good argumentation; see §1.3 below). And yet there
is still something to learn. For the dialogue of the Questions of King Milinda
is not, contrary to Nagasena’s initial statement, a straighforwardly schol-
arly debate, but proceeds instead with his being interrogated at the hands
of Milinda. Ostensibly Milinda wishes to be informed as to the answer to
a range of thorny ethical and metaphysical questions, but his questioning
is not so innocent, and at times he seems intent on entrapping Nagasena in
false dichotomies and leading questions. So it is said of him:

Master of words and sophistry (vetandi), clever and wise
Milinda tried to test great Nagasena’s skill.

Leaving him not, again and yet again,

He questioned and cross-questioned him, until

His own skill was proved foolishness. (MP 4.1.1).

Milinda here is significantly described as a ‘master of sophistry’ or vetands,
a practitioner of the dialogue form known as vitanda, a ‘refutation-only’ type
of dialogue in which the opponent defends no thesis of his own but is set
only on refuting that of the proponent (see §1.4). The implication here is
that such dialogues are essentially eristic. And it is, in particular, the eris-
tic use of questioning that Milinda is a master of. Questions need not be
innocent requests for information; they can also be disguised arguments. To
reply to the question ‘When did you stop cheating on your tax returns?’ at
all, affirmatively or negatively, is already to commit oneself to the ‘premise’
of the question, that one has indeed been cheating on one’s tax returns. In
the intellectual climate of ancient India, when interrogative dialogue was
common-place, it was very well known that questions can be used to entrap
the unwitting, and counter-strategies were invented to avoid entrapment.
The Buddha himself was well aware that replying to a yes-no question can
commit one to a proposition, whatever answer one gives, and his solution,
famously, was to refuse to answer. Thus when asked a series of ten leading
questions — is the soul is eternal? is it non-eternal? etc. — the Buddha
declined to offer a reply. For any reply would commit him, against his wish,
to the existence of souls. In the Questions of King Milinda, we see Nagasena
experimenting with a different technique to avoid entrapment. To some of
Milinda’s more devious yes-no questions, instead of refusing to reply at all,
Nagasena replies ‘Both yes and no’! To others he replies ‘Neither yes nor
no’! For example:

Milinda: He who is born, Nagasena, does he remain the same
or become another?
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Nagasena: Neither the same nor another.
Milinda: Give me an illustration.

Nagasena: Now what do you think, O king? You were once a
baby, a tender thing, and small in size, lying flat on
your back. Was that the same as you who are now
grown up?

Milinda: No. That child was one, I am another.

Nagasena: If you are not that child, it will follow that you have
had neither mother nor father, no! nor teacher. You
cannot have been taught either learning, or behaviour,
or wisdom. ...Suppose a man, O king, were to light a
lamp, would it burn the night through?

Milinda: Yes, it might do so.

Nagasena: Now, is it the same flame that burns in the first watch
of the night, Sir, and in the second?

Milinda: No.

Nagasena: Or the same that burns in the second watch and the
third?

Milinda: No.

Nagasena: Then there is one lamp in the first watch, and an-
other in the second, and another in the third?

Milinda: No. The light comes from the same lamp all the night
through.

Nagasena: Just so, O king, is the continuity of a person or thing
maintained. One comes into being, another passes
away; and the rebirth is, as it were, simultaneous.
Thus neither as the same nor as another does a man
go on to the last phase of his self-consciousness. (MP
2.2.1)

The ‘premise’ of the question, that to change is to cease to be, is very
effectively refuted with a ‘neither yes nor no’ reply. Nagasena first makes
Milinda acknowledge that, with this as the background premise, answering
either ‘yes’ or ‘no’ leads to an absurdity. For if he is strictly identical to
the child, then he must share that child’s properties; and if he is different,
then he cannot. Having exposed the false premise, Nagasena, rejects it in
favour of the view that persistence through time requires not strict identity

but causal continuity. Here is a different kind of example:

Milinda: Does memory, Nagasena, always arise subjectively, or
is it stirred up by suggestion from outside?
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Nagasena: Both the one and the other.

Milinda: But does not that amount to all memory being subjec-
tive in origin, and never artificial?

Nagasena: If, O king, there were no artificial (imparted) mem-
ory, then artisans would have no need of practice, or
art, or schooling, and teachers would be useless. But
the contrary is the case.

Milinda: Very good, Nagasena. (MP 3.6.11).

Here the question’s hidden premise is that memories are caused either
wholly by what goes on in the mind or wholly by factors external to it,
and the ‘both yes and no’ reply makes plain that what ought to be said
is that memories are wholly caused either by what goes on in the mind
or by factors external to it, but not caused wholly by one or the other.
Again, subsidiary argumentation exposes the absurdity in replying with an
unqualified ‘yes’ or an unqualified ‘no’. It was perhaps in recognition of
the tactical importance of such ‘neither yes nor no’ and ‘both yest and no’
replies that it became a common-place that there are four possible ways of
responding to any question of the yes-no type, an idea that was systematised
in the work of Nagarjuna (§1.4). What we see very clearly in the Questions
of King Milinda is a sophisticated early appreciation of the pragmatics of
interogative dialogues.

1.2 On balance and fairness in the conduct of dialogue: The
Kathavatthu

The Kathavatthu or Points of Controversy (circa third century BCE) is a
book about method. It describes, for the benefit of adherents to various
Buddhist schisms, the proper method to be followed in conducting a critical
discussion into an issue of doctrinal conflict. Recent scholarship has largely
focussed on the question of the extent to which there is, in the Kathavatthu,
an ‘anticipation’ of results in propositional logic. For, while it is true
that the formulation of arguments there is term logic rather than propo-
sitional, and true also that the propositional rules are nowhere formulated

5 Aung, S.Z., Points of Controversy, or, Subjects of Discourse: Being a Translation of
the Kathavatthu from the Abhidhammapitaka, eds. S.Z. Aung and C.A.F. Rhys Davids.
Pali Text Society, translation series no.5. London: Luzac & Co. 1915; reprint 1960;
Schayer, St., “Altindische Antizipationen der Aussagenlogik”, Bulletin international de
I’Academie Polonaise des Sciences et des Lettres, classe de philologies: 90-96 (1933),
translated in Jonardon Ganeri ed., Indian Logic: A Reader (London: Curzon, 2001);
Bochenski, J. M., “The Indian Variety of Logic”, in his A History of Formal Logic.
Freiburg. Trans. I. Thomas, Notre Dame: University of Notre Dame Press (1961), pp.
416-447., reprinted in Jonardon Ganeri ed., Indian Logic: A Reader; Matilal, Bimal
Krishna, The Character of Logic in India. Albany: State University of New York Press,
1998.
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in the abstract, the codified argumentation clearly exploits manipulations
that trade on the definition of material implication, on contraposition, and
on at least one of modus tollens, modus ponens and reductio ad absurdum.
The preoccupation with this question of anticipation, assumes, however, a
methodology for the interpretation of Indian logic that suffers a number
of serious disadvantages. For, first, in presupposing that the only matter
of interest is the extent to which a given text displays recognition of prin-
ciples of formal logic, the methodology fails to ask what it was that the
authors themselves were trying to do, and in consequence, is closed to the
possibility that these texts contribute to logical studies of a different kind.
And second, in supposing that arguments have to be evaluated formally,
the important idea that there are informal criteria for argument evaluation
is neglected. In fact, the Kathavatthu offers a particularly clear example of
a text whose richness and interest lies elsewhere than in its anticipation of
deductive principles and propositional laws. As a meticulous analysis of the
argumentation properly to be used in the course of a dialogue of a specific
type, its concern is with the pragmatic account of argument evaluation, the
idea that arguments have to be evaluated as good or bad with regard to
their contribution towards the goals of the dialogue within which they are
embedded. The leading concern of the Kathavatthu is with issues of balance
and fairness in the conduct of a dialogue, and it recommends a strategy of
argumentation which guarrantees that both parties to a point of controversy
have their arguments properly weighed and considered. It is important, in
the normative framework of the Kathavatthu, that there is a distinction
between the global aim of the dialogue as a whole — here to rehearse in
an even-handed manner all the considerations that bear upon an issue of
dispute, to clarify what is at stake even if no final resolution is achieved —
and the local aim of each participant — to advocate the stance they adopt
with regard to that issue by supplying arguments for it and attacking the
arguments of the other parties.

A dialogue conducted in accordance with the prescribed method of the
Kathavatthu is called a vadayutti. The goal of a vadayutti is the reasoned
examination (yutti; Skt. yukti) of a controversial point in and through a
noneristic dialogue (vada). The dialogue is highly structured, and is to be
conducted in accordance with a prescribed format of argumentation. There
is a given point at issue, for example, whether ‘a person is known in the
sense of a real and ultimate fact’ (i.e. whether persons are conceived of as
metaphysically irreducible), whether there are such things as morally good
and bad actions, and so, in general, whether A is B. A dialogue is now di-
vided into eight sub-dialogies or ‘openings’ (atthamukha). These correspond
to eight attitudes it is possible to adopt with regard to the point at issue.
So we have:

[1] Is A B?
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[2] Is A not B?

[3] Is A B everywhere?

[4] Is A B always?

[5] Is A B in everything?
[6] Is A not B everywhere?
[7] Is A not B always?

[8] Is A not B in everything?

The introduction of an explicit quantification over times, places and ob-
jects serves to determine an attitude of proponent and respondent to the
point of controversy. If the issue in question is, for example, whether lying
is immoral, the clarification would be as to whether that proposition is to
be maintained or denied, and in either case, whether absolutely, or only as
relativised in some way to circumstances, times or agents. So an opening
thesis here is by definition a point at issue together with an attitude towards
it.

Each such‘opening’ now proceeds as an independent dialogue, and each is
divided into five stages: the way forward (anuloma), the way back (patikamma),
the refutation (niggaha), the application (upanayana), and the conclusion
(niggamana). In the way forward, the proponent solicits from the respon-
dent their endorsement of a thesis, and then tries to argue against it. In the
way back, the respondent turns the tables, soliciting from the proponent
their endorsement of the counter-thesis, and then trying argue against it.
In the refutation, the respondent, continuing, seeks to refutes the argument
that the proponent had advanced against the thesis. The application and
conclusion repeat and reaffirm that the proponent’s argument against the
respondent’s thesis is unsound, while the respondent’s argument against the
proponent’s counter-thesis is sound.

It is significant to note that there is here no pro-argumentation, either
by the respondent for the thesis or by the proponent for the counter-thesis.
There is only contra-argumentation, and that in two varieties. The re-
spondent, in the ‘way back’, supplies an argument against the proponent’s
counter-thesis, and in the refutation stage, against the proponent’s alleged
argument against the thesis. So we see here a sharp distinction between
three types of argumentation — pro argumention, argumentation that ad-
duces reasons in support of one’s thesis, counter argumenation — argumen-
tation that adduces reasons against the counter-thesis, and defensive argu-
mentation, argumentation that defends against counter-arguments directed
against one’s thesis. The respondent, having been ‘attacked’ in the first
phase, ‘counter-attacks’ in the second phase, ‘defends’ against the initial
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attack in the third, and ‘consolidates’ the counter-attack and the defence in
the fourth and fifth. The whole pattern of argumentation, it would seem,
is best thought of as presumptive, that is, as an attempt to switch a bur-
den of proof that is initially even distributed between the two parties. The
respondent tries to put the burden of proof firmly onto the proponent, by
arguing against the proponent while countering any argument against her-
self. The fact that the respondent does not offer any pro argumentation
in direct support of the thesis means that the whole pattern of argumen-
tation is technically ab ignorantium; that is, argumentation of the form “I
am right because not proved wrong”. But ab ignorantium reasoning is not
always fallacious; indeed, it is often of critical importance in swinging the
argument in one’s favour in the course of a dialogue (see §1.5).

In the first stage, the way forward, the proponent elicits from the respon-
dent an endorsement of a thesis, and then sets out to reason against it. Not
any form of reasoning is allowed; indeed the Kathavatthu prescribes a very
specific method of counter-argumentation. Thus:

I. The Way Forward

Theravadin: Is the soul (puggala) known as a real and ultimate fact?

[1] Puggalavadin : Yes.

Theravadin: Is the soul known in the same way as a real and ultimate fact
is known?

[2] Puggalavadin: No, that cannot be truly said.

Theravadin: Acknowledge your refutation (niggaha):

[3] If the soul be known as a real and ultimate fact, then indeed, good sir,
you should also say, the soul is known in the same way as any other real
and ultimate is known.

[4] That which you say here is false, namely, that we should say, “the soul
is known as a real and ultimate fact”, but we should not say, “the soul is
known in the same way as any other real and ultimate fact is known.”

[5] If the later statement cannot be admitted, then indeed the former state-
ment should not be admitted either.

[6] In affirming the former, while denying the latter, you are wrong.

The respondent, here a puggalavadin or believer in the existence of per-
sonal souls, is asked to endorse the thesis. The proponent then attempts to
draw out an implication of that thesis, an implication more over to which
the puggalavadin will not be willing to give his consent. Here the thesis that
persons are thought of as metaphysically irreducible elements of the world
is held to imply that knowledge of persons is knowledge of the same kind as
that of other types of thing. The puggalavadin, will perhaps want to draw
an epistemological distinction between empirical knowledge of external ob-
jects and self-knowledge, and so will not endorse this derived proposition.
And now the proponent, in a fresh wave of argumentation, demonstrates
that it is inconsistent for the puggalavadin to endorse the thesis but not the
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derived consequence. So a counter-argument has three components: the
initial thesis or thapana (Skt. sthapana), the derived implication or papana,
and the demonstration of inconsistency or ropana.

It is in the ropana that there seems to be an ‘anticipation’ of propositional
logic. Of the four steps of the ropana, the first, from [3] to [4], looks like
an application of the definition of material implication or its term-logical
equivalent:

(Ais B— (Cis D) =gem ~((A is B)&~(C is D)).

Notice here that an effect of soliciting from the respondent a ‘no’ in
answer to the proponent’s second question is that the negation is external
and not internal. Thus, we have ‘=(C' is D)’ rather than ‘(C' is =D)’. This
what one needs in the correct definition of material implication.

The second step, from [4] to [5], looks like a derivation of the contra-
posed version of the conditional, a derivation that depends on the stated
definition of the conditional. From that definition, and assuming that ‘&’
is commutative, it follows that

(Ais B) —» (C'is D) iff =(C is D) — —(A is B).

The final step now is an application of modus ponens. So what we have
is:

[1] (Ais B) premise
[2] =(C is D) premise
3] (Ais B) —» (C'is D) additional premise?
[4] —((A is B)&~(C is D)) 3, defn. of —
[5] =(Cis D) » —(Ais B) 4, defn. of —
6] —(A is B) 2, 5, MP

This is how Matilal® reconstructs the ropana stage of argumentation.
Earlier, Bochenski” recommended a variant in which steps [3] and [4] “to-
gether constitute a kind of law of contraposition or rather a modus tollendo
tollens in a term-logical version”. Still another alternative is to see step
[3] as a piece of enthymematic reasoning from the premise already given,
rather than as the introduction of an additional premise. In other words,
the ‘if...then’ in [3] is to be understood to signify the logical consequence
relation rather than material implication. Then step [4] negates the premise
in an application of reductio ad absurdum. That is:

6Matilal (1998: 33-37)
"Bochenski (1961: 423)
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[1,2] (Ais B) & =(C is D) premise
[3] (Cis D) 1+ 2, enthymematic derivation
[4] =((A is B) & —(C is D)) 1+2,3; RAA
5] =(Cis D) —» —(Ais B) 4, defn. of —
[6] —=((A is B) & —(C is D)) 5, defn. of —

This reconstuction seems more in keeping with the overall pattern of
argumentation — to take the respondent’s thesis and derive from it con-
sequences the respondent will not endorse, and thereby to argue against
the thesis (and it preserves the repetition of the original). Here again we
see that the form of argumentation in the Kathavatthu is better understood
if we bear in mind the function it is intended to serve within a dialogue
context.

The same dialogue context is normative, in the sense that it gives the
grounds for evaluating any actual instance of such argumentation as good
or bad. It seems possible to understand the ‘way forward’ in terms of cer-
tain concepts from the theory of argumenation. Hamblin introduced the
idea that each participant in a dialogue has a ‘commitment store’; a set of
propositions to which they commit themselves in the course of the dialogue,
primarily by asserting them directly.® In Hamblin’s model, the commit-
ments of each party are on public display, known to every participant in
the dialogue. In order to represent the fact that this is very often not the
case, Walton® employs a distinction between open or ‘light-side’ commit-
ments, and veiled or ‘dark-side’ commitments. The veiled commitments
of a participant are not on public view, and might not be known even to
that participant themselves: but perhaps the participant trades on them in
making certain kinds of dialogue move. Indeed, it is part of what Walton!®
calls the ‘maieutic’ role of dialogue to make explicit the veiled commitments
of the participants, a process of clarification that is valuable even if it does
not lead to the issue at stake being decided in favour of one party or the
other.!!

Something of this sort is what is being described in the initial stages of
the ‘way forward’. Steps [1] and [2] elicit from the respondent an explicit
and open commitment to the propositions ‘A is B’ and ‘- (C'is D)’. ;From
the respective assertion and denial, these become parts of her explicit com-
mitment store. But next, though the enthymematic argumentation that

8Hamblin, C. L., Fallacies. London: Methuen, 1970.

9Walton (1998: 50-51).

10Walton (1998: 58).

' The term ‘maieutic’, from maieutikos ‘skill in midwifery, is taken from the Theaetetus,
where Socrates describes himself as a midwife for beautiful boys - helping them to give
birth to whatever ideas are in them, and test them for whether they are sound.
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constitutes the papana or stage [3], it is made clear that the respondent has
a veiled commitment to the proposition ‘C is D’. For this is shown to fol-
low from propositions in the explicit commitment store of the respondent.
Finally, the ropana stage of reasoning reveals this newly explosed commit-
ment to be inconsistent with the respondent’s other explicit commitments.
The overall effect is to force the respondent into a position where she must
retract at least one of the propositions to which she has committed herself.
Indeed, we can say that such a retraction is the primary goal of the way
forward. The primary aim is not to disprove the thesis, but to force a re-
traction of commitment. So when we evaluate the argumentation used in
this part of the dialogue, it is to be evaluated as good or bad with refer-
ence to how well it succeeds in forcing such a retraction, and not simply or
only or even in terms of its deductive or inductive soundness. The strategic
problem here is how to persuade the respondent to accept some proposition
that is meant ultimately to be used to force a retraction, and the type of
strategy being recommended is the one Walton calls that of “separating”,
where “two or more propositions are proved separately and then eventually
put together in an argument structure that is used to prove one’s own the-
sis or argue against an opponent’s”.'? In setting out the reasoning in this
way, the intention of the author of the Kathavatthu is not to imply that
precisely this sequence of arguments is sound. What is being shown is the
form that any counter-argument should take. It is a description, in generic
terms, of the strategic resources open to the proponent, and serves rather
as a blue-print for any actual vadayutti dialogue.

At this point in the sub-dialogue that is the first opening, then, the
burden of proof seems to lie squarely with the respondent, the puggalavadin,
who is being pressured into the uncomfortable position of having to retract
his stated thesis. The remaining four phases of the first opening are a
summary of the strategic resources open to the respondent to recover his
position, and indeed to turn the tables against the proponent. First, the
way back. This is a phase of counter-attack, in which the respondent uses
parallel reasoning to force the proponent too into a position of retraction
with regard to the counter-thesis.

II. The Way Back

Puggalavadin: Is the soul not known as a real and ultimate fact?

[1] Theravadin: No, it is not known.

Puggalavadin: Is it not known in the same way as any real and ultimate
fact is known?

[2] Theravadin: No, that cannot be truly said.

Puggalavadin: Acknowledge the rejoinder (patikamma):

[3] If the soul is not known as a real and ultimate fact, then indeed, good

12Walton (1998: 44).
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sir, you should also say: it is not known in the same way as any other real
and ultimate fact is known.

[4] That which you say is false, namely, that we should say “the soul is not
known as a real and ultimate fact”, but we should not say “it is not known
in the same way as any other real and ultimate fact is known”.

[5] If the latter statement cannot be admitted, then indeed the former state-
ment should not be admitted either.

[6] In affirming the former while denying the latter, you are wrong.

At the end of the ‘way back’, if the respondent’s arguments have gone
well, the proponent has been pressed in the direction of retracting his com-
mitment to the counter-thesis. If the respondent were to leave matters here,
however, he would have failed in the global aim of the ‘opening’. The aim
of the opening is to shift the burden of proof decisively onto the proponent.
After the second stage in the opening, however, the burden of proof is again
symmetrically distributed among the parties to the dialogue — both are in
a position of being pressed to retract their respective commitment. So, in
the third phase, the respondent seeks, in a defensive move, to diffuse the
argument of the proponent that is forcing this retraction. Again, the cited
reasoning is schematic, it indicates a general strategy the details of which
must be worked out differently in each specific case. The distinction being
drawn is the one between counter-argument, and defensive repost, a distinc-
tion that makes sense only within the normative framework of a dialogical
exchange.

The first opening in the vadayutti has rehearsed the best argumentation
that available against someone whose attitude towards the point at issue
is one of unqualified affirmation. Remember, however the global aim of a
vadayutti — to be the form of dialogue most conducive to a balanced exam-
ination of the best arguments, both for and against. It is the function now
of the second opening to rehearse the best argumentation against someone
whose attitude towards the point at issue is one of unqualified denial, and
of the subsequent openings to do likewise with respect to attitudes of qual-
ified affirmation and denial. Even at the end of the dialogue, there may be
no final resolution, but an important maieutic function has been served —
the clarification of the commitments entailed by each position, of their best
strategies and forms of argumentation. So, indeed, it is as a rich account of
presumptive reasoning in dialogue, and not so much for its ‘anticipations’
of formal logic, that the Kathavatthu makes a rewarding object of study.
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1.3 Case-based reasoning, extrapolation and inference from sam-
pling: The Nyayasutra

It was Henry Colebrooke!? who first brought Indian logic to the attention of
the English philosophical world, announcing in a famous lecture to the Royal
Asiatic Society in 1824 his discovery of what he called the ‘Hindu Syllogism’.
Colebrooke’s ‘discovery’ consisted in fact in a translation of an ancient In-
dian treatise called the Nyayasutra. It dates from around the 1%t or 27¢
century AD, and is said to be the work of Gautama Aksapada. Scholars are
now inclined to regard it as the amalgamation of two earlier works on philo-
sophical method, one a treatise on the rules and principles of debate, the
other a discussion of more general issues in epistemology and metaphysics.
In a section on the proper way for a debater to set out their argument, the
Nyayasiutra prescribes a five-step schema for well-formed argument, and it
is this schema that Colebrooke identified as the Indian syllogism. We now
know much much more than Colebrooke about the historical development
of Indian logic. He, for instance, was unaware of the informal logic and
anticipations of propositional calculus in the Kathavatthu (§1.2), or the the-
ories of the Buddhists Vasubandhu, Dinnaga and Dharmakirti on formal
criteria for inference (§§2.1-5). And scholars had yet to learn the complexi-
ties of the later logical school of Navya-Nyaya (§§4.1-3), with its intriguing
treatment of negation, logical consequence and quantification, and even, as
Daniel Ingalls has shown in his pioneering book entitled Materials for the
Study of Navya-Nyaya Logic, the formulation of De Morgan’s Laws.'* Nev-
ertheless, in spite of Colebrooke’s lack of acquaintance with the historical
context, he and those who followed him were right to see the Nyayasutra
as a treatise of fundamental importance in Indian logical thinking, and I
would like to pick up and continue the thread of their discussion. I want
to argue that the Nyayasitra begins a transformation in Indian thinking
about logic. And this in two inter-related respects: in the beginnings of a
shift of interest away from the place of argumentation within dialectic and
debate and towards a greater concern with the more formal properties of
sound inference; and in a parallel and correlated shift from case-based to
rule-governed accounts of logical reasoning. I will discuss each of these in
turn.

In the Nyayasutra, there is a more systematic discussion of the categories
and methods of debate than in earlier debating manuals. Three kinds of
debate are distinguished: good or honest debate (vada), tricky or bad debate
(jalpa) and a refutation-only debate (vitanda):

I3H. T. Colebrooke, “On the Philosophy of the Hindus: Part II - On the Nyaya
and VaiSeshika systems”. Transactions of the Royal Asiatic Society (1824), 1: 92-118;
reprinted in Jonardon Ganeri ed., Indian Logic: A Reader.

1D. H. H. Ingalls, Materials for the Study of Navya-Nyaya Logic (Cambridge Mass.:
Harvard University Press), 1951, pp. 65-67.
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Good debate (vada) is one in which there is proof and refuta-
tion of thesis and antithesis based on proper evidence (pramana)
and presumptive argumentation (tarka), employing the five-step
schema of argumentation, and without contradicting any back-
ground or assumed knowledge (siddhanta).

Tricky debate (jalpa) is one in which, among the features men-
tioned before, proof and refutation exploit such means as quib-
bling (chala), false rejoinders (jati), and any kind of clincher or
defeat situation (nigrahasthana).

Refutation-only debate (vitanda) is one in which no counter-
thesis is proven. (NS 1.2.1-3).

Here is our first reference to the Indian five-step inference pattern. It is a
schema for proper argumentation among disputants who are engaged in an
honest, friendly, noneristic, and balanced debate (vada). In the dialectical
context in which such arguments are embedded, a proponent attempts to
prove a thesis and to refute the counter-thesis of the opponent, both parties
drawing upon a shared body of background knowledge and received belief,
and using properly accredited methods for the acquisition and consideration
of evidence. The aim of each participant in the dialogue is not victory
but a fair assessment of the best arguments for and against the thesis. In
Indian logic, vada represents an ideal of fair-minded and respectful discourse.
By contrast, in a tricky debate (jalpa), underhanded debating tactics are
allowed, and the aim is to win at all costs and by any means necessary. The
third kind of debate, the refutation-only debate (vitanda), is the variety
of dialogue preferred by the sceptics — to argue against a thesis without
commitment to any counter-thesis. It is not entirely clear whether this is
a type of good or tricky debate. We might conjecture, however, that if
dialectic is a rough kin of vada, and sophistic of jalpa, then the Socratic
elenchus could be regarded as a species of vitanda, which is not, therefore,
an entirely disreputable method of debate.

The aim, in a good debate between friends, is the assessment of the best
arguments for or against the thesis. And that leads to the question: how
are arguments to be assessed or evaluated? Are the criteria for assessment
formal, to do only with the form of the argument schema itself; or are
they informal, pragmatic criteria, according to which arguments have to be
evaluated as good or bad with regard to their contribution towards the goals
of the dialogue within which they are embedded?

With this question in mind, let us look at the five-step proof pattern.
The proper formulation of an argument is said to be in five parts: tentative
statement of the thesis to be proved (pratijna); citation of a reason (hetu);
mention of an example (udaharana); application of reason and example to
the case in hand (upanaya); final assertion of the thesis (nigamana). An
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unseen fire is inferred to be present on the mountain, on the basis of a
plume of smoke; just as the two have been found associated in other places
like the kitchen. The terms used here are defined in a series of admittedly
rather gnomic utterances (NS 1.1.34-39):

1.1.32 ‘the parts [of an argument scheme] are thesis, reason, example, ap-
plication and conclusion’
(pratijnahetadaharanopanayanigamananyavayavah).

1.1.33 ‘the thesis is a statement of that which is to be proved’
(sadhyanirdesahpratijng).

1.1.34 ‘the reason is that which proves what is to be proven in virtue of a
similarity with the example’ (udaharanasadharmyat sadhyasadhanam
hetuh).

1.1.35 ‘again, in virtue of a dissimilarity’ (tatha vaidharmyat).

1.1.36 ‘the example is an illustration which, being similar to that which is
to be proved, has its character’ (sadhyasadharmyat taddharmabhave
drstanta udaharanam).

1.1.37 ‘or else, being opposite to it, is contrary’ (tadviparyayad va viparitam,).

1.1.38 ‘the application to that which is to be proved is a drawing in to-
gether (upasamhara) “this is so” or “this is not so,” depending on
the example’ (udaharanapeksas tathety upasamharo na tatheti va
sadhyasyopanayah).

1.1.39 ‘the conclusion is a restatement of the thesis as following from the

nigamanam).

The basic idea is that an object is inferred to have one (unobserved)
property on the grounds that it has another, observed, one — “there is fire
on the mountain because there is smoke there”. The most distinctive aspect
of the schema, though, is the fundamental importance given to the citation
of an example, a single case said either to be similar or else dissimilar to
the case in hand. Suppose I want to persuade you that it is about to rain.
I might reason as follows: “Look, it is going to rain (thesis). For see that
large black cloud (reason). Last time you saw a large black cloud like that
one (example), what happened? Well, its the same now (application). It is
definitely going to rain (conclusion).”

Let us try to unpick the Nyayasutra definitions. Suppose we let ‘F’ denote
the property that serves as the reason here (hetu), ‘G’ the property whose
presence we are seeking to infer (sadhya), ‘a’ the new object about which
we are trying to decide if it is G or not (paksa), and ‘b’ the cited example
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(udaharana). Then we seem to have a pair of schematic inferences, one
based on similarity, the other on dissimilarity:

Five-step proof based on similarity

[thesis] Ga
[reason] Fa proves Ga, because b is similar to a.
[example] b has the ‘character of a’ because it is similar to a.

[application] a is the same as b with respect to G.
[conclusion] Ga

Five-step proof based on dissimilarity

[thesis] Ga

[reason] Fa proves Ga, because b is dissimilar to a.

[example] b does not have the ‘character of a’ because it is dissimilar to
a.

[application] a is not the same as b with respect to G.
[conclusion] Ga

The counter-proof follows the same pattern, proving the counter-thesis
(—=Ga) by means of a different reason and example:

Counter-proof

[thesis] -Ga
[reason] F'a proves Ga, because b is similar to a.
[example] ¢ has the ‘character of a’ because it is similar to a.

[application] a is the same as ¢ with respect to G.
[conclusion] —Ga

The five-step schema was interpreted in a particular way by Vatsyayana,
the first commentator on the Nyayasitra. His interpretation is largely re-
sponsible for shaping the direction Indian logic was later to take. At the
same time, it was an interpretation that made the citation of an example
essentially otiose. Vatsyayana was, in effect, to transform Indian logic, away
from what it had been earlier, namely a theory of inference from case to
case on the basis of resemblance, and into a rule-governed account in which
the citation of cases has no significant role.
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Let us then consider first Vatsyayana’s interpretation. What Vatsyayana
says is that the similarity between a and b just consists in their sharing the
reason property F. The basic pattern of inference is now: a is like b [both
are F|; Gb . Ga. Or else: a is unlike b [one is F' and the other isn’t];
=Gb . Ga. Writing it out as before, what we have is:

Proof based on similarity

thesis] Ga
reason] Fa

[
[
[example]  Fb b is similar to a [both are F1.
[application] Gb
[conclusion] Ga

In a counterproof, a is demonstrated to be similar in some other respect
to some other example, one that lacks the property G:

Counterproof
thesis] -Ga
reason] F'a

[
[
[example]  F'c ¢ is similar to a [both are F'].
[application] —Ge

[

conclusion] —-Ga

Thus, for example, a proof might be: the soul is eternal because it is
uncreated, like space. And the counterproof might be: the soul is non-
eternal because it is perceptible, like a pot.

The proposal is that if a resembles b, and b is GG, then a can be inferred to
be G too. But there is an obvious difficulty, which is that mere resemblance
is an insufficient ground. Admittedly, the soul and space are both uncreated,
but why should that give us any grounds for transferring the property of
being eternal from one to the other? The respect in which the example and
the case in hand resemble one another must be relevant to the property
whose presence is being inferred. This is where the idea of a ‘false proof’ or
‘false rejoinder’ (jati) comes in. Any argument that, while in the form of the
five-step schema, fails this relevance requirement is called a ‘false proof’ and
the Nyayasutra has a whole chapter (chapter 5) classifying and discussing
them. A ‘false rejoinder’ is defined in this way:

NS 1.2.18 ‘a jati is an objection by means of similarity and dis-
similarity’ (sadharymavaidharmyabham pratyavasthanam jatih).
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It appears to be admissible to transfer the property ‘rain-maker’ from
one black cloud to another black cloud, but not from a black cloud to a
white cloud. It appears to be admissible to transfer the property ‘has a
dewlap’ from one cow to another cow, but not from one four-legged animal
(a cow) to another (a horse). It is clear what now needs to be said. The
argument is good if there exists a general relationship between the reason F
and the property being proved G, such that the latter never occurs without
the former.

It is the Buddhist logician Dinnaga (480-540 CE) who seems to have been
the first to make this explicit (see also §2.2). According to him, a reason
must satisfy three conditions. Define a ‘homologue’ (sapaksa) as an object
other than a that possesses G, and a ‘heterologue’ (vipaksa) as an object
other than o that does not possess G. Then Dinnaga’s three conditions on
a good reason are:

[1] F occurs in a.
[2] F occurs in some homologue.

[3] F occurs in no heterologue.

Condition [3] asserts, in effect, that F' never occurs without G, and this,
together with [1] that F' occurs in a, implies of course that G occurs in
a. In effect, the citation of an example in the original Nyayasatra formula
has been transformed into a statement of a general relationship between F
and G. There remains only a vestigial role for the example in condition [2],
which seems to insist that there be an instance of F' other than a which is
also G. Dinnaga is worried about the soundness of inferences based on a
reason which is a property unique to the object in hand; for example, the
inference “sound is eternal because it is audible”. For if this is sound, then
why not the counter-argument “sound is non-eternal because it is audible”?
And yet there are many inferences like this that are sound, so it seems to
be a mistake to exclude them all. In fact condition [2] soon came to be
rephrased in a way that made it logically equivalent to [3], namely as saying
that F' occur only in homologues (eva ‘only’ is used here as a quantifier). In
asking for the respect in which the example and the new case must resemble
each other, for the presence of G in the example to be a reason for inferring
that G is present in the new case, we are led to give the general relationship
that any such respect must bear to G, and that in turn makes citation of
an example otiose. The five-step schema becomes:

[thesis] Ga
[reason] because F'

[example]  where there is F, there is G; for example, b.
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[application] Fa
[conclusion] Ga

It is the five-step argument pattern so transformed that has suggested to
Colebrooke and other writers on Indian logic a comparison with an Aris-
totelian syllogism in the first figure, Barbara. We simply re-write it in this
form:

All F are G.
Fa.
Therefore, Ga.

This assimilation seems forced in at least two respects. First, the conclu-
sion of the Nyayasiitra demonstration is a singular proposition. In Aristo-
tle’s system, on the other hand, it is always either a universal proposition
with ‘all’ or ‘no’, or a particular proposition with ‘some’. Second, and re-
latedly, the role of the ‘minor term’ is quite different: in the Indian schema,
it indicates a locus for property-possession, while in Aristotle, the relation
is ‘belongs to’. Again, in reducing the Indian pattern to an Aristotelian
syllogism, the role of the example, admittedly by now rather vestigial, is
made to disappear altogether.

A rather better reformulation of the five-step schema is suggested by
Stanistaw Schayer,'> who wants to see the Indian ‘syllogism’ as really a
proof exploiting two rules of inference:

[thesis] Ga There is fire on a (= on this mountain).

[reason] Fa There is smoke on a.

[‘example’] (z)(Fx — Gz) For every locus x: if there is smoke in
x then there is fire in x.

[application] Fa — Ga This rule also applies for z = a.

[conclusion] Ga Because the rule applies to £ = a and
the statement Ga is true, the statement
Fa is true.

Two inference rules are in play here — a rule of substitution, allowing us
to infer from ‘(z){x’ to ‘Ca’, and a rule of separation, allowing us to infer
from ‘@ — ¢’ and ‘@’ to ‘@’. Schayer thereby identifies the Indian syllogism
with a proof in a natural deduction system:

THESIS. Ga because Fa.

15Schayer, St., “Altindische Antizipationen der Aussagenlogik”, Bulletin international
de I’Academie Polonaise des Sciences et des Lettres, classe de philologies: 90-96 (1933);
translated in Jonardon Ganeri ed., Indian Logic: A Reader.
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Proof.
1 (1) Fa Premise
2 (2) (z)(Fz - Gz) Premise
3 (3) Fa— Ga 2, by V Elimination
1,2 (4) Ga 1 & 3, by — Elimination. [ |

We have seen how the Nyayasutra model of good argumentation came
to be transformed and developed by later writers in the Indian tradition in
the direction of a formal, rule-governed theory of inference, and how writers
in the West have interpreted what they have called the Indian ‘syllogism’.
I suggested at the beginning that we might try to interpret the Nyaya
model along different lines altogether, seeing it an early atttempt at what is
now called ‘case-based reasoning’. Case-based reasoning begins with one or
more prototypical exemplars of a category, and reasons that some new ob-
ject belongs to the same category on the grounds that it resembles in some
appropriate and context determined manner one of the exemplars. Models
of case-based reasoning have been put forward for medical diagnostics and
legal reasoning, and some have been implemented in artificial intelligence
models. It has been shown, for example, that training a robot to solve prob-
lems by having it retrieve solutions to stored past cases, modifying them
to fit the new circumstances, can have great efficiency gains over seeking
solutions through the application of first principles. Perhaps something like
this underlies a lot of the way we actually reason, and perhaps it was as
an attempt to capture this type of reasoning that we should see the ancient
logic of the Nyayasitra and indeed of the medical theorist Caraka.'® In
this model, a perceived association between symptoms in one case provides
a reason for supposing there to be an analogous association in other, re-
sembling cases. The physician observing a patient A who has, for example,
eaten a certain kind of poisonous mushroom, sees a number of associated
symptoms displayed, among them F' and G, say. He or she now encounters
a second patient B displaying a symptom at least superficially resembling
F'. The physician thinks back over her past case histories in search of cases
with similar symptoms. She now seeks to establish if any of those past
cases resembles B, and on inquiry into B’s medical history, discovers that
B too has consumed the same kind of poisonous mushroom. These are her
grounds for inferring that B too will develop the symptom G, a symptom
that had been found to be associated with F' in A. A common etiology in
the two cases leads to a common underlying disorder, one that manifests
itsself in and explains associations between members of a symptom-cluster.

Can we find such a model of the informal logic of case-based reasoning
in the Nyayasutra? Consider again NS 1.1.34. It said that ‘the reason is

16 Caraka-Samhita 3.8.34: ‘what is called “example” is that in which both the ignorant
and the wise think the same and that which explicates what is to be explicated. As for
instance, “fire is hot,” “water is wet,” “earth is hard,” “the sun illuminates.” Just as the
sun illuminates, so knowledge of samkhya philosophy illuminates’.



22 JONARDON GANERI

that which proves what is to be proved in virtue of a similarity with the
example.” On our reading, what this says is that a similarity between the
symptom F' in the new case and a resembling symptom F' in the past-case
or example is what grounds the inference. And NS 1.1.36 says that ‘the ex-
ample is something which, being similar to that which is to be proved, has
its character’. Our reading is that the old case and the new share something
in their circumstances, like having eaten the same kind of poisonous mush-
room, in virtue of which they share a ‘character’, an underlying disorder
that expains the clustering of symptoms. So the five-step demonstration is
now:

[thesis] Ga

[reason] Fa F is similar to F' in b.

[example] b exhibits the same underlying structure as a, because
it resembles a.

[application] a is the same as b with respect to G.

[conclusion] Ga

Let us see if this pattern fits examples of good inference taken from a
variety of early Indian logical texts. One pattern of inference, cited in the
Nyayasutra, is causal-predictive: Seeing the ants carrying their eggs, one
infers that it will rain; seeing a full and swiftly flowing river, one infers that
it has been raining; seeing a cloud of smoke, one infers the existence of an
unseen fire. Presumably the idea is that one has seen other ants carrying
their eggs on a past occasion, and on that occasion it rained. The inference
works if, or to the exent that, we have reasons for thinking that those ants
and these share some unkown capacity, a capacity that links detection of the
imment arrival of rain with the activity of moving their eggs. The pattern
is similar in another kind of inference, inference from sampling: Inferring
from the salty taste of one drop of sea water that the whole sea is salty;
inferring that all the rice is cooked on tasting one grain. The assumption
again is that both the sampled grain of rice and any new grain share some
common underlying structure, a structure in virtue of which they exhibit
the sydromes associated with being cooked, and a structure whose presence
in both is indicated by their being in the same pan, heated for the same
amount of time, and so forth.

I will make two final comments about these patterns of case-based rea-
soning. First, it is clear that background knowledge is essentially involved.
As the Nyayasutra stresses in its definition of a good debate, both par-
ties in a debate much be able to draw upon a commonly accepted body of
information. Such knowledge gets implicated in judgements about which
similarities are indicative of common underlying disorders, and which are
not. Second, in such reasoning the example does not seem to be redundant
or eliminable in favour of a general rule. For although there always will be
a general law relating the underlying disorder with its cluster of symptoms,
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the whole point of this pattern of reasoning is that the reasoner need not be
in a position to know what the underlying disorder is, and so what form the
general law takes. In conclusion, while the history of logic in India shows
a strong tendency towards formalisation, the logic of ancient India tried to
model informal patterns of reasoning from cases that are increasingly be-
coming recognised as widespread and representative of the way much actual
reasoning takes place.

1.4 Refutation-only dialogue: vitanda

We have already seen how ‘refutation-only’ debate is defined in the Nyayasutra:

Refutation-only debate (vitanda) is one in which no counter-
thesis is proven. (NS 1.2.1-3).

For the Naiyayika, to argue thus is to argue in a purely negative and
destructive way. Here one has no goal other than to undermine one’s op-
ponent. People who use reason in this way are very like the sceptics and
unbelievers of the epics. Vatsyayana claims indeed that to use reason in
this way is virtually self-defeating:

A waitandika is one who employs destructive criticism. If when
questioned about the purpose [of so doing], he says ‘this is my
thesis’ or ‘this is my conclusion,” he surrenders his status as a
vaitandika. If he says that he has a purpose, to make known the
defects of the opponent, this too will is the same. For if he says
that there is one who makes things known or one who knows, or
that there is a thing by which things are made known or a thing
made known, then he surrenders his status as a vaitandika.'”

Vitanda is the sceptic’s use of argumentation, and it is a familiar move
to attempt to argue that scepticism is self-defeating. In India, it is the
Madhyamika Buddhist Nagarjuna (circa first century CE) who is most
closely associated with the theoretical elaboration of refutation-only argu-
mentation, through the method of ‘four-limbed refutation’ (catuskoti) and
the allied technique of presumptive reasoning (prasanga; tarka). In the next
section, I will show how this latter technique became a device for shifting
the burden of proof onto one’s opponent. First, I will examine the method
of ‘four-limbed’ refutation in the context of Nagarjuna’s wider philosophical
project.

Reasoning, for Nagarjuna, is the means by which one ‘steps back’ from
common sense ways of understanding to a more objective view of the world.
Reason is a mode of critical evaluation of one’s conceptual scheme. A more

17 Nyayabhasya 3, 15-20.
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objective understanding is one in which one understands that things are
not necessarily as they appear. It is a view from which one can see how
and where one’s earlier conceptions are misleading. One learns not to trust
one’s perceptions when a large object far away looks small, or a stick half
submerged in water looks bent, and in learning this one exercises a mode of
self-critical reason. So too a rational person learns not to trust their con-
ceptions when they presuppose the existence of independent, self-standing
objects. From the vantage point of an objective view, it is easy to see that
one’s old conceptions had false presuppositions. The real trick, however, is
to be able to expose those presuppositions while still ‘within’ the old con-
ception, and so to lever oneself up to a more objective view. This levering—
up—from—within requires a new way of reasoning: Nagarjuna’s celebrated
prasanga-type rationality. It is a self-critical rationality which exposes as
false the existential presuppositions on which one’s present conceptions are
based. The same method can equally well be used to expose the false pre-
suppositions on which one’s dialectical opponents’ views are based, and for
this reason the whole technique is strongly maieutic, in the sense defined
earlier.

A simple example will illustrate the kind of reasoning Nagarjuna thinks
is needed if one is to expose the presuppositions of one’s conceptual scheme
from within. A non-compound monadic concept ‘F’ has the following
application-condition: it applies only to things which are F. It is therefore
a concept whose application presupposes that there is a condition which di-
vides the domain into two. For our purposes, the condition can be thought of
either as ‘belonging to the class of F's’ or ‘possessing the property being-F”.
Now take an arbitrary object, a, from some antecedently specified domain.
There are apparently two possibilities for a: either it falls under the concept,
or else it is not. That is, the two options are:

(I) F applies to a
(II) F does not apply to a.

Suppose that one can disprove both of these options. How one would try to
do this will vary from case to case depending on the individual concept under
scrutiny. But if one is able to disprove (I) and to disprove (II), then the
concept in question can have no application-condition. The presupposition
for the application of the concept, that there is a condition (class, property)
effecting a division within the domain, fails. A later Madhyamika master!'®
expresses the idea exactly:

When neither existence nor nonexistence presents itself before
the mind, then, being without objective support (niralambana)
because there is no other way, [the mind] is still.

18 Séntideva, Bodhicaryavatara 9.34.
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Sentences are used to make statements, but if the statement so made is nei-
ther true nor false, then, because there is no third truth-value, the statement
must be judged to lack content.!?

Nagarjuna’s developed strategy involves a generalization. A generaliza-
tion is needed because many if not most of the concepts under scrutiny
are relational rather than monadic; centrally: causes, sees, moves, desires.
When a concept is relational, there are four rather than two ways for its
application-condition to be satisfied (see Figure 1, page 26):

I) R relates a only to itself
IT) R relates a only to things other than itself

ITIT) R relates a both to itself and to things other than itself

(
(
(
(IV) R relates a to nothing.

As an illustration of the four options, take R to the square-root relation
v/, and the domain of objects to be the set of real numbers. Then the four
possibilities are exemplified by the numbers 0, 4, 1 and —1 respectively. For
/0 =0, /4 =2 and also -2, /1 = 1 and also —1, while finally -1 does not
have a defined square root among the real numbers. The list of four options
is what is called in Madhyamaka a catuskoti.

Everything is thus, not thus, both thus and not thus, or neither
thus nor not thus. That is the Buddha’s [provisional] instruction.
[Mulamadhyanaka-ka=arika, MK 18.8]

Some say that suffering (duhkha) is self-produced, or produced
from another, or produced from both, or produced without a
cause. [MK 12.1]

Since every factor in existence (dharma) are empty, what is finite
and what is infinite? What is both finite and infinite? What is
neither finite nor infinite? [MK 25.22]

It is easy to see that the four options are mutually exclusive and jointly
exhaustive. For the class of objects to which R relates a is either (IV)
the empty set @) or, if not, then either (I) it is identical to {a}, or (II) it
excludes {a}, or (III) it includes {a}. Not every relation exhibits all four
options. (I) not exhibited if R is anti-reflexive. (II) is not exhibited if R is
reflexive and bijective. (IV) is not exhibited if R is defined on every point
in the domain. Note in particular that if R is the identity relation, then
neither (IIT) nor (IV) are exhibited, not (III) because identity is transitive,
and not (IV) because identity is reflexive. Indeed, options (III) and (IV)

190n presupposition and truth-value gaps, see P. F. Strawson, Introduction to Logical
Theory (London: Methuen, 1952).
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Figure 1. The Four Options

are not exhibited whenever R is an equivalence (transitive, symmetric, and
reflexive) relation.

The next step in the ‘refutation-only’ strategy is to construct subsidiary
‘disproofs’, one for each of the four options. Although there is no pre-
determined procedure for constructing such disproofs, by far the most com-
monly used method is to show that the option in question has some unac-
ceptable consequence (prasanga). I will examine this method in detail in
§1.5. A major dispute for later Madhyamikas was over what sort of reason-
ing is permissible in the four subsidiary disproofs, the proofs that lead to
the rejection of each of the four options. It is a difficult question to answer,
so difficult indeed that it led, at around 500 AD, to a fission within the
school of Madhyamaka. The principal group (Prasangika, headed by Bud-
dhapalita) insisted that only prasarnga-type, ‘presupposition-negating’ rea-
soning is admissible. This faction is the more conservative and mainstream,
in the sense that their teaching seems to be in keeping with Nagarjuna’s
own method of reasoning. The important later Madhyamika masters Can-
drakirti and Santideva defended this view. A splinter faction, however,
(Svatantrika, headed by Bhavaviveka) allowed ‘independent’ inference or
inductive demonstration into the disproofs. Perhaps this was done so that
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the inferential methods developed by Dinnaga (§2.2) could be deployed in
establishing the Madhyamika’s doctrinal position. Clearly, the fewer re-
strictions one places on the type of reasoning one permits oneself to use,
the greater are the prospects of successfully finding arguments to negate
each of the four options. On the other hand, we have seen that the citation
of paradigmatic examples is essential to this type of reasoning (§1.3), and
it is hard to see how one could be entitled to cite examples in support of
one’s argument, when the very conception of those examples is in question.
The effect of the four subsidiary disproofs is to establish that none of the
four options obtains:2°
Neither from itself nor from another, nor from both, nor without
a cause, does anything whatever anywhere arise. [MK 1.1]

One may not say that there is emptiness, nor that there is non-
emptiness. Nor that both, nor that neither exists; the purpose
for so saying is only one of provisional understanding. [MK
22.11]

The emptiness of the concept in question is now deduced as the final step
in the process. For it is a presupposition of one of the four options obtaining
that the concept does have an application-condition (a class of classes or
relational property). If all four are disproved, then the presupposition itself
cannot be true. When successful, the procedure proves that the concept in
question is empty, null, sunya. This is Nagarjuna’s celebrated and contro-
versial ‘prasanga-type’ rational inquiry, a sophisticated use of rationality to
annul a conceptual scheme.

A statement is truth-apt if it is capable of being evaluated as either true
or false. When Nagarjuna rejects each of the four options, he is rejecting
the claim that a statement of the form ‘aRD’ is truth-apt, since the four
options exhaust the possible ways in which it might be evaluated as true.
But if the statements belonging to a certain discourse are not truth-apt,
then the discourse cannot be part of an objective description of the world
(a joke is either funny or unfunny, but it cannot be evaluated as true or
false.) The prasanga negates a presupposition for truth-aptness and so for
objective reference.

Nagarjuna applies the procedure in an attempt to annul each of the con-
cepts that are the basic ingredients of our common-sense scheme. In each
case, his method is to identify a relation and prove that none of the four op-
tions can obtain. On closer inspection, it turns out that his argumentation

20 Further examples: MK 25.17, 25.18, 27.15-18. Interesting is the suggestion of
Richard Robinson that the method of reasoning from the four options has two distinct
functions, a positive therapeutic role as exhibited by the unnegated forms, and a de-
structive dialectical role, exhibited by the negated forms. Richard H. Robinson, Farly
Madhyamika in India and China, (Madison, Milwauke and London: University of Win-
sconsin Press, 1967), pp. 39-58, esp. pp. 55-56.
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falls into two basic patterns.2! One pattern is applied to any concept involv-
ing the idea of an ordering or sequence, especially the concept of a causal
relation, of a temporal relation and of a proof relation. The paradigm for
this argument is Nagarjuna’s presentation of a paradox of origin (chapter
1), which serves as model for his analysis of causation (chapter 8), the fini-
tude of the past and future (chapter 11), and suffering (chapter 12). The
argument seeks to establish that a cause can be neither identical to, nor
different from, the effect. If nothing within the domain is uncaused, then
the four options for the realization of a causal relation are foreclosed.

The other pattern of argumentation in Nagarjuna is essentially gram-
matical. When a relational concept is expressed by a transitive verb, the
sentence has an Agent and a Patient (the relata of the relation). For exam-
ple, “He sees the tree,” “He goes to the market,” “He builds a house.” The
idea of the grammatical argument is that one can exploit features of the
deep case structure of such sentences in order to prove that the Patient can
be neither identical to the Agent, nor include it, nor exclude it, and that
there must be a Patient. Nagarjuna uses this pattern of argumentation in
constructing a paradox of motion (MK, chapter 2), and this chapter serves
as a model for his analysis of perception (chapter 3), composition (chapter
7), fire (chapter 10), and of bondage and release (chapter 16). Indeed, the
same pattern of argument seems to be applicable whenever one has a con-
cept which involves a notion of a single process extended in time. What
exactly these arguments show and how well they succeed is a matter of de-
bate, but what we have seen is the elaboration of a sophisticated sceptical
strategy of argumentation, based on the idea of ’refutation-only’ dialogue.

1.5  Presumptive argumentation (tarka) and burden-of-proof shift-
mg

Indian logicians developed a theory of what they call ‘suppositional’ or 'pre-
sumptive’ argumentation (tarka). It is a theory about the burden of proof
and the role of presumption, about the conditions under which even in-
conclusive evidence is sufficient for warranted belief. As we have already
seen, it is a style of reasoning that is regarded as permissible within a well-
conducted dialogue (vada; see §1.3). In the canonical and early literature,
tarka is virtually synonymous with reasoned thinking in general. The free-
thinkers so derided in the epics were called tarkikas or ‘followers of reason’.
Even later on, when the fashion was to adorn introductory surveys of phi-
losophy with such glorious names as The Language of Reason ( Tarkabhasa,
Moksakaragupta), Immortal Reason ( Tarkamsrta, Jagadisa), Reason’s Moon-
light ( Tarkakaumudr, Laugaksi Bhaskara), it was usual to confer on a grad-
uate of the medieval curriculum an honorific title like Master or Ford of

210n other patterns in Nagarjuna’s argumentation, see Robinson (1967: 48).
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Reason (tarkavagisa, tarkatirtha). Such a person is a master in the art of
evidence and the management of doubt, knowing when to accept the burden
of proof and also when and how to deflect it.

Extrapolative inference (anumana, see §1.3) rests on the knowledge of
universal generalisations, and it is the possibility of such knowledge that
the most troubling forms of scepticism call into question. How can one
be entitled to believe that something is true of every member of a domain
without inspecting each member individually? How does one cope with the
ineliminable possibility that an unperceived counterexample exists in some
distant corner of the domain? The difficulty here is with the epistemology of
negative existentials. The Buddhist Dinnaga formulates the extrapolation
relation as a ‘no counterexample’ relation. For him, x extrapolates y just in
case there is no  without y (y-avina z-abhavae). The Navya-Nyaya logicians
prefer a different negative existential condition, one derived from the reflex-
ivity and transitivity of the extrapolation relation. Given transitivity, if =
extrapolates y then, for any z, if y extrapolates z, so does . The converse of
this conditional holds too, given that the extrapolation relation is reflexive
(proof: let z = y). So let us define an ‘associate condition’ (upadhi) as a
property which is extrapolated by y but not . Then x extrapolates y just
in case there is no associate condition.?? One can infer fire from smoke but
not smoke from fire, for there is an associate condition, dampness-of-fuel,
present wherever smoke is but not wherever fire is. Tinkering with the def-
inition, though, does not affect the epistemological problem; it remains the
one of proving a nonexistence claim.

Presumptive argumentation, tarka, is a device for appropriating a pre-
sumptive right — the right to presume that one’s own position is correct
even without conclusive evidence in its support. One is, let us imagine, in a
state of doubt as to which of two hypotheses A and B is true. A and B are
exclusive (at most one is true) but not necessarily contradictory (both might
be false). Technically, they are in a state of ‘opposition’ (virodha).?> The
doubt would be expressed by an exclusive disjunction in the interrogative —
Is it that A or that B? Uncertainty initiates inquiry, and at the beginning
of any inquiry the burden of proof is symmetrically distributed among the
alternative hypotheses. A piece of presumptive argumentation shifts the
burden of proof by adducing a prima facie counterfactual argument against
one side. The form of the argument is the same in all cases. It is that one
alternative, supposed as true, would have a consequence in conflict with

22For a survey of the literature on this theory, see Karl Potter ed., “Indian Epistemology
and Metaphysics”, Encyclopedia of Indian Philosophies, Volume 2 (Princeton: Prince-
ton University Press, 1977), pp. 203-206; Karl Potter and Sibajiban Bhattacharyya
eds., “Indian Analytical Philosophy: Gangesa to Raghunatha”, Encyclopedia of Indian
Philosophies, Volume 6 (Princeton: Princeton University Press, 1993), pp. 187-192.

23Nandita Bandyopadhyay, “The Concept of Contradiction in Indian Logic and Epis-
temology,” Journal of Indian Philosophy 16.3 (1988), pp. 225-246, fn. 1.
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some set of broadly defined constraints on rational acceptability. The ex-
istence of such an argument gives one the right to presume that the other
alternative is true, even though one has no conclusive proof of its truth, and
even though the logical possibility of its being false remains open. In the
psychologized language of the Nyaya logician, a suppositional argument is a
‘blocker’ (badhaka) to belief in the supposed alternative, and an ‘eliminator’
(nirvartaka) of doubt. The Naiyayika Vacaspati (9th century) comments:>*

Even if, following a doubt, there is a desire to know [the truth],
the doubt still remains after the desire to know [has come about].
This is the situation intended for the application of presumptive
argumentation. Of two theses, one should be admitted as known
when the other is rejected by the reasoning called ‘suppositional.’
Thus doubt is suppressed by the application of presumptive ar-
gumentation to its subject matter... A means of knowing is en-
gaged to decide a question, but when there is a doubt involving
its opposite, the means of knowing fails [in fact] to engage. But
the doubt concerning the opposite is not removed as such by the
undesired consequence. What makes possible its removal is the
means of knowing.

Vacaspati stresses that a thesis is not itself proved by a suppositional
demonstration that the opposite has undesired consequences; one still needs
evidence corroborating the thesis. But there is now a presumption in its
favour, and the burden of proof lies squarely with the opponent. Presump-
tive argumentation ‘supports’ one’s means of acquiring evidence but it not
itself a source of evidence. It role is to change the standard of evidence
required for proof in the specific context.

A radical sceptical hypothesis is a proposition inconsistent with ordinary
belief but consistent with all available evidence for it. The aim of the
radical sceptic is to undermine our confidence that our beliefs are justified,
to introduce doubt. The Nyaya logicians’ response to scepticism is not
to deny that there is a gap between evidence and belief, or to deny the
logical possibility of the sceptical hypothesis. It is to draw a distinction
between two kinds of doubt, the reasonable and the reasonless. A doubt is
reasonable only when both alternatives are consistent with all the evidence
and the burden of proof is symmetrically distributed between them. One
paradigmatic example is the case of seeing in the distance something that
might be a person or might be a tree-stump. Udayana gives the epistemology
of such a case: it is a case in which one has knowledge of common aspects
but not of specific distinguishing features. What we can now see is that
the example gets its force only on the assumption that there is a level
epistemic playing field, with both hypotheses carrying the same prima facie

24 Nyayavarttikatatparyatika, below NS 1.1.40.
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plausibility. Presumptive argumentation has the potential to break the
impasse — imagine, for example, that the unidentified lump is just one
of ten in an orderly row not there an hour ago. The perceptual evidence
remains the same, but the burden of proof is on anyone who wants to
maintain in this situation that the lump is a stump.

The other paradigm is knowledge of extrapolation relations. The problem
here is that the thesis is one of such high generality that the burden of proof
is already heavily against it! How can a few observations of smoke with fire
ground a belief that there is fire whenever there is smoke? Suppositional
argument has a different supportive role here. Its function is to square the
scales, to neutralise the presumption against the belief in generality. It does
so by finding prima facie undesirable consequences in the supposition that
an associate condition or counterexample exists. Then sampling (observa-
tion only of confirmatory instances in the course of a suitably extensive
search for counterexamples), though still weak evidence, can tilt the scale
in its favour.

A presumptive argument moves from conjecture to unacceptable conse-
quence. Modern writers often identify it with the medieval technique of
reductio ad absurdum, but in fact its scope is wider. The ‘unacceptable
consequence’ can be an out-and-out contradiction but need not be so. For
we are not trying to prove that the supposition is false, but only to shift
the burden of proof onto anyone who would maintain it. And for this it
is enough simply to demonstrate that the supposition comes into conflict
with some well-attested norm on rationality. Udayana, the first to offer any
systematic discussion, does not even mention contradiction as a species of
unacceptable consequence. He says2® that presumptive argumentation is of
five types —

1. self-dependence (atmasraya)

2. mutual dependence (itaretarasraya)
3. cyclical dependence (cakraka)

4. lack of foundation (anavastha)

5. undesirable consequence (anistaprasarnga)

The last of these is really just the generic case, what distinguishes pre-
sumptive argumentation in general. The first four form a tight logical group.
If the supposition is the proposition A, then the four types of unacceptable
consequence are (1) proving A from A, (2) proving A from B, and B from
A, (3) proving A from B, B from C, and C from A — or any higher number
of intermediate proof steps eventually leading back to A, and (4) proving

25 Atmatattvaviveka, p. 863.
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A from B, B from C, C from D,..., without end. So what presumptive
argumentation must show is that the supposition is ungrounded, its proof
being either regressive or question-begging.

Two points are noteworthy about Udayana’s list. First, rational un-
acceptability bears upon the proof adduced for the supposition, not the
supposition itself. The underlying implication is that one has the right to
presume that one’s thesis is correct if one can find fault with the opponent’s
proof of the antithesis. Principles of this sort are familiar from discussion of
the informal logic of arguments from ignorance in which one claims entitle-
ment to assert A on the grounds that it is not known (or proved) that —A4.26
In general such a claim must be unfounded — it amounts to the universal
appropriation of a presumptive right in all circumstances.

The second point to notice about Udayana’s list, however, is that it is
very narrow. Udayana places strict constraints on what will count as an
unacceptable consequence, constraints which are more formal than broadly
rational. Conflict with other well-attested belief is not mentioned, for in-
stance. Udayana severely limits the scope of presumptive argumentation.
His motive, perhaps, is to disarm the sceptic. For presumptive argumenta-
tion is the favoured kind of reasoning of the sceptic-dialecticians (and indeed
the term Udayana uses is prasanga, the same term Nagarjuna had used for
his dialectical method). Sceptics typically will want to loosen the condi-
tions on what constitutes an unacceptable consequence of a supposition, so
that the scope for refutation is expanded. So what Udayana seems to be
saying is that one does indeed have the right to presume that one’s thesis
is correct when the argument for the counter-thesis commits a fallacy of a
particularly gross type — not mere conflict with other beliefs but formal
lack of foundation. If the best argument for the antithesis is that bad, then
one has a prima facie entitlement to one’s thesis.

griharsa (c. AD 1140) is an Advaita dialectician, a poet and a scep-
tic.2” He expands the notion of unacceptable consequence, noticing several
additional types unmentioned by Udayana.?® One is ‘self-contradiction’
(vyaghata). It was Udayana himself?® who analysed the notion of opposition
as noncompossibility, and cited as examples the statements “My mother is

26Douglas Walton, Arguments from Ignorance (University Park, PA: The Pennsylvania
State University Press, 1996).

270n Sﬁharsa: Phyllis Granoff, Philosophy and Argument in Late Vedanta: gm’harga’s
Khandanakhandakhadya (Dordrecht: Reidel Publishing Company, 1978); Stephen
Phillips, Classical Indian Metaphysics (La Salle: Open Court, 1995), chapter 3.

28 Khandanakhandakhadya TV, 19 (aprasangatmakatarkanirupana, pp. 777-788, 1979
edition; section numbering follows this edition). Sriharrjsa. the negative dialectician wants
to criticise even the varieties of presumptive argumentation, although his own method
depends upon it. So he says: “By us indeed were presumptive argumentations installed
in place, and so we do not reject them with [such] counter-arguments. As it is said — ‘it
is wrong to cut down even a poisonous tree, having cultivated it oneself”’ (p. 787).

29 Atmatattvaviveka, p. 533.
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childless,” “I am unable to speak”, and “I do not know this jar to be a jar.”
In the first instance, the noncompossibility is in what the assertion states,
in the second it is in the speech-act itself, while in the third the proposi-
tional attitude self-ascription is self-refuting (a case akin to the Cartesian
impossibility of thinking that one is not thinking).

Another refutation-exacting circumstance is the one called ‘recrimination’
(pratibandi). This is a situation in which one’s opponent accuses one of
advancing a faulty proof, when his own proof suffers exactly the same fault!
There is a disagreement about what this state of equifallaciousness does to
the burden of proof. The practice of Naiyayikas is to take the circumstance
as tilting the balance against the opponent — the opponent discredits himself
in pressing an accusation without seeing that it can be applied with equal
force to his own argument. But griharsa quotes with approval Kumarila’s
assertion that “all things being equal, where the same fault afflicts both

positions one should not be censured [and not the other]”.3°

Sriharsa, the sceptic, would like to see both parties refuted by this cir-
cumstance. The same point underlies his mention as an unacceptable conse-
quence the circumstance of ‘lack of differential evidence’ (vinigamanaviraha),
when thesis and antithesis are in the same evidential situation. Again, what
we see is a jostling with the burden of proof. Here Sriharsa is saying that
absence of differential evidence puts a burden of proof on both thesis and
antithesis — doubt itself refutes. It is the sceptic’s strategy always to seek
to maximise the burden of proof, and so to deny that anyone ever has the
right to presume their position to be correct. That is, as Stanistaw Schayer
observed a long time ago, a difference between the tarka of the Naiyayika
and the prasariga of a sceptic like Sriharsa or Nagarjuna.?* For the latter,
the demonstration that a thesis has an allegedly false consequence does not
commit the refuter to an endorsement of the antithesis. Nagarjuna wants
to maintain instead that thesis and antithesis share a false existential pre-
commitment.

Simplicity (laghutva) is, Sriharsa considers and the Naiyayikas agree, a
ceteris paribus preference-condition. Of two evidentially equivalent and oth-
erwise rationally acceptable theses, the simpler one is to be preferred. The
burden of proof lies with someone who wishes to defend a more complex
hypothesis when a simpler one is at hand. The Nyaya cosmological argu-
ment appeals to simplicity when it infers from the world as product to a
single producer rather than a multiplicity of producers. Here too the role
of the simplicity consideration is to affect the burden of proof, not itself to

30 Khandanakhandakhadya 11, 2 (pratibandilaksanakhandana, pp. 571-572). The full
quotation is given in his commentary by Sa.mkara. Misra.

3lStanistaw Schayer, “Studies on Indian Logic, Part II: Ancient Indian Anticipations of
Propositional Logic,” [1933], translated into English by Joerg Tuske in Jonardon Ganeri
ed., Indian Logic: A Reader.
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prove. Cohen and Nagel®? make a related point when they diagnose as the

‘fallacy of simplism’ the mistake of thinking that “of any two hypotheses,
the simpler is the true one.” In any case, simplicity can be a product not
of the content of a hypothesis but only of its mode of presentation — the
distinction is made by the Naiyayikas themselves.?3 And it is hard to see
how it can be rational to prefer one hypothesis to another only because it
is simpler in form.

We have assumed that the rival hypotheses are both empirically adequate,
that is to say, they are both consistent with all known facts. Sriharsa men-
tions an unacceptable consequence involving empirical evidence (utsarga). It
is an objection to the usual idea that if there is empirical evidence support-
ing one hypothesis but not the other, then the first is confirmed. Sriharsa’s
sceptical claim is that a hypothesis must be considered refuted unless it is
conclusively proved; nonconclusive empirical evidence does nothing to affect
this burden of proof. Likewise, he says, a hypothesis must be considered
refuted if it is incapable of being proved or disproved — this at least seems
to be the import of the unacceptable consequence he calls ‘impertinence’
(anucitya) or ‘impudence’ (vaiyatya).

Other varieties of suppositional refutation have been suggested along lines
similar to the ones we have reviewed. Different authors propose different
sets of criteria for rational nonacceptance. What we have seen is that there
is, in the background, a jostling over the weight and place of the burden
of proof. The sceptic presses in the direction of one extreme — that a
thesis can be considered refuted unless definitively proven. The constructive
epistemologist tries to press in the direction of the opposite extreme — that
a thesis can be considered proved unless definitively disproved. The truth
lies somewhere in between, and it is the role of presumptive argumentation
to locate it.

2 BUDDHIST CONTRIBUTIONS IN INDIAN LOGIC: FORMAL
CRITERIA FOR GOOD ARGUMENTATION

2.1 The doctrine of the triple condition (trairupya)

The Buddhist logician Dinnaga (c. 480-540 AD) recommends a fundamen-
tal restructuring of the early Nyaya analysis of reasoned extrapolation and
inference. Recall that analysis. It is an inference from likeness and unalike-
ness. In the one case, some object is inferred to have the target property
on the grounds that it is ‘like’ a paradigmatic example. The untasted grain
of rice is inferred to be cooked on the grounds that it is in the same pan

32Morris R. Cohen and Ernest Nagel, An Introduction to Logic and Scientific Method
(London: Routledge & Kegan Paul, 1934), p. 384.

33 Bhimacarya Jhalakikar, Nyayakosa or Dictionary of Technical Terms of Indian
Philosophy (Poona: Bhandarkar Oriental Research Institute, 1928), s.v. laghutvam.



INDIAN LOGIC 35

as a test grain which is found to be cooked. In the other case, the object
is inferred to have the target property on the grounds that it is ‘unlike’ an
example lacking the target property. Likeness and unalikeness are matters
of sharing or not sharing some property, the reason-property or evidence
grounding the inference. Examples are either ‘positive’ — having both the
reason and the target property, or ‘negative’ — lacking both. Extrapolation
is the process of extrapolating a property from one object to another on the
basis of a likeness or unalikeness between them.

The difficulty is that not every such extrapolation is rational or war-
ranted. The extrapolation of a property from one object to another is
warranted only when the two objects are relevantly alike or relevantly un-
alike. That two objects are both blue does not warrant an extrapolation of
solidity from one to the other; neither can we infer that they are different
in respect to solidity because they are of different colours. What one needs,
then, is a theory of relevant likeness or unalikeness, a theory, in other words,
of the type of property (the reason property) two objects must share if one
is to be licensed to extrapolate another property (the target property) from
one to the other.

This is exactly what Dinnaga gives in his celebrated theory of the ‘reason
with three characteristics’ (trairgpya). Dinnaga’s thesis is that relevant like-
ness is an exclusion relation. Two objects are relevantly alike with respect
to the extrapolation of a property S just in case they share a property ex-
cluded from what is other than S. In other words, a reason property H for
the extrapolation of a target property S is a property no wider in extension
than S (assuming that ‘non’ is such that HN nonS = () iff H C S). Here is
the crucial passage in the Pramana-samuccaya, or Collection on Knowing:

The phrase [from II 1b] “through a reason that has three char-
acteristics” must be explained.

[A proper reason must be] present in the site of infer-
ence and in what is like it and absent in what is not
[T 5cd].

The object of inference is a property-bearer qualified by a prop-
erty. After observing [the reason] there, either through percep-
tion or through inference, one also establishes in a general man-
ner [its] presence in some or all of the same class. Why is that?
Because the restriction is such that [the reason] is present only
in what is alike, there is no restriction that it is only present.
But in that case nothing is accomplished by saying that [the rea-
son] is “absent in what is not”. This statement is made in order
to determine that [the reason], absent in what is not [like the
site of inference], is not in what is other than or incompatible
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with the object of inference. Here then is the reason with three
characteristics from which we discern the reason-bearer.

Dinnaga’s important innovation is to take the notions of likeness and
unalikeness in extrapolation to be relative to the target property rather
than the reason property. Two objects are ‘alike’ if they both have, or both
lack, the target property. Two objects are ‘unalike’ if one has and the other
lacks the target property. We want to know if our object — the ‘site’ of
the inference — has the target property or not. What we do know is that
our object has some other property, the reason property. So what is the
formal feature of that reason property, in virtue of which its presence in
our object determines the presence or absence of the target property? The
formal feature, Dinnaga claims, is that the reason property is present only
in what is alike and absent in whatever is unalike our object.

This can happen in one of two ways. It happens if the reason property is
absent from everything not possessing the target property and present only
in things possessing the target property. Then we can infer that our object
too possesses the target property. It can also happen if the reason property
is absent from everything possessing the target property and present only
in things not possessing the target property. Then we can infer that our
object does not possess the target property.

Call the class of objects which are like the site of the inference the ‘like-
ness class’, and the class of objects unlike the site the ‘unlikeness class’
(Dinnaga’s terms are sapaksa and vipaksa). Interpreters have traditionally
taken the likeness class to be the class of objects which possess the tar-
get property, and the unlikeness class to be the class of objects which do
not possess the target property. I read Dinnaga differently. I take his use
of the terms ‘likeness’ and ‘unlikeness’ here at face-value, and identify the
likeness class with the class of things in the same state vis-a-vis the target
property as the site of the inference. We do not know in advance what
that state is, but neither do we need to. The pattern of distribution of the
reason property tells us what we can infer — that the site has the target
property, that it lacks it, or that we can infer nothing. My approach has
several virtues, chief among which is that it preserves the central idea of
likeness as a relation between objects rather than, as with the traditional
interpretation, referring to a property of objects. I think it also avoids many
of the exegetical problems that have arisen in the contemporary literature
with regard to Dinnaga’s theory.

One of the traditional problems is whether the site of the inference is
included in the likeness class or not.?* If the likeness class is the class of
objects possessing the target property, then to include it seems to beg the
question the inference is trying to resolve: does the site have that property

34Tom F. Tillemans, “On sapaksa,” Journal of Indian Philosophy 18 (1990), pp. 53-80.
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or not. But to exclude it implies that the union of the likeness and un-
likeness classes does not exhaust the universe (the site cannot, for obvious
reasons, be unlike itself). So one is left with two disjoint domains, and an
apparently insuperable problem of induction — how can correlations between
the reason property and the target property in one domain be any guide to
their correlation in another, entirely disjoint, domain?3°

If we take Dinnaga’s appeal to the idea of likeness at face-value, however,
the problem simply does not arise. The site of the inference is in the likeness
class on the assumption that likeness is a reflexive relation — but that begs
no question, for we do not yet know whether the likeness class is the class
of things which possess the target property, or the class of things which do
not possess it. It is the class of things which are in the same state vis-a-vis
the target property as the inferential site itself. We can, if needs be, refer
to objects ‘like the site but not identical to it;’ or we can take likeness to
be nonreflexive, and refer instead, if needs be, to ‘the site and objects like
it” — but this is a matter only of labelling, with no philosophical interest.

Another of the traditional problems with Dinnaga’s account is an alleged
logical equivalence between the second and third conditions.?® The second
condition states that the reason property be present only in what is alike.?”
The third condition states that it be absent in what is not. But if it is
present only in what is alike, it must be absent in what is not; and if it is
absent in what is not alike, it must be present only in what is. Now it is
clear that Dinnaga’s reason for inserting the particle only into his formula
is to prevent a possible misunderstanding. The misunderstanding would
be that of taking the second condition to assert that the reason property
must be present in all like objects. That would be too strong a condition,
ruling out any warranted inferences in which the reason property is strictly
narrower than the target. On account of the meaning of the particle only,
we can see that it is also one of the two readings of the statement:

In what is alike, there is only the presence [of the reason]

where the particle only is inserted into the predicate position. Dinnaga
eliminates this unwanted reading of the second condition, but he does so in
a disastrous way. He eliminates it by inserting the particle into the subject
position:

Ouly in what is alike, there is the presence [of the reason].

35Hans H. Herzberger, “Three Systems of Buddhist Logic,” in B. K. Matilal and R.
D. Evans eds., Buddhist Logic and Epistemology: Studies in the Buddhist Analysis of
Inference and Language (Dordrecht: Reidel Publishing Company, 1982), pp. 59-76.

36Bimal Matilal, “Buddhist Logic and Epistemology,” in Matilal and Evans (1982: 1-
30); reprinted in Matilal, The Character of Logic in India (Albany: State University Of
New York Press, 1998), chapter 4.

37There is some debate among scholars over whether it was Dinnaga himself or his
commenator Dharmakirti who first inserts the particle only into the clauses.
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The reason this is disastrous is that it makes the second condition logi-
cally equivalent to the third. Notice, however, that when only is in predicate
position, there are still two readings. The reading one needs to isolate is
the second of these two readings:

In what is alike, there is indeed the presence [of the reason]

That is, the reason is present in some of what is alike.

Accordingly, the theory is this. The extrapolation of a property S to an
object is grounded by the presence in that object of any property X such
that X excludes nonS but not S. A reason property for S is any member
of the class

{X:XNS#@& XN nonS = a}.

The clause ‘but not S’ (the second of Dinnaga’s three conditions) has a
clear function now. It is there to rule out properties which exclude both nonS
and S. Such properties are properties ‘unique’ to the particular object which
is the site of the inference, and Dinnaga does not accept as warranted any
extrapolation based on them. I will look at his motives in the next section.

Reason properties are nonempty subsets of the properties whose extrap-
olation they ground. If two objects are ‘alike’ in sharing a property, and one
has a second property of wider extension than the first, then so does the sec-
ond. Inductive extrapolation, in effect, is grounded in the contraposed uni-
versal generalisation “where the reason, so the target.” A difficult problem
of induction remains — how can one come to know, or justifiably believe, that
two properties stand in such a relation without surveying all their instances?
Dinnaga has no adequate answer to this problem (but see [Tuske, 1998;
Peckaus, 2001]). Dharmakirti, Dinnaga’s brilliant reinterpreter, does. His
answer is that when the relation between the two properties is one of causal
or metaphysical necessity, the observation of a few instances is sufficient to
warrant our belief that it obtains (§2.3). Dnnaga, however, is not inter-
ested in such questions. For him, the hard philosophical question is that
of discovering the conditions for rational extrapolation. It is another issue
whether those conditions can ever be known to obtain.

To sum up, Dinnaga’s three conditions on the reason are:

1. Attachment Presence in the site a attachment (paksadharmata)
2. Association  Presence (only) in what is like (anvaya)
3. Dissociation Absence in what is unlike (vyatireka)

If we take these conditions to be independent, it follows that there are
exactly seven kinds of extrapolative inferential fallacy — three ways for one
of the conditions to fail, three ways for two conditions to fail, and one way
for all three conditions to fail. So the new theory puts the concept of a
fallacy on a more formal footing. A fallacy is no longer an interesting but
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essentially ad hoc maxim on reasoned argument. It is now a formal failing of
the putative reason to stand in the correct extrapolation-grounding relation.
One way for the reason to fail is by not attaching to the site at all, thereby
failing to ground any extrapolation of other properties to it. This is a failure
of the first condition. Another way for the reason to fail is by ‘straying’ onto
unlike objects, thereby falsifying the third condition. The presence of one
property cannot prove the presence of another if it is sometimes present
where the other one is not. (It can, however, prove the absence of the other
if it is only present where the other is not — and then the absence of the first
property is a proof of the presence of the second.) We might then think of
the third condition as a ‘no counter-example’ condition, a counter-example
to the extrapolation-warranting relation of subsumption being an object
where the allegedly subsumed property is present along with the absence of
its alleged subsumer. An extrapolation is grounded just as long as there are
no counterexamples.

2.2 Dinnaga’s ‘wheel of reasons’ (hetucakra)

In addition to his Pramana-samuccaya, Dinnaga wrote another, very brief
text on logic, the Wheel of Reasons, or Hetucakranirnaya. Dinnaga’s aim
here is to classify all the different types of argument which fit into the general
schema (p has s because it has h), and to give an example of each. It is
here that he applies his theory of a triple-conditioned sign to show when an
inference is sound or unsound, and the kinds of defect an inferential sign can
suffer from. Hence, it leads to a classification of fallacious and non-fallacious
inferences.

The ‘wheel’ or ‘cycle’ is in fact a 3 by 3 square, giving nine inference types.
Dinnaga derives the square as follows. A ‘homologue’ (sapaksa) is defined
as any object (excluding the locus of the inference) which is possesses the
inferrable property, s. Now, a putative inferential sign, h, might be either
(i) present in every homologue, (ii) present in only some of the homologues
but not in others, or (iii) present in no homologue. Suppose we let ‘sp’ stand
for the class of homologues. Then we can represent these three possibilities
as ‘sp+’, ‘spt’, and ‘sp—’ respectively. The same three possibilities are also
available with respect to the class of heterologues (objects, excluding the
locus, which do not possess the inferred property, s). We can denote these
by ‘vp+’, ‘vpx’, and ‘vp—’ respectively. Thus, ‘vp+’ means that every
member of vp (every heterologue) possesses the sign property, h, etc. Now
since any putative inferential sign must either be present in all, some or no
homologue, and also in either all, some or no heterologue, there are just
nine possibilities (Figure 2):

Why does Dinnaga say that only 2 and 8 are cases of a good inferential
sign? Recall the three conditions on a good sign. The first is that the
inferential sign must be present in the locus of inference. This is taken for
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vp
+ - +
+ |1 2 3
deviating goodK deviating
sp - | 4 b} 6
contradictory uniquely contradictory
deviating
+ |7 8 9
deviating good deviating
Figure 2.

granted in the wheel. The second states that the inferential sign should be
present in some (at least one) homologous case. In other words, a good sign
is one for which either ‘sp+’ or ‘sp£’. Thus the second condition rules out
4, 5 and 6. Similarly, the third condition states that the inferential sign
should be absent from any heterologous case, i.e. that ‘vp—’. This rules
out 1,4, 7 and 3, 6, 9. So only 2 and 8 represent inferential signs which
meet all three conditions and generate good inferences. Note here that the
third condition alone is sufficient to rule out every fallacious case except 5.
Hence, seeing why Dinnaga considers ‘type-5’ inferences to be unsound will
reveal why he considered the second of the three conditions to be necessary
(see below).

Dinnaga next gives an illustration of each of the nine possibilities. They
can be tabulated, as in Figure 3.

In each case, the locus of the inference is sound. Note that wherever
possible, Dinnaga cites both a ‘positive confirming example’, i.e. an object
where both h and s are present, as well as a negative confirming example’,
i.e. an object where neither h nor s is present. Both support the inference.
He also cites, where relevant, a ‘counter-example’, i.e. a case where h is
present but s is absent. The existence of a counter-example undermines the
inference. Let us look at four representative cases.

Case 2: A warranted inference. This inference reads: Sound is transitory,
because it is created, e.g. a pot; space. Intuitively, this inference is sound,
because the reason-property, createdness, is present only in places where
the inferred property, transitoriness, is also present. Hence createdness is a



INDIAN LOGIC 41

s h positive negative counter-
example example example
1 | eternal knowable | space — a pot
2 | transitory | created a pot space —
3 | manmade | tansitory a pot space lightning
4 | eternal crated — — a pot
5 | eternal audible — a pot —
6 | eternal manmade | — lightning | a pot
7 | natural transitory | lightning | — a pot
8 | transitory | manmade | a pot space —
9 | eternal incorporeal | space a pot action
Figure 3.

good sign of transitoriness. The inference is supported first by an example
where both are present, a pot, and second by an example where neither are
present, space.

Case 3: ‘deviating’ (asiddha). This inference reads: Sound is manmade,
because it is transitory, e.g. a pot; space. Intuitively, this inference is
unsound, because the reason-property, transitoriness, is present in places
where the inferred property, manmade, is absent. The counterexample cited
is lightning — transitory but not manmade. Because we can find such a
counter-example, the inferential sign is said to ‘deviate’ from the inferred
property. Deviating inferences are ones which satisfy the second condition
but fail the third.

Case 6: ‘contradictory’ (viruddha). The inference reads: Sound is eternal,
because it is manmade, e.g. lightning. The sign here fails both conditions
2 and 3 — there is no case of a thing which is eternal and manmade,
but there is a counter-example, for instance, a pot, which is manmade but
non-eternal. Such an inference is called ‘contradictory’ because we can
in fact infer to the contrary conclusion, namely that sound is non-eternal
because it is manmade. We can do this because in the contrary inference,
the homologous and heterologous domains are switched round.

Case 5: ‘specific’ (asadharana). Sound is eternal, because it is audible,
e.g. a pot. The first point to notice is that there are no counter-examples
to this inference, for there are no examples, outside the ‘locus’ domain of
sounds, of an audible thing which is non-eternal. This is because there are
no audible things other than sounds! Hence the third condition seems to be
satisfied trivially. The characteristic of type-5 inferences is that the reason-
property is ‘unique’ to the locus. According to Dinnaga, such inferences are
unsound, and the reason is that they fail the second condition - there is no
homologue, i.e. an eternal thing other than sound, which is also audible.
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But this just restates the characteristic feature of such inferences, it
doesn’t explain why they are unsound. Some modern authors argue that
the significance of the second condition is more epistemological, than logi-
cal: the second condition implies that there must be a positive supporting
example, and without such an example the inference, even if sound, carries
no conviction. Dinnaga might, however, have had a more formal or logical
reason for rejecting type-5 inferences. The universal rule here is “Whatever
is audible, apart from sound, is eternal”. Now if a universal rule of the
form ‘(Vz)(Fz — Gz)’ is made true by there being no F's, then so is the
rule {(Vz)(Fz — not-Gz)’. Hence, we could equally infer that sound is
non-eternal because it is audible! This resembles the fault which the Nyaya
called ‘prakaranasama’ or ‘indecisive’. Dinnaga, it seems, wants to avoid
this by saying that ‘(Vz)(Fz — Gx)’ is true only if there is at least one F',
which leads to the second condition.

Let us consider the argument from specifics further. I have said that an
extrapolation-grounding property is a nonempty subproperty — a property
narrower in extension than the property being extrapolated, and resident at
least in the object to which that property is being extrapolated. The sweet
smell of a lotus is a ground for extrapolating that it has a fragrance; its
being a blue lotus is a ground for extrapolating its being a lotus. Extrapo-
lation is a move from the specific to the general, from species to genus, from
conjunction to conjunct. Extrapolation is a move upwards in the hierarchy
of kinds. This model of extrapolation works well in most cases, but what
happens at the extremes? The extreme in one direction is a most general
property of all, a property possessed by everything. Existence or ‘reality’,
if it is a property, is a property like this, and the theory entails that ex-
istence is always extrapolatable — the inference ‘a is, because a is F’ is
always warranted. Dinnaga’s theory faces a minor technical difficulty here.
Since everything exists, then everything is ‘like’ the site of the inference (in
the same state as the site with respect to existence), and the unlikeness
class is empty. So Dinnaga has to be able to maintain that his third condi-
tion — absence of the reason property in every unlike object — is satisfied
when there are no unlike objects. The universal quantifier must have no
existential import. His innovative distinction between inference ‘for oneself’
(svarthanumana) and inference ‘for others’ (pararthanumana) is a help here.
It is the distinction between the logical preconditions for warranted extrap-
olation and the debate-theoretic exigencies of persuasion. While it might
be useful, even necessary, to be able to cite a supporting negative example
if one’s argument is to carry conviction and meet the public norms on be-
lievable inference, there is no corresponding requirement that the unlikeness
class be nonempty if an extrapolation is to be warranted.

What happens at the other extreme? Extrapolation is a move from the
more specific to the less specific, and the limit is the case when the reason
property is entirely specific to the site of the inference. There is no doubt
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but that Dinnaga thinks that extrapolation breaks down at this limit. He
calls such reason properties ‘specific indeterminate’ (asadharananaikantikay),
and classifies them as bogus-reasons. Indeed it is the entire function of
his second condition to rule out such properties. That is why the second
condition insists that the reason property must be present in an object like
the site. This condition is an addition to the first, that the reason property
be present in the site — it demands that the reason be present in some
other object like but not identical to the site. Dinnaga’s example in the
Collection on Knowing [II 7d] is:

[Thesis] Sound is noneternal.

[Reason] Because it is audible.

In the Wheel of Reasons [5cd—Ta], he gives another example:
[Thesis] Sound is eternal.
[Reason] Because it is audible.

What is the difference? In fact, the difference between these two examples
holds the key to what Dinnaga thinks is wrong. The property audibility,
something specific to sound, does not determine whether sound is eternal
or noneternal. In either case, audibility is absent from what is unlike sound
(because it is unique to sound) but also from what is like sound (except
for sound itself). This symmetry in the distribution of the reason property
undermines its capacity to discriminate between truth and falsity. To put
it another way, if we take the universal quantifier to range over everything
except the site of the inference, sound, then it is true both that everything
audible is eternal and that everything audible is noneternal — both are true
only because there are no audibles in the range of the quantifier.

This seems to be Dinnaga’s point, but it is not very satisfactory. Sound
is either eternal or noneternal, and so audibility is a subproperty of one
or the other. One and only one of the above universal quantifications is
true when the quantifier is unrestricted. In any case, just why is it that we
should not reason from the specific properties of a thing? We do it all the
time. Historical explanations are notoriously singular — unrepeated histor-
ical events are explained by specific features of their context. Dinnaga, it
seems, is like the follower of the deductive-nomological model in insisting
on repeatability as a criterion of explanation. What about mundane cases
like this one: the radio has stopped because I have unplugged it? Being
unplugged by me is a property specific to the radio, and yet the form of
the explanation seems unapproachable. Perhaps, however, what one should
say is that the explanatory property is ‘being unplugged’, and not ‘being
unplugged by me’, and the explanation rests on the generalisation ‘when-
ever a radio is unplugged, it stops.” So then the restriction is not to any
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property specific to the site, but only to those which are not merely to-
kens of some more general explanatory property. And yet there are still
intuitively rational but specific inferences — that salt is soluble because
it has a certain molecular structure, that helium is inert because it has a
certain atomic number, flying creatures fly because they have wings. Why
shouldn’t the specific properties of a thing be implicated in inferences of its
other properties?

What we see here is Dinnaga’s adherence to a strictly inductivist model
of extrapolation. The specific property audibility does not ground an ex-
trapolation of eternality or noneternality because there can be no inductive
evidence for the extrapolation. Inductive evidence takes the form of objects
in the likeness and unlikeness classes known to have or not to have the rea-
son. One might think that one does have at least ‘negative’ evidence, for
one knows that audibility is absent from any object in the unlikeness class.
So why can one not infer from the fact that audibility is absent in unlike
objects that it must be present in like objects? The answer is that one can
indeed make that inference, but it does not get one very far. For we must
recall again the way these classes are defined — as classes of objects like or
unlike the site with respect to eternality. We do not know whether the site
is eternal or noneternal, and in consequence we do not know whether unlike
things are things which are noneternal or eternal. So while we have plenty
of examples of eternal inaudibles and noneternal inaudibles, we still do not
know which are the ‘alike’ ones and which the ‘unalike’.

The explanation of salt’s solubility by its specific molecular structure
exemplifies a quite different model of explanation. It is a theoretical expla-
nation resting on the postulates of physical chemistry. It is from theory,
not from observation, that one infers that having an NaCl lattice structure
is a subproperty of being soluble. Similarly, within the context of suit-
able theories about the nature of sound and secondary qualities, one might
well be able to infer from sound’s being audible to its being noneternal.
Dinnaga, in spite of his brilliance and originality, could not quite free him-
self from the old model of inference from sampling. His inclusion of the
second condition was a concession to this old tradition. He should have
dropped it. Later Buddhists, beginning with Dharmakirti, did just that —
they effectively dropped the second condition by adopting the reading of it
that makes it logically equivalent to the third.

Dinnaga’s insistence that any acceptible inference should be accompanied
by both positive and negative supporting examples provoked the Naiyayika
Uddyotakara to criticise and expand the Wheel. Uddyotakara points out
that there are sound patterns of inference in which either the class of homo-
logues or the class of heterologues is empty. These he calls the ‘universally
negative’ (kevala-vyatikekin) and ‘universally positive’ (kevalanvayin) infer-
ences. We now have a wheel with sixteen possible cases (Figure 4):

Here, ‘0’ means that the class (sp or vp) is empty. An example of a
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vp
+ - + 0
+ good good
sp -
+ good good
0 good
Figure 4.

sound ‘universally positive’ inference might be: “This exists because I can
see it”. There are no heterologues, because there are no things which do not
exist, and so there are no negatively supporting examples. Nevertheless, we
should recognise the acceptibility such an inference. Examples of ‘univer-
sally negative’ inferences are more difficult to find. The later Nyaya link
such inferences with their theory of definition, considering such examples as
“Cows are distinct from non-cows, because they have dewlap’. There are
no objects which are distinct from non-cows except for cows, and hence no
homologues. But the inference might have significance, for it tells us that
the property of having dewlap serves to distinguish cows from non-cows,
and hence can be used as a definition of cowhood?>®.

2.8  Arguments from effect, essence and non-observation

Dharmakirti (AD 600-660) offers a substantive account of the conditions
under which the observation of a sample warrants extrapolation. His claim
is that this is so if the reason property is one of three types: an ‘effect’
reason (karya-hetu), a natural reason (svabhava-hetu), or a reason based on
nonobservation (anupalabdhi-hetu).®

In each case, the presence of the reason in some sense necessitates the
presence of the target. An effect-reason is a property whose presence is
causally necessitated by the presence of the target property — for example,
inferring that the mountain has fire on it, because of smoke above it. The
reason-target relation is a causal relation. Clearly one can, and later philoso-
phers?® indeed did, extend this to cover other species of causal inference,

38For further discussion, see B. K. Matilal, ”Introducing Indian Logic”, in Matilal
(1998), reprinted in Jonardon Ganeri ed., (Indian Logic: A Reader

39Dharmakirti, Nyayabindu IT 11-12.

408ee Moksakaragupta’s eleventh century Tarkabhasa or Language of Reason. Yuichi
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such as cases when reason and target are both effects of a common cause.
The generalisation ‘night follows day’ is true, not because day causes night
but because both day and night are caused by the rotation of the earth. An
example often cited is the inference of lemon-colour from lemon-taste, when
both are products of the same cause, viz. the lemon itself. Still another
example is the inference of ashes from smoke: ashes and smoke are both
effects of fire. Such an inference has two steps. First, fire is inferred from
smoke; second, ash is inferred from fire. The second step, in which we infer
an effect from its cause, is possible only because ash is a necessary effect of
fire.

A natural reason is one whose presence metaphysically necessitates that
of the target property, for example the inference that something is a tree
because it is a $imsapa (a species of tree). Dharmakirti appears to re-
gard the law “all simsapas are trees” as necessarily true, even if its truth
has to be discovered by observation, and thus to anticipate the idea that
there are a posteriori necessities.*! He states, surprisingly, that the reason-
target relation in such inferences is the relation of identity. Why? Perhaps
his idea is that the two properties being-a-§imsapa and being-a-tree are
token-identical, for the particular tree does not have two distinct proper-
ties, being-a-$imsapa and a separate property being-a-tree, any more than
something which weighs one kilogramme has two properties, having-weight
and having-weight-one-kilogramme. The properties as types are distinct,
but their tokens in individual objects are identical. Trope-theoretically, the
point can easily be understood. The very same trope is a member of two
properties, one wider in extension than the other, just as the class of blue
tropes is a subset of the class of colour tropes. But a blue object does not
have two tropes — one from the class of blue tropes and one from the class
of colour tropes. It is the self-same trope.

Is absence of evidence evidence of absence? According to Dharmakirti,
nonobservation sometimes proves absence: my failure to see an object, when
all the conditions for its perception are met, is grounds for an inference that
it is not here. The pattern of argument such inferences exemplify was known
to the medievals as argumentum ad ignorantiam, or an ‘argument from igno-
rance.” The pattern occurs whenever one infers that p on the grounds that
there is no evidence that p is false. Dharmakirti states that the argument
depends on the object’s being perceptible, i.e. that all the conditions for its
perception (other than its actual presence) are met in the given situation.
Douglas Walton, in a major study of arguments from ignorance,*? claims
that they depend for their validity on an implicit conditional premise — if p

Kajiyama, An Introduction to Buddhist Philosophy: An Annotated Translation of the
Tarkabhasa of Moksakaragupta, Memoirs of the Faculty of Letters (Kyoto) 10 (1966),
pp. 74-76.

4 Pramanavarttika 1, 39-42.

42Walton (1996).
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were false, p would be known to be false. The characteristics of an argument
from ignorance are then a ‘lack-of-knowledge’ premise — it is not known
that not-p, and a ‘search’ premise — if p were false, it would be known that
not-p. The underlying hidden premise mentioned by Dharmakirti seems to
be exactly the one Walton gives: if the object were here, one would see it.
The necessity here is subjunctive. The argument has a presumptive status -
one has a right to presume the conclusion to be true to the extent that one
has searched for and failed to find counter-evidence. It is this idea that is
strikingly absent in Dinnaga. Warranted extrapolation depends not on the
mere nonobservation of counterexamples, but on one’s failing to find them
in the course of a suitably extensive search.

In each of the three cases, the universal relation between reason and tar-
get is a relation not of coincidence but of necessity - causal, metaphysical or
subjunctive. Dharmakirti’s solution to the problem of induction, then, is to
claim that observation supports a generalisation only when that generalisa-
tion is lawlike or necessary. In this, I think he anticipates the idea that the
distinction between lawlike and accidental generalisations is that only the
former support the counterfactual ‘if the reason property were instantiated
here, so would be the target property’. In such a context, let us note, the
observation of even a single positive example might sometimes be sufficient
to warrant the extrapolation: I infer that any mango is sweet having tasted
a single mango; I infer that any fire will burn having once been burnt.

Extrapolation is warranted when the reason-target is lawlike, but it does
not follow that the extrapolator must know that it is lawlike. What Dhar-
makirti has succeeded in doing is to describe the conditions under which
extrapolation works — the conditions under which one’s actions, were they
to be in accordance with the extrapolation, would meet with success. It
is a description of the type of circumstance in which extrapolation is re-
warded (i.e. true — if, as it seems, Dharmakirti has a pragmatic theory of
truth*®). As to how, when or whether one can know that one is in such a
circumstance, that is another problem altogether and not one that Dhar-
makirti has necessarily to address. For a general theory of rationality issues
in conditions of the form ‘in circumstances C, it is rational to do ¢’ or ‘in
circumstances C, it is rational to believe p’. And this is precisely the form
Dharmakirti’s conditions take.

2.4 The Jaina reformulation of the triple condition

Dinnaga had argued that there are three marks individually necessary and
jointly sufficient for the warranted extrapolation from reason to target (§2.2).

43Shoryu Katsura, “Dharmakirti’s Concept of Truth,” Journal of Indian Philosophy
12 (1984), pp. 213-235. Georges B. J. Dreyfus, Recognizing Reality: Dharmakirti’s
Philosophy and its Tibetan Interpretations (Albany: State University of New York Press,
1997), chapter 17.
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They are (1) that the reason be present in the site of the extrapolation, (2)
that the reason be present (only) in what is similar to the target, and (3)
that the reason be absent in what is dissimilar to the target. The second
of these conditions is, arguably, equivalent to the third, which asserts that
the reason property is absent when the target property is absent. That was
supposed to capture the idea of a ‘no counterexample’ condition, according
to which an extrapolation is warranted just in case there is nothing in which
the reason is present but not the target. What happens to this account if
one allows, as the Jaina logicians do, that a property and its absence be
compossible in a single object?** What happens is that the three marks
cease to be sufficient for warranted extrapolation. In particular, the third
mark no longer captures the idea behind the ‘no counterexample’ condition.
For now the absence of the reason property in a place where the target is
absent does not preclude its presence there too! So the third mark can be
satisfied and yet there still be counterexamples — cases of the presence of
the reason together with the absence of the target.

The Jainas indeed claim that the three marks are neither necessary nor
sufficient for warranted extrapolation. Their response is to substitute for
the three marks a new, single, mark. It is clear that if the presence and
absence of a property are compossible, then a distinction needs to be drawn
between absence and nonpresence. The first is consistent with the presence
of the property; the second is not. Early post-Dinnaga Jainas like Akalanka,
and Siddhasena described the new mark in quasi-Buddhistic terms, as ‘no
presence without’ (a-vina-bhava) — i.e. no presence of the reason without
the target. Thus Akalanka:*®

An extrapolation is a cognition of what is signified from a sign
known to have the single mark of no presence without the target
(sadhyavinabhava). Its result is blocking and other cognitions.

The relata of the causality and identity relations cannot be cog-
nised without the suppositional knowledge (tarka) of their being
impossible otherwise, [which is] the proof that this is the single
mark even without those relations. Nor is a tree the own-nature
(svabhava) or the effect (karya) of such things as shade. And
there is no disagreement here.

There is an obvious reference to and criticism of Dharmakirti here,*® and
also a mention of the important idea, which we have already discussed,
that presumptive argumentation (tarka) is what gives us knowledge of the

448ee B. K. Matilal, The Central Philosophy of Jainism (Ahmedabad: L. D. Institute
of Indology, 1981).

45 Laghiyastraya, verse 12.

460n Akalanka on Dharmakirti: Nagin J. Shah, Akalanka’s Criticism of Dharmakirti’s
Philosophy (Ahmedabad: L. D. Institute, 1967), pp. 267-270.
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universal generalisations grounding extrapolations. The crucial difference
from the Buddhists is in the meaning of ‘no presence’. For the Jainas, it has
to stand for nonpresence and not for absence. That led them to reformulate
the reason-target relation as a relation of necessitation. Siddhasena:

The mark of a reason is ‘being impossible otherwise’ (anyathanupannatva)
[Nyayavatara 22].

Vadideva Suri gives the developed Jaina formulation:

A reason has a single mark, ‘determined as impossible other-
wise’. It does not have three marks, for fallacies are then still
possible [Pramananaya-tattalokalamkara 3.11-12].

The idea is that the reason cannot be present if the target is not. It
is impossible for the reason to be present otherwise than if the target is
present. The presence of the reason necessitates the presence of the target.

I said that Dinnaga’s three marks are, for the Jainas, neither necessary
nor sufficient. They are not sufficient because they permit extrapolation
when the reason is both present and absent, and the target nonpresent.
On what grounds are they thought not to be necessary? The theory of ex-
trapolation as developed first by the early Naiyayikas and then by Dinnaga
has a built-in simplifying assumption. The assumption is that extrapola-
tion is always a matter of inferring from the presence of one property in
an object to the presence of a second property in that same object. But
that assumption excludes many intuitively warranted extrapolations. The
main examples considered by the Jainas are: (i) the Sakata star-group will
rise because krttika star-group has risen; (ii) the sun is above the horizon
because the earth is in light; (iii) there is a moon in the sky because there
is a moon in the water.

These examples are said to prove that the first of Dinnaga’s three marks,
that the reason property is present in the site, is not a necessary condition on
warranted extrapolation. And yet, while it is certainly desirable to broaden
the reach of the theory to cover new patterns of extrapolative inference,
it is not very clear what these examples show. What is the underlying
generalisation? What are the similar and dissimilar examples? In the first
case, the extrapolation seems to be grounded in the universal generalisation
‘whenever the krttika arises, so too does the Sakata.” But then there is
indeed a single site of extrapolation — the present time. The inference is:
the Sakata will rise now because krttika has now risen. A similar point could
be made about the second example. There seems indeed to be an implicit
temporal reference in both of the first two cases, an extrapolation grounded
in a universal generalisation over times.

The third case is more convincing, yet here too one might try to discern
a common site. For the true form of the extrapolation is: the moon is in
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the sky because it is reflected in the water, an extrapolation grounded in
a universal generalisation of the form ‘objects cause their own reflections’.
Certainly, however, there are patterns of extrapolation for which the ‘single
site’ condition does not hold. If, for example, one can find a universal
generalisation of the form Vzdy(Fx — Gy)’, then from ‘JzFz’ one can
infer ‘dxGx’. Perhaps this is the pattern of extrapolation the Jainas intend
to exemplify with their example of a sky-moon and a water-moon. If so,
it is represents an important criticism of a simplifying, but in the end also
restricting, assumption in the classical theory of extrapolation.

3 JAINA CONTRIBUTIONS IN INDIAN LOGIC: THE LOGIC OF
ASSERTION

3.1 Rationality and Consistency

What is the rational response when confronted with a set of propositions
each of which we have some reason to accept, and yet which taken together
form an inconsistent class? This was, in a nutshell, the problem addressed
by the Jaina logicians of classical India, and the solution they gave is, I think,
of great interest, both for what it tells us about the relationship between
rationality and consistency, and for what we can learn about the logical
basis of philosophical pluralism. The Jainas claim that we can continue to
reason in spite of the presence of inconsistencies, and indeed construct a
many-valued logical system tailored to the purpose. My aim in this chapter
is to offer an interpretation of that system and to try to draw out some of
its philosophical implications.

There was in classical India a great deal of philosophical activity. Over
the years, certain questions came to be seen as fundamental, and were hotly
contested. Are there universals? Do objects endure or perdure? Are there
souls, and, if so, are they eternal or non-eternal entities? Do there exist
wholes over and above collections of parts? Different groups of philosophers
offered different answers to these and many other such questions, and each,
moreover, was able to supply plausible arguments in favour of their posi-
tion, or to offer a world-view from which their particular answers seemed
true. The body of philosophical discourse collectively contained therefore,
a mass of assertions and contradictory counter-assertions, behind each of
which there lay a battery of plausible arguments. Such a situation is by
no means unique to philosophical discourse. Consider, for instance, the
current, status of physical theory, which comprises two sub-theories, rela-
tivity and quantum mechanics, each of which is extremely well supported,
and yet which are mutually inconsistent. The same problem is met with
in computer science, where a central notion, that of putting a query to a
data-base, runs into trouble when the data-base contains data which is in-
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consistent because it is coming in from many different sources. For another
example of the general phenomenon under discussion, consider the situation
faced by an investigator using multiple-choice questionnaires, when the an-
swers supplied in one context are in conflict with those supplied in another.
Has the interrogee said ‘yes’ or ‘no’ to a given question, when they said ‘yes’
under one set of conditions but ‘no’ under another? Do their answers have
any value at all, or should we simply discard the whole lot on account of
its inconsistency? Perhaps the most apposite example of all is the case of
a jury being presented with the evidence from a series of witnesses. Each
witness, we might suppose, tells a consistent story, but the total evidence
presented to the jury might itself well be inconsistent.

The situation the Jainas have in mind is one in which a globally incon-
sistent set of propositions, the totality of philosophical discourse, is divided
into sub-sets, each of which is internally consistent. Any proposition might
be supported by others from within the same subset. At the same time,
the negation of that proposition might occur in a distinct, though possi-
bly overlapping subset, and be supported by other propositions within it.
Each such consistent sub-set of a globally inconsistent discourse, is what the
Jainas call a “standpoint” (naya). A standpoint corresponds to a particular
philosophical perspective.

Let us say that a proposition is arguable if it is assertible within some
standpoint, i.e. if it is a member of a mutually supporting consistent set
of propositions. The original problem posed was this: what is the rational
reaction to a class of propositions, each of which is, in this sense, arguable,
yet which is globally inconsistent? It seems that there are three broad
types of response. The first, which I will dub doctrinalism, is to say that it
will always be possible, in principle, to discover which of two inconsistent
propositions is true, and which is false. Hence our reaction should be to
reduce the inconsistent set to a consistent subset, by rejecting propositions
which, on close examination, we find to be unwarranted. This is, of course,
the ideal in philosophical debate, but it is a situation we are rarely if ever
in. The problem was stipulated to be one such that we cannot decide, as
impartial observers, which of the available standpoints, if any, is correct.
If doctrinalism were the only option, then we would have no choice but to
come down in favour of one or other of the standpoints, basing our selection,
perhaps on historical, cultural, or sociological considerations, but not on
logical ones.

A second response is that of scepticism. Here the idea is that the exis-
tence both of a reason to assert and a reason to reject a proposition itself
constitutes a reason to deny that we can justifiably either assert or deny
the proposition. A justification of a proposition can be defeated by an
equally plausible justification of its negation. This sceptical reaction is at
the same time a natural and philosophically interesting one, and indeed has
been adopted by some philosophers, notably Nagarjuna in India and the
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Pyrrhonic sceptics as reported by Sextus Empiricus. Sextus, indeed states
as the first of five arguments for scepticism, that philosophers have never
been able to agree with one another, not even about the criteria we should
use to settle controversies.

The third response is that of pluralism, and this is the response favoured
by the Jainas. The pluralist finds some way conditionally to assent to each
of the propositions, and she does so by recognising that the justification
of a proposition is internal to a standpoint. In this way, the Jainas try
“to establish a rapprochement between seemingly disagreeing philosoph-
ical schools”#”, thereby avoiding the dogmatism or “one-sidedness” from
which such disagreements flow. Hence another name for their theory was
anekantavada, the doctrine of “non-one-sidedness” .

In spite of appearances to the contrary, the sceptic and the pluralist
have much in common. For although the sceptic rejects all the propositions
while the pluralist endorses all of them, they both deny that we can solve the
problem by privileging just one position, i.e. by adopting the position of the
doctrinalist. (It seems, indeed, that scepticism and pluralism developed in
tandem in India, both as critical reactions to the system-based philosophical
institutions.) Note too that both are under pressure to revise classical logic.
For the sceptic, the problem is with the law of excluded middle, the principle
that for all p, either p or =p. The reason this is a problem for the sceptic is
that she wishes to reject each proposition p without being forced to assent
to its negation —p. The pluralist, on the other hand, has trouble with a
different classical law, the law of non-contradiction, that for all p, it is not
the case both that p and that —p, for she wishes to assent both to the
proposition p and to its negation. While a comparative study of the two
responses, sceptical and pluralist, would be of interest, I will here confine
myself to developing the version of pluralism developed by the Jainas, and
discussing the extent to which their system becomes paraconsistent. It is
very often claimed that the Jainas ‘embrace’ inconsistency, but I will be
arguing that this is not so, that we can understand their system by giving
it a less strongly paraconsistent reading.

3.2 Jaina seven-valued logic

The Jaina philosophers support their pluralism by constructing a logic in
which there are seven distinct semantic predicates (bhangi), which, since
they attach to sentences, we might think of as truth-values (for a slightly
different interpretation, see Ganeri 2001, chapter 5). I will first set out the

47B.K. Matilal, The Central Philosophy of Jainism, Calcutta University Press, Cal-
cutta 1977:61.

48For a good outline of these aspects of Jaina philosophical theory, see B.K. Matilal,
The Central Philosophy of Jainism, and P. Dundas, The Jains, Routledge Press, London
1992.
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system following the mode of description employed by the Jainas themselves,
before attempting to reconstruct it in a modern idiom. I will follow here
the twelfth century author Vadideva Sari (1086-1169 A.D.), but similar
descriptions are given by many others, including Prabhacandra, Mallisena
and Samantabhadra. This is what Vadideva Suri says (Pramana-naya-
tattvalokalarikarah, chapter 4, verses 15-21):49

The seven predicate theory consists in the use of seven claims
about sentences, each preceded by “arguably” or “conditionally”
(syat), [all] concerning a single object and its particular proper-
ties, composed of assertions and denials, either simultaneously
or successively, and without contradiction. They are as follows:

1. Arguably, it (i.e. some object) exists (syad asty eva). The
first predicate pertains to an assertion.

2. Arguably, it does not exist (syan nasty eva). The second
predicate pertains to a denial.

3. Arguably, it exists; arguably, it doesn’t exist (syad asty eva
syan nasty eva). The third predicate pertains to successive
assertion and denial.

4. Arguably, it is ‘non-assertible’ (syad avaktavyam eva). The
fourth predicate pertains to a simultaneous assertion and
denial.

5. Arguably, it exists; arguably it is non-assertible (syad asty
eva syad avaktavyam eva). The fifth predicate pertains to
an assertion and a simultaneous assertion and denial.

6. Arguably, it doesn’t exist; arguably it is non-assertible (syan
nasty eva syad avaktavyam eva). The sixth predicate per-
tains to a denial and a simultaneous assertion and denial.

7. Arguably, it exists; arguably it doesn’t exist; arguably it
is non-assertible (syad asty eva syan nasty eva syad avak-
tavyam eva). The seventh predicate pertains to a succes-
sive assertion and denial and a simultaneous assertion and
denial.

The structure here is simple enough. There are three basic truth-values, true
(t), false (f), and non-assertible (u). There is also some means of combining
basic truth-values, to form four further compound values, which we can
designate tf, tu, fu and tfu. There is a hint too that the third basic value is
itself somehow a product of the first two, although by some other means of
combination - hence the talk of simultaneous and successive assertion and

49vadideva Siiri: 1967, Pramana-naya-tattvalokalamkara, ed. and transl. H. S. Bat-
tacharya, Jain Sahitya Vikas Mandal, Bombay.
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denial. Thus, in Jaina seven valued logic, all the truth-values are thought
to be combinations in some way or another of the two classical values.

There is, however, a clear risk that the seven values in this system will
collapse trivially into three. For if the fifth value, tu, means simply “true
and true-and-false”, how is it distinct from the fourth value, u, “true-and-
false”? No reconstruction of the Jaina system can be correct if it does not
show how each of the seven values is distinct. The way forward is to pay
due attention to the role of the conditionalising operator “arguably” (syat).
The literal meaning of “syat” is “perhaps it is”, the optative form of the
verb “to be”. The Jaina logicians do not, however, use it in quite its literal
sense, which would imply that no assertion is not made categorically, but
only as a possibility-claims. Instead, they use it to mean “from a certain
standpoint” or “within a particular philosophical perspective”. This is the
Jaina pluralism: assertions are made categorically, but only from within a
particular framework of supporting assertions. If we let the symbol “V?”
represent “syat”’, then the Jaina logic is a logic of sentences of the form
“Vp”, a logic of conditionally justified assertions. As we will see, it resem-
bles other logics of assertion, especially the ones developed by Jaskowski®®
and Rescher®!.

The first three of the seven predications now read as follows:

1. |p| =t iff Vp.

In other words, p is true iff it is arguable that p. We are to interpret this as
saying that there is some standpoint within which p is justifiably asserted.
We can thus write it as

1. |p| =tiff 3o o : p,

where “o : p” means that p is arguable from the standpoint o. For the
second value we may similarly write,

2. |pl=fif V -p
That is,
lp| = f iff 3o o : —p.

The third value is taken by those propositions whose status is controversial,
in the sense that they can be asserted from some standpoints but their
negations from others. These are the propositions which the Jainas are
most concerned to accommodate. Thus

3. Ipl=tfiff [pl =t & |p| = f.

50 Jagkowski, S.: 1948, “Propositional calculus for contradictory deductive systems”;
English translation in Studia Logica 24: 143 - 157 (1969).
51Rescher, N.: 1968, Topics in Philosophical Logic, Reidel, Dordrecht.
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Le.
Ip| = tf iff Vp & V-,

or again
p|=tfiff Io o:p & Jo o : —p.

This way of introducing a new truth-value, by combining two others, may
seem a little odd. I think, however, that we can see the idea behind it if
we approach matters from another direction. Let us suppose that every
standpoint is such that for any given proposition, either the proposition or
its negation is assertible from within that standpoint. Later, I will argue
that the Jainas did not want to make this assumption, and that this is what
lies behind their introduction of the new truth-value “non-assertible”. But
for the moment let us make the assumption, which is tantamount to sup-
posing that every standpoint is ‘optimal’, in the sense that for any arbitrary
proposition, it either supplies grounds for accepting it, or else grounds for
denying it. There are no propositions about which an optimal standpoint
is simply indifferent. Now, with respect to the totality of actual optimal
standpoints, a proposition can be in just one of three states: either it is a
member of every optimal standpoint, or its negation is a member of every
such standpoint, or else it is a member of some, and its negation of the rest.
If we number these three states, 1, 2 and 3, and call the totality of all actual
standpoints, X, then the value of any proposition with respect to X is either
1, 2 or 3. The values 1, 2 and 3 are in fact the values of a three-valued
logic, which we can designate M3. There is a correspondence between this
logic and the system introduced by the Jainas (J3, say). The idea, roughly
is that a proposition has the value ‘true’ iff it either has the value 1 or 3, it
has the value ‘false’ iff it either has the value 2 or 3, and it has the value
‘tf” iff it has the value 3. Hence the three values introduced by the Jainas
represent, albeit indirectly, the three possible values a proposition may take
with respect to the totality of optimal standpoints.

Before elaborating this point further, we must find an interpretation for
the Jainas’ fourth value “non-assertible”. Bharucha and Kamat offer the
following analysis of the fourth value:

The fourth predication consists of affirmative and negative state-
ments made simultaneously. Since an object X is incapable of
being expressed in terms of existence and non-existence at the
same time, even allowing for Syad, it is termed ‘indescribable’.
Hence we assign to the fourth predication ... the indeterminate
truth-value I and denote the statement corresponding to the
fourth predication as (p&-—p).52

Bharucha and Kamat’s interpretation is equivalent to

52Bharucha, F. and Kamat, R. V.: 1984, “Syadvada theory of Jainism in terms of
deviant logic”, Indian Philosophical Quarterly, 9: 181 — 187; 183.
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4. |p| = v iff V(p&-p),
that is
|p| = w iff Jo o : (p&—p).

Thus, for Bharucha and Kamat, the Jaina system is paraconsistent because
it allows for standpoints in which contradictions are justifiably assertible.
This seems to me to identify the paraconsistent element in the Jaina theory
in quite the wrong place. For while there may be certain sentences, such as
the Liar, which can justifiably be both asserted and denied, this cannot be
the case for the wide variety of sentences which the Jainas have in mind,
sentences like “There exist universals” and so on. Even aside from such
worries, the current proposal has a technical defect. For what now is the
fifth truth-value, tu? If Bharucha and Kamat are right then it means that
there is some standpoint from which ‘p’ can be asserted, and some from
which ‘p&—p’ can be asserted. But this is logically equivalent to u itself.
The Bharucha and Kamat formulation fails to show how we get to a seven-
valued logic.

Another proposed interpretation is due to Matilal. Taking at face-value
the Jainas’ elaboration of the fourth value as meaning “simultaneously both
true and false”, he says

the direct and unequivocal challenge to the notion of contradic-
tion in standard logic comes when it is claimed that the same
proposition is both true and false at the same time in the same
sense. This is exactly accomplished by the introduction of the
[fourth] value - “Inexpressible”, which can also be rendered as
paradoxical.®?

Matilal’s intended interpretation seems thus to be
4. |p| = u iff V(p,—p),
ie. |p| =wiff Jo(o : p&o : —p).

Matilal’s interpretation is a little weaker than Bharucha and Kamat,
for he does not explicitly state that the conjunction ‘p&—p’ is asserted,
only that both conjuncts are. Admittedly, the difference between Matilal
and Bharucha and Kamat is very slight, and indeed only exists if we can
somehow make out the claim that both a proposition and its negation are
assertible without it being the case that their conjunction is. For example,
we might think that the standpoint of physical theory can be consistently

53Matilal, B. K.: 1991, “Anekanta: both yes and no?”, Journal of Indian Council of
Philosophical Research, 8: 1 — 12; 10.
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extended by including the assertion that gods exists, and also by including
the assertion that gods do not exist. It would not follow that one could
from any standpoint assert the conjunction of these claims. Yet whether
there is such a difference between Matilal’s position and that of Bharucha
and Kamat is rather immaterial, since Matilal’s proposal clearly suffers
from the precisely the same technical defect as theirs, namely the lack of
distinctness between the fourth and fifth values.

Tere is another interpretation, one which gives an intuitive sense to the
truth-value “non-assertible”, sustains the distinctness of each of the seven
values, but does not require us to abandon the assumption that standpoints
are internally consistent. Recall that we earlier introduced the idea of an
optimal standpoint, by means of the assumption that for every proposition,
either it or its negation is justifiably assertible from within the standpoint.
Suppose we now retract that assumption, and allow for the existence of
standpoints which are just neutral about the truth or falsity of some propo-
sitions. We can then introduce a new value as follows:

4. |p| =u < Fo(-(0o : p)&—(o : 7p)).

Neither the proposition nor its negation is assertible from the standpoint.
For example, neither the proposition that happiness is a virtue nor its nega-
tion receives any justification from the standpoint of physical theory. We
have, in effect, rejected a commutativity rule, that if it not the case that ‘p’
is assertible from a standpoint o then ‘—p’ is assertible from o and vice versa
[-(c:p) < (0 :-p)]. Our new truth-value, u, is quite naturally called
“non-assertible”, and it is clear that the fifth value, tu, the conjunction of
t with u, is not equivalent simply with u. The degree to which the Jaina
system is paraconsistent is, on this interpretation, restricted to the sense in
which a proposition can be tf, i.e. both true and false because assertible
from one standpoint but deniable from another. It does not follow that
there are standpoints from which contradictions can be asserted.

Why have so many writers on Jaina logic have felt that Jaina logic is
paraconsistent in the much stronger sense. The reason for this belief is
the account which some of the Jainas themselves give of the meaning of
their third basic truth-value, “non-assertible”. As we saw in the passage
from Vadideva Suri, some of them say that a proposition is non-assertible
iff it is arguably both true and false simultaneously, as distinct from the
truth value tf, which is successively arguably true and arguably false. We
are interpreting the Jaina distinction between successive and simultaneous
combination of truth-values in terms of a scope distinction with the oper-
ator “arguably”. One reads “arguably (t&f)”, the other “(arguably t) &
(arguably f)”. If this were the correct analysis of the fourth truth-value,
then Jaina logic would indeed be strongly paraconsistent, for it would be
committed to the assumption that there are philosophical positions in which
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contradictions are rationally assertible. Yet while such an interpretation is,
on the face of it, the most natural way of reading Vadideva Suri’s elabo-
ration of the distinction between the third and fourth values, it if far from
clear that the Jaina pluralism really commits them to paraconsistency in
this strong form. Their goal is, to be sure, to reconcile or synthesise mutu-
ally opposing philosophical positions, but they have no reason to suppose
that a single philosophical standpoint can itself be inconsistent. Internal
consistency was, in classical India, the essential attribute of a philosophical
theory, and a universally acknowledged way to undermine the position of
one’s philosophical opponent was to show that their theory contradicted
itself. The Jainas were as sensitive as anyone else to allegations that they
were inconsistent, and strenuously denied such allegations when made. I
have shown that it is possible to reconstruct Jaina seven-valued logic in a
way which does not commit them to a strongly paraconsistent position.

The interpretation I give to the value “non-assertible” is quite intu-
itive, although it does not mean “both true and false simultaneously”.
My interpretation, moreover, is supported by at least one Jaina logician,
Prabhacandra. Prabhacandra, who belongs to the first part of the ninth
century C.E., is one of the few Jainas directly to address the question of
why there should be just seven values. What he has to say is very interest-
ing:

(Opponent:) Just as the values ‘true’ and ‘false’; taken succes-
sively, form a new truth-value ‘true-false’, so do the values ‘true’
and ‘true-false’. Therefore, the claim that there are seven truth-
values is wrong.

(Reply:) No: the successive combination of ‘true’ and ‘true-false’
does not form a new truth-value, because it is impossible to have
‘true’ twice. ... In the same way, the successive combination of
‘false’ and ‘true-false’ does not form a new truth-value.

(Opponent:) How then does the combination of the first and
the fourth, or the second and the fourth, or the third and the
fourth, form a new value?

(Reply:) It is because, in the fourth value “non-assertible”, there
is no grasp of truth or falsity. In fact, the word “non-assertible”
does not denote the simultaneous combination of truth and fal-
sity. What then? What is meant by the truth-value “non-
assertible” is that it is impossible to say which of ‘true’ and
‘false’ it is.54

This passage seems to support the interpretation offered above. When talk-
ing about the “law of non-contradiction” in a deductive system, we must dis-

54Prabhacandra: 1941, Prameyakamalamartanda, ed. M. K. Shastri, Nirnayasagar
Press, Bombay; p. 683 line 7 ff.
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tinguish between two quite different theses: (a) the thesis that “—(p&-p)”
is a theorem in the system, and (b) the thesis that it is not the case that
both ‘p’ and ‘—p’ are theorems. The Jainas are committed to the first of
these theses, but reject the second. This is the sense in which it is correct
to say that the Jainas reject the “law of non-contradiction”.

I showed earlier that when we restrict ourselves to optimal standpoints,
the total discourse falls into just one of three possible states with respect
to each system. The Jainas have a seven-valued logic because, if we allow
for the existence of non-optimal standpoints, standpoints which are just
neutral with respect to some propositions, then, for each proposition, p say,
the total discourse has exactly seven possible states. They are as follows:

1. p is a member of every standpoint in X.

2. —p is a member of every standpoint in X.

. pis a member of some standpoints, and —p is a member of the rest.
. pis a member of some standpoints, the rest being neutral.

. —p is a member of some standpoints, the rest being neutral.

. pis neutral with respect to every standpoint.

N O Ot s W

. p is a member of some standpoints, —p is a member of some other
standpoints, and the rest are neutral.

Although Jainas do not define the states in this way, but rather via the
possible combinations of the three primitive values, t, f and u, it is not
difficult to see that the two sets map onto one another, just as they did
before. Thust = (1,3,4,7), f =(2,35,7),tf = (3, 7), and so on.

Using many-valued logics in this way, it should be noted, does not involve
any radical departure from classical logic. The Jainas stress their commit-
ment to bivalence, when they try to show, as Vadideva Stri did above, that
the seven values in their system are all products of combining two basic
values. This reflects, I think, a commitment to bivalence concerning the
truth-values of propositions themselves. The underlying logic within each
standpoint is classical, and it is further assumed that each standpoint or
participant is internally consistent. The sometimes-made suggestion®® that
sense can be made of many-valued logics if we interpret the assignment of
non-classical values to propositions via the assignment of classical values to
related items is reflected here in the fact that the truth-value of any propo-
sition p (i.e. |p|) has two values, the status of p with respect to standpoint
o (‘|pls’) derivatively has three values, and the status of p with respect to
a discourse ¥ (‘|p|y’), as we have just seen, has seven.

55Haack, S.: 1974, Dewviant Logic, Cambridge University Press, Cambridge; 64.
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Consider again the earlier example of a jury faced with conflicting evi-
dence from a variety of witnesses. The Jainas wouldn’t here tell us ‘who
dun it’, for they don’t tell us the truth-value of any given proposition. What
they give us is the means to discover patterns in the evidence, and how to
reason from them. For example, if one proposition is agreed on by all the
witnesses, and another is agreed on by some but not others, use of the Jaina
system will assign different values to the two propositions. The Jainas, as
pluralists, do not try to judge which of the witnesses is lying and which
is telling the truth; their role is more like that of the court recorder, to
present the totality of evidence in a maximally perspicuous form, one which
still permits deduction from the totality of evidence.

So far so good. But there is another worry now, one which strikes at the
very idea of using a many-valued logic as the basis for a logic of discourse.
For, when we come to try and construct truth-tables for the logical constants
in such a logic, we discover that the logic is not truth-functional. That is to
say, the truth-value of a complex proposition such as ‘p&q’, is not a function
solely of the truth-values of the constituent propositions ‘p’ and ‘q’. To see
this, and to begin to find a solution, I shall need briefly to describe the work
of the Polish logician, Jaskowski, who was the founder of discursive logics
in the West, and whose work, in motivation at least, provides the nearest
contemporary parallel to the Jaina theory.

3.8 Jaskowski and the Jainas

Philosophical discourse is globally inconsistent, since there are many propo-
sitions to which some philosophers assent while others dissent. The Jainas
therefore develop a logic of assertions-made-from-within-a-particular-standpoint,
and note that an assertion can be both arguably true, i.e. justified by being
a member of a consistent philosophical position, and at the same time be
arguably false, if its negation is a member of some other consistent philo-
sophical standpoint. This move is quite similar to that of the founder of
inconsistent logics, Jaskowski, who developed a “discussive logic” in which a
proposition is said to be ‘discussively true’ iff it is asserted by some member
of the discourse.

Jaskowski motivates his paper “Propositional Calculus for Contradictory
Deductive Systems” with two observations. The first is that

any vagueness of the term a can result in a contradiction of sen-
tences, because with reference to the same object X we may say
that “X is @” and also “X is not a”, according to the meanings
of the term a adopted for the moment,

the second is that

the evolution of the empirical sciences is marked by periods in
which the theorists are unable to explain the results of experi-
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ments by a homogeneous and consistent theory, but use different
hypotheses, which are not always consistent with one another,
to explain the various groups of phenomena.?®

He then introduces an important distinction between two properties of de-
ductive systems. A deductive system is said to be contradictory if it in-
cludes pairs of theorems A and —A which contradict each other. It is
over-complete, on the other hand, if every well-formed formula is a the-
orem of the system. In classical logic, these two properties are conflated;
hence the slogan “anything follows from a contradiction”. The problem
to which Jaskowski addresses himself, therefore, is that of constructing a
non-classical system which is contradictory but not over-complete. In clas-
sical logic, given two contradictory theses A, = A, we may deduce first that
A&—A, using the &-introduction or Adjunction Rule, A, B —+ A&B. Then,
since A&—A iff B&—B for any arbitrary A and B, and since B&—-B — B
from &-elimination or Simplification, A&B — A, it follows that B. More
clearly:

1. A-A

2. A&—A, from 1 by Adjunction.

3. A&—Aiff B&-B, for any arbitrary A and B.

4. B&—-B — B, by Simplification.

5. A&—A — B, from 3 and 4.

6. B, from 2 and 5 by Modus Ponens. B

To get an inconsistent (contradictory but not over-complete) system, at
least one step in this sequence must be broken. In Jaskowski’s new system,
‘discursive logic’, it is the Adjunction Rule which no longer holds. Jaskowski
considers the system in which many different participants makes assertions,
each thereby contributing information to a single discourse. The best ex-
ample, perhaps, is one already given, the evidence presented to a jury by
witnesses at a trial. Jaskowski then introduces the notion of discursive as-
sertion, such that a sentence is discursively asserted if it is asserted by one
of the participants in the discourse, and he notes that the operator “it is
asserted by someone that...” is a modal operator for the semantics of which
it should be possible to use an existing modal logic. Thus

A is a theorem of D2 iff A,

where D2 is Jaskowski’s two-valued discursive logic, and “{” is the operator
“someone asserts that...”. For some reason, Jaskowski chooses a strong
modal system, S5, to give the semantics of this operator, but this is surely
a mistake. The reason is that the S5 modal principle ‘A — $A’ does not
seem to hold for a discursive system, since there will be truths which no-one

56 Jagkowski, S.: 1948, “Propositional calculus for contradictory deductive systems”;
English translation in Studia Logica, 24: 143 - 157 (1969); 144.
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asserts. It would not be difficult, however, to use a weaker modal system
than S5, for example S2° or S3°, which lack the above principle, as the basis
for D2. (The characteristic axiom of S4°, ‘GOA — $A’, does not seem
to hold in a discursive system: it can be assertible from some standpoint
that there is another standpoint in which p is assertible without there being
such a standpoint). The point to note is that, in most modal systems, the
Adjunction Rule fails, since it does not follow that the conjunction A& B is
possible, even if A is possible and B is separately possible. And this too,
is what we would expect from the discursive operator, for one participant
may assert A, and another B, without there being anyone who asserts the
conjunction. Jaskowski therefore arrives at a system which is contradictory,
since both A and —A can be theses, but, because it is non-adjunctive, is not
over-complete.

3.4 The Logical Structure of the Jaina System

The parallels in motivation between Jaskowski’s discursive logic, and the
Jaina system are unmistakable. There is, however, an important difference,
to which I alluded earlier. Modal logics are not truth-functional; one cannot,
for example, deduce the truth-value of ‘{(A&B)’ from the truth-values of
‘GA” and ‘OB’. And it seems for the same reason that a discursive logic
cannot, be truth-functional either. Suppose, for example, that we have two
propositions A, and B, both of which are assertible from (possibly distinct)
standpoints, and hence both true in the Jaina system. What is the truth-
value of A& B? It seems that this proposition could be either true, false, or
both.

It is possible to offer a defence of the Jaina position here. For simplicity,
let us restrict ourselves to the Jaina system with only optimal standpoints
and just three truth-values. If my suggested defence works here, its ex-
tension to the full Jaina system J7, would not be especially problematic.
Consider again the three-valued logic, M3, whose values were defined as
follows:

p|=1iff Vo o : p.
pl=2iff Vo o : —p
p|=3iff Jo o0 :p & Jo 0 : —p.

These correspond to the three possible states of a totality of optimal
standpoints. When we try to construct the truth-table for conjunction
in such a system, we find that it is non-truth-functional. Thus, consider
the truth-value of ‘p&q’, when |p| = |¢| = 3. Here, |p&q| might itself
be 3, but it might also be 2. Thus, the truth-value of the conjunction
is not uniquely determined by those of its conjuncts. What is uniquely
determined, however, is that the truth-value belongs to the class (2, 3). To
proceed, we can appeal to an idea first introduced by N. Rescher in his
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paper “Quasi-truth-functional systems of propositional logic”.5” A quasi-
truth-functional logic is defined there as one in which “some connectives are
governed by many-valued functions of the truth-values of their variables”.
The entries in the truth-table of such a logic are typically not single truth-
values but sets of values. It is clear that the system set up just now is, in this,
sense, quasi-truth-functional. Now, as Rescher himself points out, a quasi-
truth-functional logic will always be equivalent to a multi-valued strictly
truth-functional system. The idea, roughly, is that we can treat a class of
truth-values as constituting a new truth-value. Typically, if the quasi-truth-
functional system has n truth-values, its strictly truth-functional equivalent
will have 2™ - 1 values (Rescher notes that “in the case of a three-valued
(T, F, I) quasi-truth-functional system we would need seven truth-values,
to represent: T, F, I, (T, F), (T, I), (F, I), (T, F, I)” but argues that there
are special reasons entailing that for a two-valued quasi-truth-functional
system we need four rather than three values.). The seven-valued system
which results in this way from the three-valued logic sketched above has,
in fact, been studied notably by Moffat®®. I will therefore call it M7. An
initially tempting idea is to identify the Jaina system J7 with M7. This,
however, will only work if the fourth value, u, is defined thus:

p|=uiff Vo o:pV Vo o:-p.

For then ‘tu’ in the Jaina system will be identical with ‘1’ in the Moffat
system, etc. This is, however, not an interpretation which receives any
textual support.

Instead, let us observe that there is a close connection between M7 and
the restricted Jaina system, J3. For note that the value (1, 3) in M7 is
such that

lpl = (1,3) iff |p|=1V]p[=3
iff Yoo:pV(Hoo:p& Joo:-p)
iff Joo:p.

Thus (1, 3) in M7 is just the value ‘true’in J3. Similarly, (1, 2) in M7 is just
the value ‘false’ in J3. Thus, although J3& is not strictly truth-functional,
its truth-tables are embedded in those of the Moffat logic, M7.

It is presumably possible to find a quasi-truth-functional system whose
truth-tables embed those of J7, the full Jaina system, in an entirely anal-
ogous way. Thus, although the loss of Adjunction means that the Jaina
logic J7, is not truth-functional, its truth-table is embedded in a suitable

57Rescher, N.: 1962, “Quasi-truth-functional systems of propositional logic”, Journal
of Symbolic Logic, 27: 1 - 10.

58Moffat, D. C. and Ritchie, G. D.: 1990, “Modal queries about partially-ordered
plans”, J. Ezpt. Theor. Artif. Intell., 2: 341 - 368. See also Priest, G.: 1984, “Hyper-
contradictions,” Logique et Analyse, 107: 237-43.
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quasi-functional system. The lack of truth-functionality is not, after all, a
fatal flaw in the Jaina approach.

3.5 Axiomatisation of the Jaina System

We have shown that it is possible to use many-valued truth-tables to for-
malise the Jaina system. This was, in effect, the approach of the Jaina
logicians themselves. Yet it would surely be much better to proceed by
axiomatising the modal standpoint operator, V. Once again we look to
Rescher®. His work on what he calls “assertion logics” is an extension of
the work of Jaskowski. Rescher introduces a system A1, with the following
axiomatic basis:

(A1) (3p)o:p [Nonvacuousness]
(A2) (0:p&o:q)Do:(p&q) [Conjunction]
(A3) o:(p & —p) [Consistency]

(R)y Ifpkg,thenoc:pko:gq [Commitment]

Note that one effect of the rule (R) is to ensure that the notion captured
is not merely explicit assertion but ‘commitment to assert’, for (R) states
that from a standpoint one may assert anything entailed by another of
the assertions. I believe that the Jainas would accept each of the axioms
(A1) to (A3). Bharucha and Kamat, it may be noted, would reject (A3),
while Matilal, as I have represented him, would reject (A2). I have already
argued that these claims are mistaken. In particular, with regard to (A2),
although it is true that the Jainas reject Adjunction, what this means is that
assertions made from within different standpoints cannot be conjoined, not
that assertions made within the same standpoint cannot be conjoined.

We now introduce the modal standpoint operator, V “arguably”, via the
definition:

Vp iff (3o)o : p,

and add the axioms of S3° or some other suitable modal system.

Rescher defines some further systems by adding further axioms, none
of which, I think, the Jainas would accept. For example, he defines A2
by adding to A1l the axiom that anything asserted by everyone is true
[(Vo)o : p D p]. There is no reason to suppose the Jainas commit themselves
to this. The system J3, however, is distinguished by the new axiom (A4):

(A4) —(Fo)(—0o : p&—o : —p) [Optimality]

Rescher too proposes a “three-valued approach” to assertion logic, via the
notion of ‘the truth status of the assertion p with respect to an assertor’,

59Rescher, N.: 1968, Topics in Philosophical Logic, Reidel, Dordrecht, chapter xiv.
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written ‘|p|o’, and the definitions:

lple =T iff o:p,
= Fiff o : (-p), and
=T iff =(o : p)&— (o : —p),

and he shows that using the axioms of A1, we can derive a quasi-truth-
functional logic for this system. These are not quite the Jaina values, as
introduced earlier, for they do not quantify over standpoints or assertors. It
is clear, however, that the Jaina system is of the same type as a modalised
Rescher assertion logic. Their innovation is to introduce three truth-values
via the definitions given before (|p|y, = ¢ iff (Jo)(o : p);|p|ly = f iff (Fo)(0 :
—p); and |p|s = u iff (3o)(=(0 : p)&—(o : =p)), where ‘|p|s’ stands for ‘the
status of the assertion p with respect to the total discourse ¥’). It is this
attempt to take a many-valued approach to the modalised, rather than the
unmodalised, version of assertion logic which generates the extra complexity
of the Jaina system. I have already noted that, since the axiom “p D Vp” is
lacking, the modal structure of the system will be no stronger than that of
S3°. Yet in principle there seems no reason to think that the Jaina system
cannot in this way be given an axiomatic basis.

3.6 Pluralism, Syncretism, and the Many-faceted View of Re-
ality

The Jainas avoid dogmatism and a one-sided view of the world simply by
noting that assertions are only justified in the background of certain pre-
suppositions or conditions. It is perfectly possible for an assertion to be
justified given one set of presuppositions, and for its negation to be justified
given another different set. The Jainas’ ingenuity lies in the skill with which
they developed a logic of discourse to make more precise this natural idea.
However, they also went beyond this, for they added that every standpoint
reveals a facet of reality, and that, to get a full description of the world, what
we need to do is to synthesise the various standpoints. As Matilal puts it,
“The Jainas contend that one should try to understand the particular point
of view of each disputing party if one wishes to grasp completely the truth
of the situation. The total truth ... may be derived from the integration of
all different viewpoints”.®® But is this further step, the step from pluralism
to syncretism, a coherent step to take? In particular, how is it possible
to integrate inconsistent points of view? The point is made by Priest and
Routley, who, commenting on the Jaina theory, state that “...such a the-
ory risks trivialization unless some (cogent) restrictions are imposed on the
parties admitted as having obtained partial truth — restrictions of a type

60Matilal, B. K.: 1977, The Central Philosophy of Jainism, Calcutta University Press,
Calcutta.
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that might well be applied to block amalgamations leading to violations of
Non-Contradiction” .5

Perhaps we can understand the Jaina position as follows. The so-called
‘integration’ of two points of view, o; and o2, does not mean the creation
of some new standpoint, which is the combination of the first two. For this
would lead to the formation of inconsistent standpoints unless implausible
constraints were placed on what can constitute a standpoint. Instead, what
it means is that, if p is assertible from some standpoint oy, then this fact,
that p is assertible from o7, can itself be asserted from o, and every other
standpoint. In this way, each disputant can recognise the element of truth in
the other standpoints, by making explicit the presuppositions or conditions
under which any given assertion is made.

If correct, this idea has an interesting consequence. In moving from
pluralism to syncretism, the Jainas commit themselves to the claim that we
are led to a complete account of reality by integrating of all the different
points of view . It follows from this that every true proposition must be
asserted within some standpoint, i.e. “p D (Jo)(c : p) or “p D Vp”. Hence
the move from pluralism to syncretism is a move from a logic of assertibility
based on S3° or weaker to one based on S3 or stronger.

To conclude, we have seen how the Jainas developed a plausible and inter-
esting logic of philosophical discourse, how they did not (or need not) com-
mit themselves to the strongly paraconsistent position normally attributed
to them, and how, as they strengthened their position from one of pluralism
to one of syncretism, they had also to strengthen correspondingly the modal
logic underlying the operator “syat”.

4 LOGIC IN NAVYA-NYAYA: THE METAPHYSICAL BASIS OF
LOGIC

4.1 The use of graphs in interpreting Vaisesika Ontology

Let us turn now to the Navya-Nyaya school, a school and a set of thinkers
predisposed towards the study of the metaphysical structure of the natural
world, and to the logical theory that is integral to this ontology. Three
revisionary Nyaya thinkers — Bhasarvajna (c. AD 950), Udayana (c. AD
1050), and Raghunatha (c. AD 1500) — saw in effect that there is a graph-
theoretic basis to the classical Vaisesika notion of a category. I will show how
the graph-theoretic interpretation of their ideas lends itself to a distinctive
treatment of negation, logical consequence and number.

Classical VaiSesika lists six kinds of thing: substance, quality, motion,
universal, individuator, inherence. Later Vaisesika adds a seventh: absence.

61Priest, G., Routley, R. Norman, J. eds.: 1989, Paraconsistent Logic: Essays on the
Inconsistent, Philosophia Verlag, Munchen, p.17.
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The basic stuff of the cosmos in the Vaisesika world-view is atomic. Atoms
are uncreatable, indestructible, non-compound substances. Atoms can co-
alesce into composite substances and can move. Indeed, the only changes
in this cosmos are changes in the arrangement, properties and positions of
the atoms. Creation is a matter of coalescing, destruction of breaking (and
even God does not create the cosmos ab nihilo, but only ‘shapes’ it, as a
potter shapes clay into a pot). A compound substance is a whole, composed
out of, and inhering simultaneously in each of, its parts. These substances
are individuated by the type and organisation of their parts. A ‘quality’ in
classical Vaisesika is a property-particular — for example, a particular shade
of blue colour or a distinct flavour (what one would now call a ‘thin’ prop-
erty). Qualities inhere in substances and in nothing other than substances.
A ‘motion’ is another sort of particular; it too inheres in a substance and in
nothing but a substance. Universals inhere in substances, qualities and mo-
tions. A universal inheres simultaneously in more than one, but has nothing
inhering in it. Lastly, the ‘individuator’ (videsa) is a distinctive and epony-
mous component in classical Vaidesika ontology. An individuator inheres in
and is unique to a particular atom: it is that by which the atomic, partless
substances are individuated.52

Two principles lie at the heart of the Vaisesika system: a principle of
identity and a principle of change. The Vaisesika principle of change is this:
a becomes b iff the parts of a rearrange (perhaps with loss or gain) into
the parts of b. ‘Motions’ are that in virtue of which the parts rearrange or
stay together. There are basic or partless parts, the atoms, which, precisely
because they have no parts, are incapable of becoming anything else. They
move about but are eternal and indestructible. The VaiSesika principle of
identity is this: a = b iff the parts of a are numerically identical to and
in the same arrangement as the parts of b. ‘Qualities’ are that in virtue
of which the parts are numerically identical or different. Atoms, precisely
because they are partless, require a different principle of identity: atoms
are distinct iff they have distinct individuators. Universals are limits on
the degree of possible difference and change. One thing cannot change into
another thing of an entirely different sort (a mouse into a mustard seed).
One thing a can become another thing b iff the same universal resides in
both @ and b, that is, if a and b are of the same sort (as Udayana puts it,
universals regulate causality).

This is the motivation for there being six ‘types’ of thing (substances,
qualities, motions, universals, individuators, inherence). The problem is to
find a proper philosophical basis for the notion of a ‘type’ of thing thus
appealed to. In his Laksanavali, Udayana reconstructs the categories in a

62 An excellent review of the details of Vaisesika ontology is Karl Potter ed., “Indian
Metaphysics and Epistemology — The Tradition of Nyaya-Vaisesika up to Ganges$a”, in
The Encyclopedia of Indian Philosophies, vol. 2 (Delhi: Motilal Banarsidass, 1977),
introduction.
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new way, a way which I shall claim explicates the notion of a type graph-
theoretically. A graph is a simple sort of algebraic structure, consisting of
set of nodes or vertices, and a set of edges (an edge being defined as a pair
of nodes). A graph is ‘directed’ if the edges have a direction. Graphs, like
many other mathematical structures, are realised in natural phenomena.
A striking example is molecular structure: it is because the structure of a
molecule is a graph that one can use a graph to depict one:

H-O-H

The implicit structure of the Vaisesika ontology is that of a directed
graph. The inherence relation connects things in the ontology in inheror-
inheree pairings. So the substances, qualities, motions, universals and in-
dividuators are represented as the nodes of a graph whose set of edges
represent the inherence relation. A fragment of the graph might look like
this:

\

~—>Ln\,}
— O+ T

~— 0

This graph represents the following state of affairs: a universal U inheres
in a quality () which inheres in a substance S. That substance is a dyad
composed of two atoms in which it inheres, and each of which has inhering
in it an individuator I. The structure of the world is a directed graph.

The nodes in a graph can be classified according to the number of edges
terminating in them, and the number of edges starting from them: so the
valency of a node in a directed graph is an ordered pair of integers (n,m).
What Udayana saw in the Laksanavaliis that things of different types in the
VaiSesika ontology correspond to nodes of different valencies. His brilliant
idea is to use the idea of valency to define the categories of substance, quality,
motion, universal, and individuator. He begins with a classification of the
categories into the four valency-groups (+, +), (+,0), (0, +) and (0, 0):%3

5. Noneternal [= compound] substance, quality, motion, universal, and
individuator inhere.

63 Numbering of the verses in the Laksanavalz follows Musashi Tachikawa, The Structure
of the World in Udayana’s Realism: A Study of the Laksanavalt and the Kiranavalr
(Dordrecht: Reidel Publishing Company, 1981).
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6. Eternal [i.e. atomic] substance, inherence, and absence lack the prop-
erty of inhering.

7. Substance, quality, and motion are inhered in.

8. Universal, individuator, inherence, and absence have nothing inhering
in them.

In particular then, atoms have valency (+,0), universals and individua-
tors have valency (0, +), while compound substances, qualities and motions
have valency (+,+).

Notice that Udayana says that the inherence relation itself has a valency
— (0,0). We should not take this to mean that the inherence relation is
to be represented by a node disconnected from the rest of the graph, but
rather that it does not correspond to any node in the graph at all. The first
and most fundamental graph-theoretic type distinction is the distinction
between a node and an edge, and the inherence relation is represented in a
graph by the set of edges, not by any node. The set of edges represents the
extension of the inherence relation.

If the categories are to be distinguished from one another according to
the valency of the nodes in that graph which is isomorphic to the world
of things, then further specification is needed. The distinction between
universals and individuators is simple: an individuator has valency (0,1)
while a universal has valency (0,m), with m > 1:

202. A universal has nothing inhering in it, inheres, and is co-located with
every difference.

203. Individuators lack the property of being inhered in, inhere, and lack
the property of inhering by being co-located with every difference.

Udayana’s phrase ‘co-located with every difference’ is a technical device
for expressing the idea that a universal inheres in more than one. For if
an inheror inheres in exactly one thing z, then all other things are loci of
difference—from—=x, and the inheror is not co-located with difference—from—z.
However, if the inheror inheres in two things « and y, then difference—from-
z is located in y and difference—from—y is located in z, and the inheror
is co-located with both differences. So something co-located with every
difference—from each of the things in which it inheres is necessarily located
in more than one thing. Notice that in classical Vaidesika, individuators
are said to have no universals inhering in them precisely because they are
fundamental units of individuation, having nothing in common with one
another.

Any node with valency (0, m) with m > 1 is now to be called a ‘universal’,
and any node with valency (0, 1) is to be called an ‘individuator’:
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The valency of atoms is different from that or qualities or motions, but
we still need a general definition of substance, covering both atomic and
compound substances. For compound substances, like universals but unlike
atoms, inhere in other things (their parts). Udayana in fact offers four
definitions, of which the first three repeat older definitions. The fourth
definition, however, is completely original:

9. A substance is not a substratum of absence of quality.
10. Or, it belongs to such a kind as inheres in what is incorporeal, inheres
in what is not incorporeal and does not inhere in what inheres in what

is not corporeal.

11. Or, it belongs to such a kind as inheres in space and in a lotus but
not in smell.

12. Or, it is that in which inheres that in which inheres that which inheres.
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The first of these definitions is the classical one in Vaidesika’* — a sub-
stance is that which possesses qualities. Udayana returns to this definition
in his famous but conservative commentary, the Kiran avali. He thinks of
replacing it in the more experimental Laksanavali with a definition that
makes no reference to any other category and indeed is phrased entirely in
terms of the notion of inherence: a substance is ‘that in which inheres that
in which inheres that which inheres’. In other words, a substance is to be
represented by a node like this:

O

l
®

l

SUBSTANCE °

The point of the definition is that a substance possesses qualities, and
qualities possess universals, and nothing else in the ontology possesses some-
thing which possesses something. For universals and individuators possess
nothing, while qualities and motions possess universals and nothing else.

Let us define a ‘path’ between one node and another in the obvious way:
there is a path from node x to node w if there is a sequence of nodes {x, y,
..., W} such that there is an edge from x to y, an edge from y to z, ... , an
edge from v to w.%5 Define the ‘length’ of a path as the number of edges
between the first and the last node. Udayana’s definition of a substance is
now: a node is a substance iff there is a path at least of length 2 leading to
it. Substances inhere in their parts; so the definition entails that every part
of a substance is a substance.

The classical conception of qualities and motions makes them almost
identical: they both inhere only in substances, and they both are inhered
in only by universals.®6 Pragastapada’s remark®” that the qualities other
than contact, breaking, number and separateness ‘inhere in one thing at
a time’ should not be construed as implying that they inhere in only one
thing, but only that this group of qualities are monadic (non-relational)
properties. These features are enough to distinguish qualities and motions

64 Vaisesikasatra 1.1.14: “The characteristic of a substance is to possess actions, qual-
ities and to be [their] inherence cause.”

65In what follows, bold roman letters denote nodes in the graph, and italic letters
denote the entities those nodes represent.

66 Vaisesikasatra 1.1.15-6. Padarthadharmasamgraha 18. Section numbering in the
Padarthadharmasamgraha follows Karl Potter ed., “Indian Metaphysics and Epistemol-
ogy — The Tradition of Nyaya-Vaisesika up to Gange$a”, in The Encyclopedia of Indian
Philosophies, vol. 2 (Delhi: Motilal Banarsidass, 1977), pp. 282-303.

67 Padarthadharmasamgraha 50-51.
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from all else: from universals and individuators (which do not have anything
inhering in them), and from substances (which are inhered in by things that
are themselves inhered in). It explains too why qualities cannot inhere in
qualities — if they did then they would be equivalent graph-theoretically to
substances.

O—0—0
l

QUALITY or MOTION °
O

What is difficult is to find any principled way to distinguish between
qualities and motions. There was indeed a persistent revisionary pressure to
assimilate these two categories. Bhasarvajfia®® heads the revisionary move,
stating unequivocally that motions should be treated as qualities because,
like qualities, they reside in substances and possess universals. From a
graph-theoretic perspective, this revision is well motivated: qualities and
motions are represented by nodes of the same valency, and so are things
of the same type. Udayana chooses the harder way, and tries to formulate
definitions that will accommodate the distinction. The classical Vaisesika
idea® that motions are what cause substances to come into contact with
one another is reflected in his definitions:

126. A quality belongs to such a kind as inheres in both contact and non-
contact, and does not inhere in the non-inherent cause of that sort of
contact which does not result from contact.

190. A motion belongs to such a kind as inheres in the non-inherent cause
of contact and does not inhere in contact.

These definitions introduce two new relations, contact and causation, nei-
ther of which are explicable in terms of inherence nor belongs to the graph-
theoretic interpretation of the categories. The very success of that interpre-
tation gives a rationale to the revisionary pressure. Finding a pattern into
which all but a few items of some phenomenon fit grounds a presumption
that those items are in some way discrepant. This is a general principle of
scientific and rational inquiry, and we can see it been used by Bhasarvajna

68 Nyayabhisana, p. 158.
89 Vaisesikasitra 1.1.16.
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to motivate revisions in the classical Vaisesika theory. Rationality appears
here in the form of principled revision.™

Let us define a Vaisesika graph as a connected directed graph each of
whose nodes is a substance, quality, motion, universal or individuator,
where:

A substance is a node terminating a directed path of length 2.

A quality or motion is a node v with valency (+, +), such that
the initial node of any edge terminating in v has zero invalency
[i.e. such that qualities are not substances].

A wuniversal is a node with valency (0,n) with n > 1.

An individuator is a node with valency (0,1).

Let us say further that node z inheres in a node y iff zy is an edge in a
VaiSesika graph. Then we can easily prove some results well-known to the
Nyaya-Vaisesika logicians:

LEMMA 1. No quality inheres in a quality.

Proof. The invalency of a quality z is nonzero, so any node in which =
inheres terminates a path of length 2. |

LEMMA 2. Substances inhere only in substances.

Proof. Any node x in which a substance inheres terminates a path of length
2. [ ]

THEOREM 3. A Vaisesika graph has no directed cycles.

Proof. The elements of a directed cycle must have valency (+,+). So no
universal or individuator can be a member of such a cycle, because neither
has nonzero invalency. No quality or motion can be a member of a cycle,
because only universals and individuators inhere in qualities and motions,
and there are no universals or individuators in a cycle. No atomic substance
can be a member of a cycle, because atoms have zero outvalency. That leaves
only cycles of compound substances. But there can be cycles of substances
only if a substance can have as a part something of which it is a part and
so (if the part-of relation is transitive) be a part of itself. [ ]

DEFINITION 4. The level of a node in a VaiSesika graph is the length of
the longest directed path leading to it. (Note — this is well-defined because
there are no directed cycles.)

THEOREM 5.

OFor later comment on Bhasarvajiia’s revision: Karl Potter and Sibajiban Bhat-
tacharyya eds. “Indian Philosophical Analysis — Nyaya-Vaisesika from Gangesa to
Raghunatha giromar}i”, in The Encyclopedia of Indian Philosophies, vol. 6 (Delhi: Moti-
lal Banarsidass, 1993), pp. 323, 525-528.
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(i) All and only universals and individuators belong to level 0;
(ii) All and only qualities and motions belong to level 1;

(i1i) All and only substances belong to levels 2 and below.

Proof. (i) Only universals and individuators have zero invalency. (ii) By
Lemmas 1 and 2, qualities and motions are inhered in only by universals
and individuators, so belong to level 1. Substances do not belong to level 1
by definition. (iii). By definition, any node in level 2 is a substance, and by
Lemma 2, any node in level n > 2 is a substance. |

So the structure of the Vaisesika graph is like this:

universals, individuators

1
E qualities, motions

substances all the way down

To what extent are we justified in adopting the graph-theoretical interpre-
tation of Navya-Nyaya? I propose the following Methodological Test: The
graph-theoretic interpretation is confirmed to the extent that it explains
or predicts revisions made to the classical Vaidesika system. Revisions in-
clude the introduction of a seventh category absence, the assimilation of
qualities and motions, the elimination of individuators, the identification
of co-extensive universals, the new account of number. Let us say that a
node z is redundant in G if its deletion, together with the deletion of any
edge incident to it, preserves all paths in G not containing x. The resulting
graph G'x is a conservative contraction of G. Then we have, in effect, the
following revisions being proposed by Nyaya authors — (I) All individuators
are redundant in a Vaidesika graph (Raghunatha); (II) Two universals are
co-extensive only if at least one is redundant (Udayana); and (III) Qualities
and motions are entities of the same type (Bhasarvajia).
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4.2 Negation as absence

‘Absence’ in Navya-Nyaya is not the same as nonexistence. Fictional char-
acters, dream-objects and hallucinations are nonexistent: they do not exist
as it were by nature. It would be an absurdity to go in search of Hamlet in
order to find out whether he really exists or not — his nonexistence is not a
merely contingent lack in the world of things. The absence of water on the
moon, on the other hand, is a contingent and concrete fact; so too is the
absence of colour in my cheeks. Notice the role of the phrases ‘of water’,
‘of colour’ here: an absence has an absentee — that which the absence is
an absence of. It also has a location (e.g. the moon, my cheeks), and a
time. So the proposal is to reparse the sentence ‘z does not occur in y at
time ¢’ as ‘an absence-of-r occurs in y at ¢.” For it is often the case that the
absence of something somewhere is more salient than any fact about what
is present there.

There is one relatively straightforward way to interpret the idea of ab-
sence graph-theoretically. If z does not inhere in y, then there is no edge
(x, y) in the graph. Now for every graph, there is a dual. The dual has
the same nodes as the original graph, but has an edge between two nodes
just in case the original does not. So the dual graph does have an edge (x,
y). Following this idea, one would be led to say that absences are things of
a different type to any presence because they are edges in the dual graph,
rather than edges or nodes in the original.

For various reasons, the Vaisesika do not consider this to be an adequate
explanation of the category. One problem is that it makes absences more like
relations than ‘things’, and this does not keep to the spirit of the Vaisesika
idea that absences are entities. In fact, absences do display much relation-
like behaviour — after all, absence is always the absence of = in y. Another
objection, however, is if absence is a new category, its introduction should
result in an extension of the original graph, and not in the introduction of
a new graph, let alone a graph completely disconnected from the original.
For the connected world of things ought not be represented by a pair of
disconnected graphs. A third problem arises if we admit something called
‘unpervaded’ occurrence, as we will see.

The Vaisesika idea is represent absences as nodes, related in new ways to
the nodes of the original graph. Here is how to do it. For each unconnected
pair of nodes (x, y), create a new node x' in the original graph. This
new node will have edges to x and to y, but they will be edges of two
new types. The edge (x’, x) is an edge belonging to the extension of the
absentee-absence (pratiyogita) relation, which T shall signify as ‘=.” This
represents the relation between an absence and what the absence is of.
The edge (x',y) is an edge belonging to the extension of the ‘absential
special relation’ (abhaviya-svaripa-sambandha), signified here by ‘0°. This
represents the occurrence relation between an absence and its location. The
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relation between an absence and its location is clearly not the same as the
relation between a presence and its location (inherence, contact), for it is
clear that when a person is is absent from a room, their absence is not in
the room in the same sense that the other things in the room are.

original graph modified original
O x Ox
fr
ABSENCE O x
O
Ovy Ovy

These new nodes belong in a domain outside the system of levels, for
they inhere in nothing and nothing inheres in them (inherence, and the
whole system of levels, is a structure on presences). The modified graph is
instead a concatenation of the original graph of nodes and edges with a new
structure of ‘absential nodes’ and ‘absential edges.’

Navya-Nyaya theory of absence draws a type distinction between sim-
ple absence (atyantabhava) and difference (anyonyabhava). Difference is
the absence of a relation of identity between two things. Here ‘x # y’ is
paraphrased as ‘a difference-from y occurs in z’. Graph-theoretically, the
distinction between absence and difference is a distinction between a nega-
tion on edges and a negation on nodes in the original graph. For, trivially,
every node is such that it is different from every other node. One way to
represent this would be to introduce a new kind of ‘nonidentity’ edge into
the graph, an edge which connects every node with every other node. The
Naiyayika, however, wants to the category of absence to correspond to a
domain of things rather than relations; so in the graph-theoretic represen-
tation, differences have to be represented as nodes rather than edges. So
let us say that for every node x in the original graph, there is a new node
x*. Call it an ‘antinode’. x* is connected to every node in the graph. It
is connected to x by an edge of the absentee-absence type, and to every
node other than x by an absential location edge. There is a one-one corre-
spondence between the new domain of antinodes and the domain of original
nodes.

The leading idea behind the graph-theoretic interpretation of the cate-
gories is that a type of thing is a type of node, and node-types are determined
by patterns of possible valencies in the graph. It was for this reason that
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we did not need earlier to the label the nodes. With the introduction of
the category of absence, we have two higher-order type distinctions: the
distinction between positive and negative nodes, and the distinction among
the negative nodes between absential nodes and antinodes. Do these dis-
tinctions have a graph-theoretic explanation, or must we allow ineliminable
node-labels to demarcate presence nodes, absential nodes and antinodes?
What we do have now are three different types of edge — corresponding
to the relations of inherence, absence-absentee, and absential location. So
we might hope to distinguish between positive and negative nodes as those
which are not and those which are at the end of an absential edge. That
is, we make it a requirement that no positive node absentially qualify any
other node. Clearly, the suggestion will work only if the absence of an ab-
sence is not identical to a presence. We will see in the next section that the
graph-theoretically oriented Raghunatha indeed denies that this is so. So
as not to beg the question at this point, and for the sake of pictorial clarity,
I will continue to mark positive nodes () and negative nodes () differently.

What about the distinction between absential and antinodes? The tra-
ditional way of making the distinction is to say that simple absence is the
denial of inherence (or some other nonidentity relation) and difference is the
denial of identity. Graph-theoretically, the distinctive feature of an antinode
x* is that it absentially qualifies every node other than x, while an absen-
tial node x' does not. Does this difference fail when x is something which
inheres in nothing (an atom, an individuator)? No, because such things do
not inhere in themselves — so x' unlike x* absentially qualifies x. Indeed,
this second contrast is itself sufficient to discriminate absential nodes and
antinodes.

The above treatment of absence is in effect a procedure for introducing
new nodes into the original graph. Omne set of new nodes fills the ‘gaps’
in that graph: whenever there is no edge between two nodes, an absential
node is introduced between, and linked to, them. Another set of new nodes
exactly mirrors the original graph: for each node in the original, there is one
and only one antinode, linked to everything the original node is not. But
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now, having supplemented the original graph with two sets of new nodes,
nothing is to stop us from repeating the procedure again — generating
new sets of second-order absence nodes — and to do this again and again.
It seems that we have introduced a procedure for the indefinite recursive
expansion of the graph. Fortunately this does not in fact happen. As we will
now see, no subsequent recursion of the procedure after the first produces
any new nodes.

Prima facie, it seems plausible to reason as follows (as we will shortly
see, this reasoning turns out to be subject to an important caveat). If x
is in y, then x’, the absence of x, is not in y, and so x”, the absence of
x', is in y. Conversely: if x” is in y, then x’ is not in y, so x is in y.
Graph-theoretically, we represent this as follows:

Ox = (Ox <= Ox

If this is right, then it follows that an entity and the absence of its absence
‘occur’ in exactly the same set of loci: for all y, there is an inherence edge
(x, y) just in case there is an absential location edge (x”, y). Can we appeal
now to a uniqueness condition for absences, and infer that the absence of
an absence of an entity is identical to the entity? The point is controversial,
with the majority favouring identification. It is Raghunatha™ who argues
that the identification is unsound, on the ground that nothing can turn an
absence into a presence. Here again Raghunatha’s intuition agrees with the
graph-theoretic reconstruction: the nodes x and x” are connected to other
nodes by means of different types of edge. So they cannot both represent

"IRaghunatha, Padarthatattvanirgpana, p. 55. Daniel Ingalls, Materials for the Study
of Navya-Nyaya Logic (Cambridge, Mass.: Harvard University Press, 1951), p. 68. Bi-
mal. K. Matilal, Logic, Language and Reality (Delhi: Motilal Banarsidass, 1985), p.
149. Roy W. Perrett, “Is Whatever Exists Knowable and Nameable?” Philosophy Fast
& West 49.4 (1999), pp. 410414, esp. 408-9. I disagree here with the idea of Matilal and
Perrett that there is only an intensional difference between an object and the absence of
its absence. For me, a type difference in the graph means a type difference in categories
of thing.
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entities of the same type. Moreover, as we shall see in more detail below,
the Naiyayikas do not accept that it is generally valid to infer from the
occurrence of x in y to the occurrence of x” there, although they do allow
the converse. This is the caveat in the line of reasoning with which I began
this paragraph. The implication is that x and x" need not, after all, share
the same set of loci.

Let us repeat the procedure once more. If x’, the absence of x, is in y,
then x' is not in y, and so x"’, the absence of x”, is in y. Conversely: if

x""" is in y, then x" is not in y, so x' is in y. Graph-theoretically:

Ox <= (Ox <= Ox' <= Ox"
O

Yy

It follows that a first-order absence and the absence of its absence reside
in exactly the same set of loci. But here we can appeal to the uniqueness
condition, because the edges are all of the same type. So z'”’ is identical to
z', as Raghunatha himself allows.”? Similarly, """ is identical to z”', and so
on. There are no absential nodes of order higher than two. The argument
is summed up by Annambhatta in the Tarkasamgraha [§89]:

The view of the early thinkers is that the absence of an absence
is nothing but a presence; it is not admitted as a new absence for
there would then be an infinite regress. According to the new
school, however, the absence of an absence is a distinct absence,
and there is no regress as the third absence is identical to the
first.

Recall that we defined the absence x' as a node such that x’ is absentially
located in y if there is no edge between x and y. That definition was
adequate for the introduction of first-order absences, because there is only
one kind of edge in the original graph, namely the inherence edge. The

72 Padarthatattvaniriapana, pp. 67-69. Daniel Ingalls, Materials, pp. 68-69; Bimal. K.
Matilal, Logic, Language and Reality, pp. 149-150.
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expanded graph has another sort of edge, however: the absential edge. So
the notion of a second-order absence is underdetermined by our original
definition. The new definition we need is:

Rule for Absence:

An absence x' is absentially located in y if x does not inhere in
y.

Rule for Higher Order Absence:

For i > 1, an absence x’ is absentially located in y iff x~! is
not absentially located in y.

The second clause implies that absence is a classical negation for ¢ > 1,
and so, in particular, that an absence of an absence of an absence is identi-
cal to an absence. A double negation, however, is a mixture — a negation
defined on inherence edges followed by a negation defined on absential qual-
ifier edges — and for that reason behaves non-classically. What I will show
in the next section is that Navya-Nyaya logic rejects the classical rule of
Double Negation Introduction — the rule that licenses one to infer from p
to =—p. What replaces it is a weakened rule — infer from —p to =——p. This
is because negation is a procedure for filling ‘gaps’ in the graph: whenever
there is no edge between two nodes, the rule for negation licenses us to in-
sert an absential node between them. The classical rule for Double Negation
Elimination — the rule that licenses one to infer from ——p to p — remains
valid in Nayva-Nyaya logic (i.e. if x’ is not in y, then x is in y).”™® The
effect of this weakening in the rule for Double Negation Introduction is that
one is no longer entitled to infer that if x is in y, then x’ is not in y. One
effect of this is to block the equivalence of a positive entity with the absence
of its absence. We can say that x' is the absence of x”, but we cannot say
that x is the absence of x'. Graph-theoretically, connections of the form
Ox = () x' are prohibited, since a positive entity cannot be the absence of
anything. Also prohibited are triangles of the form below, because negation
behaves classically within the domain of absences. What is stranger, how-
ever, is the effect the weakened rule has of permitting a positive entity to
be co-located with its absence. For we are no longer in a position to assert
that the presence of an entity is inconsistent with its absence. Let us see
how the Nyaya philosophers arrive at the conclusion that one must allow
for such an unusual possibility.

"3Daniel Ingalls draws a comparison between Navya-Nyaya and intuitionist logic ( Ma-
terials, p. 68, n. 135), claiming that it is the elimination rule for double negation that
is rejected. However we are able, in Navya-Nyaya logic, to infer from the absence of the
absence of an entity to the presence of that entity; conversely, we are not able to infer
from the presence of an entity to the absence of its absence — the non-pervasive node is
a counter-example.
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Whenever something inheres in a compound substance, the question
arises: does it also inhere in the parts? An entity is said to be of ‘locus-
pervading’ occurrence just in case it inheres in all the parts of its locus
(as well as in the locus itself).”™ It saturates its locus. A sapphire is red
through-and-through, and sesame oil pervades every part of the seed; but
a painted vase is blue only on the outside. Let us say then that x is locus-
pervading with respect to y just in case x inheres in y and if z is a part of y
then x inheres in z.”> The only things that have parts are substances, and
substances inhere in their parts and in nothing else. So x is locus-pervading
with respect to y just in case x inheres in y and if y inheres in z then x
inheres in z. Certain types of quality pervade their loci, according to the
classical Vaisesika authors.” Examples include weight, viscosity, and fluid-
ity. A thing is heavy just in case every part of it is heavy. Colours, tastes,
smells can pervade their loci but need not do so.”” And a compound sub-
stance is locus-pervading with respect to each of its parts, if ‘part of’ is a
transitive relation.

The notion of a locus-pervading entity has a distinctive graph-theoretic
correlate. An edge (ny, n2) is locus-pervading just in case there is an edge
from n; to any node in any path from n,.

While locus-pervading nodes are straightforwardly definable in the sys-
tem as so far developed, the concept of ‘unpervaded occurrence’ (avyapya-
vrttitva) marks a theoretical innovation. The classic Buddhist refutation of
realism about wholes is that wholes must be the bearers of contradictory
properties. For if some parts of a vase are red and other parts are not red,

TIngalls (1951: 73-74); Bimal Matilal, The Navya-Nyaya Doctrine of Negation (Cam-
bridge, Mass.: Harvard University Press, 1968), p. 53, 72, 85; Matilal (1985: 119-122).

75 Frege’s notion of ‘divisibility’ is formally rather analogous. Gottlob Frege, The
Foundations of Arithmetic, translated by J.L. Austin (Oxford: Basil Blackwell, 1950),
p. 66: “The syllables “letters in the word three” pick out the word as a whole, and as
indivisible in the sense that no part of it falls any longer under the same concept. Not
all concepts possess this quality. We can, for example, divide up something falling under
the concept ‘red’ into parts in a variety of ways, without the parts thereby ceasing to fall
under the same concept ‘red.””’

76Karl Potter ed., “Indian Metaphysics and Epistemology — The Tradition of Nyaya-
Vaisesika up to Gangesa”, in The Encyclopedia of Indian Philosophies, vol. 2 (Delhi:
Motilal Banarsidass, 1977), pp. 114-119.

7TRaghunatha, Padarthatattvaniripana, pp. 44-6.
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and if the vase as a whole has a colour in virtue of its parts having colour,
then one seems forced to admit either that the whole is both red and not
red, or that it has no colour at all.”® The traditional Nyaya-Vaisesika solu-
tion is less than satisfactory — it is to say that the whole has a new shade of
colour called ‘variegated’! Recognising the ad hoc nature of such a response,
later Naiyayikas try instead to make sense of the idea that a property can
be co-located with its absence.”™ The idea is to capture the sense in which
one says that the vase is red, because its surface is red, allowing at the
same time that it is not red, because its insides are some other colour. A
favourite Nyaya example involves the relation of contact: the tree enjoys
both monkey-contact (there is a monkey on one of its branches) and also
the absence of monkey-contact (its roots and other branches are in contact
with no monkey). This defence of realism is what motivates later writers
to allow there to be such a thing as unpervaded occurrence, defined to be
an occurrence that is co-located with its absence. That is, an unpervading
node is a node x such that there is an edge (x, y) and an edge (x', y).
Triangles such as the following are now deemed to be permissible in the
graph:

The strangeness of such a possibility is ameliorated if one says, as some
Naiyayikas do, that x occurs in y as ‘delimited’ by one part, and its absence
occurs in y as ‘delimited’ by another part.’° Gangeéa nevertheless goes
to considerable lengths to reformulate logic and the theory of inference in
Navya-Nyaya in a way that permits the co-location of an entity with its

"8Dharmakirti, Pramanavarttika I1, 85-86; Kamalasila, Pasijika under Tattvasamgraha
592-598.

79Udayana, Atmatattvaviveka, pp. 586-617. Prabal Kumar Sen, “The Nyaya-Vaidesika
Theory of Variegated Colour (citrarupa): Some Vexed Problems”, Studies in Humanities
and Social Sciences 3.2 (1996), pp. 151-172.

80 Tngalls (1951: 73-4); Bimal Matilal, The Navya-Nyaya Doctrine of Negation (Cam-
bridge, Mass.: Harvard University Press, 1968), pp. 71-73.
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absence. The phenomenon of unpervaded occurrence is not regarded as a
minor curiosity in Nyaya, but as the occasion for serious revision in their
analysis.?!

4.8 Definitions of logical consequence

With the introduction of absence, the graph-theoretic ontologies can serve
as semantic models for a propositional language. A sentence ‘p’ is assigned,
let us stipulate, an ordered pair of nodes (x, y). The sentence is true if
that pair is an edge in the graph, false if it is not.®> The negation of that
sentence, ‘—p’, is true if (x', y) is an edge, false if it is not. Again, ‘—~—p’ is
true if (x”, y) is an edge, false if it is not. If triangles like the one above
are possible, then the truth of ‘p’ does not imply the truth of ‘——p’, since
(x, y) is an edge but not (x”, y). So the propositional logic being modelled
is, as we have already observed, one in which Double Negation Introduction
does not hold. In this theory, we still have these correspondences between
truth-value and negation:

(R1) if =Ta then T-a. from Rule for Absence
(R2) T-—aiff - T-a from Rule for Higher Order Absence

What we no longer have is:
(R3) if T« then =Ta

The reason, as I said before, is that negation is an operation that fills ‘gaps’
in the graph — it tells us nothing when there is already an edge between
two nodes. So the truth of a proposition is consistent, in Navya-Nyaya logic,
with the truth of its negation. This element of dialetheism in the theory
does not, however, mean that anything is provable or that anything follows
from anything else — the correspondences R1- R2 are enough to prevent
the system collapsing. Let us see why.

81 Matilal’s property-location language, in which properties have both a ‘presence range’
and an ‘absence range’ and the two ranges are permitted to overlap, is a different way to
capture the same idea; Matilal (1985: 112-127).

82Gangesa, Tattvacintamani, I, pramalaksana, p. 401.
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In the modern analysis of valid inference, an inference is valid just in
case it is impossible for the premises to be true without the conclusion also
being true. In the logic of classical India, validity is a matter of property-
substitution, and the problem is to determine the conditions under which
the occurrence of a reason property at a location warrants the inference that
a target property occurs there too (“Ta because Ra”). The leading idea is
that such property substitutions are valid just in case the reason does not
‘wander’ or ‘deviate’ from the target (avyabhicara). In a famous passage
called the wvyaptipancaka, Gangesa suggests five ways to make sense of this

idea:83

Now, in that knowledge of a pervasion which is the cause of an
inference, what is pervasion? It is not simply non-wandering.
For that is not

1. nonoccurrence in loci of the absence of the target, nor

2. nonoccurrence in loci of the absence of the target which are
different from loci of the target, nor

3. non-colocation with difference from a locus of the target,
nor

4. being the absentee of an absence which resides in all loci of
absence of the target, nor

5. nonoccurrence in what is other than a locus of the target,

since it is none of these where the target is maximal.

A ‘maximal’ property is a property resident in everything (kevalanvayin).
Gangesa dismisses the five provisional analyses on the grounds that all are
formulated in terms of ‘absence of the target’, and that that phrase is un-
defined when the target is maximal (the absence of a maximal property
— assumed here not to be of unpervaded occurrence — would occur in
nothing and so be ‘unexampled’, contradicting a basic condition of connect-
edness). In his preferred definition, Gangesa exploits a trick to overcome
this problem.?* He says that any property whose absence is colocated with
the reason is not identical to the target. This implies that the target is not
a property whose absence is colocated with the reason, but the contraposed
formulation avoids the use of the troublesome phrase ‘absence of the target’.

Consider now the difference between the first and second analyses in the
list of five. Graph-theoretically, what the first analysis states is that, if r is
the node representing the reason, and t is the node representing the target,
then r is present in no node where t is absent —

83Gangesa, Tattvacintamani, 11, vyaptipaiicaka, pp. 27-31.
84Gangesa, Tattvacintamani, 11, siddhanta-laksana, p. 100.
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But what happens if the target has nonpervaded occurrence? Then the
first analysis is too strong.®> For it is not a necessary condition on valid
inference that the reason not be present wherever the target is absent, if
there are nodes where the target is present as well as absent. What validity
precludes is the presence of the reason without the presence of the target.
So the proper definition is that the reason is not present wherever the target
is not present (and so also absent). This is exactly what the second analysis
states. We can make the point in terms of our earlier definitions of truth
and negation. The premise in an inference is the statement that the reason
occurs in a certain location, the conclusion the statement that the target
occurs in that location. What our first analysis asserts is that the premise is
not true if the negation of the conclusion is true ( = absence of target in the
location). The second analysis states instead that the premise is not true
if the conclusion is false ( = denial of presence of target in the location).
Ironically, then, it is the very element of dialetheism of the Navya-Nyaya
system which forces Gangesa to disambiguate the definition of validity, and
to distinguish the correct definition from the one that had been preferred
before.

Let @ = “the reason 7 inheres in z”, § = “the target ¢ inheres in z”.
Then a F g iff t pervades r. The problem is to solve for ‘pervades’. The
first solution in Gangesa is:

1. whatever the value of z, « is not true if —f is true, i.e.

a E g iff under any assignment of value to x, T—-8 — T—«
His second solution is:

2. whatever the value of z, « is not true if 5 is not true, i.e.

a F B iff under any assignment of value to =z, =78 — —-Ta.

What we have seen is that (2) and not (1) is the correct analysis of logical
consequence if R3 is rejected.?6

851 follow here the explanation of Raghunatha. Vyaptiparicakadidhiti text 3—4 (Ingalls
(1951: 154)).

86R3 is what Graham Priest calls the ‘exclusion principle.” For a semantic theory with-
out this principle, see his In Contradiction: A Study of the Transconsistent (Dordrecht:
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4.4 Number

The classical Vaisesika theory of number is that numbers are qualities of sub-
stances.®” A quality ‘two’ inheres in both members of a pair of substances,
another quality ‘two’ inheres in another such pair, and all the qualities ‘two’
have inhering in them a single universal ‘twohood’ (see graph on page 86.%8

O\D ’\D/o
\/
i
O/ \O

O the universal “twohood”
O the quality-particular “two”

Bhasarvajna and Raghunatha, as usual, lead the reforming move. Bhasarvajna’s
theory®® is that numbers are not qualities at all, but relations of identity
and difference. Thus the sentence ‘a and b are one’ means simply that a = b,
while ‘a and b are two’ means that a # b. Bhasarvajiia’s analysis is echoed,
very much later, in Gadadhara’s (c. AD 1650) comments on the meaning

Martin Nijhoff Publishers, 1987), chapter 5.

87 Vaisesikasatra 1.1.9, 7.2.1-8.

88For a more detailed description of the classical account: Jonardon Ganeri, “Objec-
tivity and Proof in a Classical Indian Theory of Number,” in Synthese, 129 (2001), pp.
413-437.

89 Nyayabhiasana, p. 159.
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of the word ‘one’.?® Gadadhara states that the meaning of ‘one F’ is: an
F' as qualified by being-alone, where ‘being alone’ means ‘not being the
absentee of a difference resident in something of the same kind.” In other
words, ‘one F’ is to be analysed as saying of something which is F' that
no F' is different to it. If this is paraphrased in a first-order language as
‘Fr & —=(Fy)(Fy & y # )’ then it is formally equivalent to a Russellian
uniqueness clause ‘Fz & (Vy)(Fy — y = z)’. The idea that ‘one’ expresses
uniqueness is in the spirit of Bhasarvajna’s idea that it denotes the identity
of a thing. In any case, it is clear that, for Gadadhara, ‘one’ has a logical
role similar to that of the definite article.

Raghunatha is more radical still.”! The central problem is that things in
any category in the Vaidesika ontology can be numbered, and Raghunatha
concludes that numbers must belong in a new category of their own:

Number is a separate category, not a kind of quality, for we do
judge that there is possession of that [number] in qualities and
so on. And this [judgement we make that qualities have number
is] not an erroneous one, for there is no [other] judgement which
contradicts it.

Raghunatha puts pressure at exactly the right place. The ‘is-the-number-
of’ relation is not reducible to the relation of inherence or any relation con-
structed out of it, for it is a relation between numbers and any type of
thing. What is this new relation? Raghunatha points out that while inher-
ence is a distributive relation (avyasajya-vriti), the number-thing relation
has to be collective (vyasajya-vrtti). The distinction occurs in the context
of sentences with plural subjects. An attributive relation is distributive if
it relates the attribute to every subject — if the trees are old, then each
individual tree is old. A relation is collective if it relates the attribute to the
subjects collectively but not individually — ‘the trees form a forest’ does
not imply that each tree forms a forest. Number attributions are collective;
if one says that there are two pots here, one does not imply that each pot is
two. Inherence, however, is a distributive relation, and so cannot be the re-
lation of attribution for numbers. This new relation is called the ‘collecting’
(paryapti) relation by Raghunatha:®?

The collecting relation, whose existence is indicated by construc-
tions such as “This is one pot” and “These are two”, is a special
kind of self-linking relation.

90 Saktivada with Krsna Bhatta’s Manjusa, Madhava Bhattacarya’s Vivrtti and Sahitya
Darsanacarya’s Vinodini, edited by G. D. Sastri (Benares: Kashi Sanskrit Series no. 57,
1927). p. 189.

91 Padarthatattvaniripana, pp. 86-87.

92 Avacchedakatvanirukti with Jagadisa’s Jagadist, edited by Dharmananda Mahabhaga
(Varanasi: Kashi Sanskrit Series 203), p. 38.
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His commentator Jagadi$a explains:

It might be thought that the collecting relation is [in fact] noth-
ing but inherence...So Raghunatha states that collecting [is a
special kind of self-linking relation]. ... In a sentence like “This
is one pot”, collecting relates the property pot-hood by delim-
iting it as a property which resides in only one pot, but in a
sentence like “These are two pots”, collecting relates the prop-
erty twoness by delimiting it as a property which resides in both
pots. Otherwise, it would follow that there is no difference be-
tween saying “These are two” and “Each one possesses twoness”.

Thus the number two is related by the collecting relation to the two pots
jointly, but not to either individually. Raghunatha’s idea is clear in the
graph-theoretic context. The introduction of numbers requires one final
expansion of the graph. We introduce another new domain of nodes (1, 2,
3,.. ) and another new type of edge from these nodes. Like ordinary edges,
this new type of edge is an ordered pair whose first member is a node, but
now the second member is set of nodes. The new edge connects the node 2
with every pair of nodes (x, y). Likewise, it connects the node 3 with every
triple of nodes (x, y, z), and so on. The node 2, then, is that node from
which all edges to pairs begin, the node 3 the node from which all edges
to triples begin, and so forth. This is enough to individuate number-nodes
graph-theoretically (see graph on 89:

The nodes to which the new edge can connect a number-node can be of
any type. In particular, they can themselves be number-nodes. Indeed, the
new edge connects 2 with pairs of nodes one of whose members is 2 itself
(see graph on page 90:

This solves the cross-categorial problem. Number-nodes are related by
the new kind of bifurcating edges to nodes of any and every type in the
graph, including number-nodes themselves.

The graph-theoretic approach is, I think, full of potential. It offers a
new way to read and interpret Navya-Nyaya logic. One might proceed by
looking for further situational constraints on what constitutes a permissible
graph and applying graph theory to analyse the structure of those graphs.
One might also try to establish the relationship between such graphs and
classical or nonclassical logics. The treatment of negation suggests a com-
parison with dialetheic logic, and the idea of self-linking nodes perhaps
with non-wellfounded set theory. My aim here has been to expose the log-
ical basis of Vaisesika theory, and to draw a conclusion about the nature
of logical thinking in India. The conclusion is simply this. The idea that
nature instantiates mathematical structure is not remote from the Indian
understanding of natural philosophy, contrary to what has generally been
believed, but is in fact a fundamental aspect of it.



INDIAN LOGIC 89

NUMBER 2

NUMBER 3

BIBLIOGRAPHY

SELECTED INDIAN LOGICAL TEXTS

[Mogalliputta Tissa, c. 3rd BC] Mogalliputta Tissa (c. 3"¢ BC). Kathavatthu. Transla-
tion — Aung (1915). Discussion — Bochenski (1956), Ganeri (2001), Matilal (1998:
33-7), Schayer (1932-33).

[Milinda-panha, c. 1st AD] Milinda-panha (c. 1st AD). Translation — T. W. Rhys Davids
(1890).

[Agnivesa, c. 100 AD] Agnivesa (c. 100 AD). Carakasamhita. Translation — Sharma
(1981-94). Discussion — Gokhale (1992), Matilal (1998: 38-43), Prets (2000), Solomon
(1976, chapter 2).

[Kanada, c. 200 AD] Kanada (c. 100 AD). Vaisesikasutra. Translation — Sinha (1911).
Discussion — Nenninger (1994), Nozawa (1991), Schuster (1972)

[Nagarjuna, c. 200 AD] Nagarjuna (c. 200 AD). Vaidalyaprakarana, Translation — Tola
& Dragonetti (1995).

[Nagarjuna, c. 200 AD] Nagarjuna (c. 200 AD). Upayahrdaya. Discussion — Tucci
(1929b).

[Gautama, c. 150 AD] Gautama Aksapada (c. 150 AD — 250 AD). Nyayasitra. Trans-
lation — Gangopadhyay (1982). Discussion — Bochenski (1956), Chakrabarti (1977),
Ganeri (2000), Ganeri (2001), Gokhale (1992), Matilal (1985), Matilal (1998), Prets
(2001), Schayer (1933), Randle (1924),

[Vasubandhu, c. 400 AD] Vasubandhu c. 400 AD - 480 AD). Vadavidhi, Vadavidhana,
Tarkasastra. Discussion — Tucci (1929a), Tucci (1929b).

[Vatsyayana, c. 350 AD] Vatsyayana (c. 350 AD — 425 AD). Nyayabhasya. Translation
— Gangopadhyay (1982). Discussion — Bochenski (1956), Matilal (1998).

[Dinnaga, c. 480 AD] Dinnaga (c. 480 AD — 540 AD). Pramanasamuccaya. Translation
— Hayes (1988). Discussion — Bochenski (1956), Ganeri (2001), Hayes (1980), Hayes



90 JONARDON GANERI

O

(1988), Herzberger (1982), Katsura (1983), Katsura (1986a), Matilal (1998), Matilal
& Evans eds. (1986), Oetke (1994).

[Difnaga, c. 480 AD] Difinaga (c. 480 AD — 540 AD). Hetucakranirpaya. Translation —
Chatterji (1933), Chi (1969). Discussion — Bharadwaja (1990), Bochenski (1956), Chi
(1969), Randle (1924)

[Sankarasvamin, c¢. 500 AD] Sankarasvamin (c. 500 AD - 560 AD). Nyayapravesa.
Translation — Tachikawa (1971). Discussion — Chi (1969), Gillon & Love (1980), Oetke
(1996).

[Uddyotakara, c. 500 AD] Uddyotakara (c. 550 AD — 625 AD). Nyayavarttika. Transla-
tion — Jha (1984). Discussion — Gokhale (1992).

[Dharmakirti, c. 600 AD] Dharmakirti (c. 600 AD — 660 AD). Pramanavarttika. Discus-
sion — Gokhale (1992), Hayes (1987), Katsura ed. (1999), Matilal (1998), Matilal &
Evans eds. (1986), Steinkellner (1973), Steinkellner ed. (1991).

[Dharmakirti, c. 600 AD] Dharmakirti (c. 600 AD — 660 AD). Nyayabindu. Translation
— Gangopadhyay (1971), Stcherbatsky (1930, volume 2). Discussion — Gokhale (1992).

[Dharmakirti, c. 600 AD] Dharmakirti (c. 600 AD — 660 AD). Vadanyaya. Translation
— Gokhale (1993). Discussion — Chinchore (1988).

[Siddhasena, c. 700 AD] Siddhasena (c. 700 AD). Nyayavatara. Translation and discus-
sion — Balcerowicz (2001).

[Udayana, c. 1050 AD] Udayana (c. 1050 AD). Nyayavarttikatatparyaparisuddhi,
Nyayaparisista, Laksanavali.

[Gangesa, c. 1325 AD] Gangeda (c. 1325 AD). Tattvacintamani. Discussion — Bhat-
tacharyya (1987), Bochenski (1956), Gangopadhyay (1975), Goekoop (1967), Ingalls
(1951), Matilal (1968), Matilal (1985), Matilal (1998), Staal (1988), Vattanky (2001),
Wada (1990), Wada (forthcoming).

SECONDARY LITERATURE ON INDIAN LoOGIC



INDIAN LOGIC 91

[Aung, 1915] S. Z. Aung. Points of Controversy, or, Subjects of Discourse: Being
a translation of the Kathavatthu from the Abhidhammapitaka, eds. S.Z. Aung and
C.A.F. Rhys Davids. Pali Text Society. Routledge and Kegan Paul, London, 1915.

[Bagchi, 1953] S. Bagchi. Inductive Reasoning: A Study of Tarka and its Role in Indian
Logic. Munishchandra Sinha, Calcutta, 1953.

[Balcerowicz, 2001] P. Balcerowicz. Epistemology in Historical and Comparative Per-
spective: Critical Edition and English Translation of Logical-Epistemological Trea-
tises: Nyayavatara, Nyayavatara-vrti and Nyayavatara-t ippana with Introduction
and Notes, Franz Steiner Verlag, Hamburg, 2001.

[Balcerowicz and Mejor, 2000] P. Balcerowicz and M. Mejor, eds. On the Understanding
of other cultures: Proceedings of the International Conference on Sanskrit and Related
Studies to Commemorate the Centenary of the Birth of Stanistaw Schayer, Warsaw
1999. Oriental Institute, Warsaw University. 2000.

[Bharadwaja, 1990] V. Bharadwaja. Form and Validity in Indian Logic. Indian Institute
of Advanced Study, Shimla, 1990.

[Bhattacharyya, 1987] S. Bhattacharyya. Some Aspects of the Navya-Nyaya Theory of
Inference, In Doubt, Belief and Knowledge, S. Bhattacharyya, pp. 245—267. Indian
Council of Philosophical Research, Delhi, 1987.

[Bochenski, 1956] J. M. Bochenski. The Indian Variety of Logic. In A History of Formal
Logic, 2nd edn, J. M. Bochenski, pp. 416-447. Trans. I. Thomas, Chelsea Publ. Co.,
New York, 1961.

[Chakrabarti, 1977] K. K. Chakrabarti. The Logic of Gotama. University of Hawaii So-
ciety for Asian and Comparative Philosophy Monograph, no. 5. University Press of
Hawaii, 1977.

[Chatterji, 1933] D. Chatterji. Hetucakranirnaya - A Translation. Indian Historical
Quarterly, 9, 266—272, 511-514, 1933.

[Chi, 1969] R. S. Y. Chi. Buddhist Formal Logic: A Study of Dignaga’s Hetucakra and
K’uei-chi’s Great Commentary on the Nyayapravesa. The Royal Asiatic Society of
Great Britain. London, 1969.

[Chinchore, 1988] M. Chinchore. Vadanyaya — A Glimpse of a Nyaya-Buddhist Contro-
versy. Sri Satguru Publications, Delhi, 1988.

[Davids, 1890] T.W. R. Davids. The Questions of King Milinda (2 volumes). Clarendon
Press, Oxford, 1890.

[Galloway, 1989] B. Galloway. Some Logical Issues in Madhyamaka Thought. Journal of
Indian Philosophy, 17, 1-35, 1989.

[Ganeri, 1999] J. Ganeri. Dharmakirti’s Semantics for the Particle eva (“only”). In Kat-
sura ed., pp. 101-116, 1999.

[Ganeri, 2000] J. Ganeri. Rationality as a method of research into the Nyaya system. In
Balcerowicz & Mejor. 147-156, 2000.

[Ganeri, 2001] J. Ganeri. Philosophy in Classical India: The Proper Work of Reason.
Routledge, London, 2001.

[Ganeri, 2001a] J. Ganeri, ed. Indian Logic: A Reader. Curzon, London, 2001.

[Ganeri, 2001] J. Ganeri. Argumentation, Dialogue and the Kathavatthu. Jouranl of
Indian Philosophy, 29, 485—-493, 2001.

[Gangopadhyaya, 1971] M. Gangopadhyaya. Vinitadeva’s Nyayabindutika. Indian Stud-
ies Past & Present, Calcutta, 1971.

[Gangopadhyay, 1975] M. Gangopadhyay. Gangesa on Vyaptigraha: The Means For The
Ascertainment of Invariable Concomitance. Journal of Indian Philosophy, 3, 167208,
1975.

[Gangopadhyay, 1982] M. Gangopadhyay. Gautama’s Nyaya-Siutra with Vatsyayana’s
Bhasya. Indian Studies.Past & Present, Calcutta, 1982.

[Gangopadhyay, 1984] M. Gangopadhyay. Indian Logic In Its Sources. Munshiram
Manoharlal, Delhi, 1984.

[Gillon and Love, 1980] B. Gillon and M. L. Love. Indian Logic Revisited: Nyayapravesa
Reviewed. Journal of Indian Philosophy, 8, 349-384, 1980.

[Gillon and Hayes, 1982] B. Gillon and R. Hayes. The Role of the Particle eva in (Logi-
cal) Quantification in Sanskrit. Wiener Zeitschrift fir die Kunde Sid-und Ostasiens,
26, 195-203, 1982.



92 JONARDON GANERI

[Gillon, 1999] B. Gillon. Another Look at the Sanskrit Particle eva. In Katsura ed., pp.
117-130, 1999.

[Gillon, 2001] B. Gillon, ed. Proceedings of the Panel on Logic in Classical India,
ICANAS Montreal 2000. Journal of Indian Philosophy Special Issue. vol. 29, 2001.
[Goekoop, 1967] C. Goekoop. The Logic of Invariable Concomitance in the

Tattvacintamani. Reidel, Dordrecht, 1967.

[Gokhale, 1991] P. P. Gokhale. The Logical Structure of Syadvada. Journal of Indian
Council of Philosophical Research, 8, 73—81, 1991.

[Gokhale, 1992] P. P. Gokhale. Inference And Fallacies Discussed In Ancient Indian
Logic. Sri Satguru Publications, Delhi, 1992.

[Gokhale, 1993] P. P. Gokhale. Vadanyaya of Dharmakirti: The Logic of Debate. Sri
Satguru Publications. Delhi, 1993.

[Gupta, 1895] S. N. Gupta. The Nature of Inference in Indian Logic. Mind, 4, 159-175,
1895.

[Hayes, 1980] R.P. Hayes. Dininaga’s Views on Reasoning. Journal of Indian Philosophy,
8,219 - 277, 1980.

[Hayes, 1987] R. P. Hayes. On The Reinterpretation Of Dharmakirti’s svabhavahetu.
Journal of Indian Philosophy, 15, 319-332, 1987.

[Hayes, 1988] R. P. Hayes. Dinnaga on the Interpretation of Signs. Studies of Classical
India, vol 9. Kluwer, Dordrecht, 1988.

[Herzberger, 1982] H. H. Herzberger. Three Systems of Buddhist Logic. In B. K. Matilal
and R. D. Evans eds., pp. 59-76, 1982.

[Hoffman, 1982] F. J. Hoffman. Rationality in early Buddhist four-fold logic. Journal of
Indian Philosophy, 10, 309-337, 1982.

[Ingalls, 1951] D. H. H. Ingalls. Materials for the Study of Navya-Nyaya Logic, Harvard
University Press, Harvard, 1951.

[Jha, 1984] G. Jha. The Nyaya-Sitras of Gautama with the Bhasya of Vatsyayana and
the Varttika of Uddyotakara. Motilal Banarsidass (reprint), Delhi, 1984.

[Katsura, 1983] S. Katsura. Dignaga on trairfipya. Journal of Indian and Buddhist Stud-
ies, 32, 1521, 1983.

[Katsura, 1986a] S. Katsura. On trairipya Formulae. In Buddhism and Its Relation To
Other Religions: Essays in Honour of Dr. Shozen Kumoi on His Seventieth Birthday,
pp. 161-172, 1986.

[Katsura, 1986b] S. Katsura. On the Origin and Development of the Concept of Vyapti.
Tetsugaku, 38, 1-16, 1986.

[Katsura, 1999] S. Katsura, ed. Dharmakirti’s Thought and its Impact on Indian and
Tibetan Philosophy: Proceedings of the Second International Dharmakirti Conference,
Hiroshima, Verlag Der Osterreichischen Akademie Der Wissenschaften, Wien, 1999.

[Katsura, 2001] S. Katsura. Indian logic: induction, deduction or abduction? In Gillon
(2001).

[Matilal, 1968] B. K. Matilal. The Navya-Nyaya Doctrine of Negation. Harvard Univer-
sity Press, Harvard, 1968.

[Matilal, 1971] B. K. Matilal. Epistemology, Logic and Grammar in Indian Philosophical
Analysis. Mouton, The Hague, 1971.

[Matilal, 1985] B. K. Matilal. Logic, Language and Reality: An introduction to Indian
Philosophical Studies. Delhi Motilal Banarsidass, 1985. Second edn. under new subti-
tle, Indian Philosophy and Contemporary Issues, 1990.

[Matilal, 1990] B. K. Matilal. The Word and the World, Appendix 2. Oxford University
Press, Delhi, 1990.

[Matilal, 1998] B. K. Matilal. The Character of Logic in India, edited by Jonardon
Ganeri and Heeraman Tiwari. State University of New York Press, Albany, 1998.
[Matilal and Evans, 1986] B. K. Matilal and R. D. Evans, eds. Buddhist Logic and Epis-
temology: Studies in the Buddhist Analysis of Inference and Language. Studies of

Classical India, vol. 7. Kluwer, Dordrecht, 1986.

[Mullatti, 1977] L. C. Mullatti. The Navya-Nyaya Theory of Inference. Karnatak Uni-

versity Press, Dharwad, 1977.



INDIAN LOGIC 93

[Miiller, 1853] M. Miiller. Indian Logic. Printed as an Appendix to Thomson, W. An
Outline of the Necessary Laws of Thought. 3rd edition. Longmans, Green, and Co,
London, 1853.

[Nenninger, 1994] C. Nenninger. Analogical Reasoning in Early Nyaya-Vaisesika. Asi-
atische Studien, 48, 819-832, 1994.

[Nozawa, 1991] M. Nozawa. Inferential Marks in the Vaiéesikasiitras. Sambhasa: Nagoya
Studies in Indian Culture and Buddhism, 12, 25-38, 1991.

[Oetke, 1994a] C. Oetke. Studies On The Doctrine Of Trairdpya, : Wiener Studien zur
Tibetologie und Buddhismuskunde, Wien, 1994.

[Oetke, 1994b] C. Oetke. Vier Studien zum Altindischen Syllogismus. Reinbek, 1994.

[Oetke, 1996] C. Oetke. Ancient Indian Logic as a Theory of Non-Monotonic Reasoning.
Journal of Indian Philosophy, 24, 447-539, 1996.

[Ono, 1999] M. Ono. Dharmakirti on asasarananaikantika. In Katsura ed., pp. 301-316,
1999.

[Peckaus, 2001] V. Peckaus. Dignaga’s Lgoic of Invention. Lecture delivered at the First
International Conference of the New Millenium on History of Mathematical Sciences,
Indian National Science Academy. University of Delhi.

[Prets, 2000] E. Prets. Theories of Debate, Proof and Counter-Proof in the Early Indian
Dialectical Tradition. In Balcerowicz & Mejor eds. pp 369-382, 2000.

[Prets, 2001] E. Prets. Proof and counterproof in early indian dialectic and logic. In
Gillon ed., (2001).

[Randle, 1924] H. N. Randle. A Note on the Indian Syllogism. Mind, 33, 398-414, 1924.

[Randle, 1930] H.N. Randle. Indian Logic in the Early Schools. Oxford University Press,
Oxford, 1930.

[Robinson, 1957] R. H. Robinson. Some Logical Aspects of Nagarjuna’s System. Philos-
ophy Fast and West, 6, 291-308, 1957.

[Schayer, 1932] St. Schayer. Studien zur Indischen Logik. 1. Der Indische und der Aris-
totelische Syllogismus. 2: Altindische Antizipationen der Aussangenlogik. Bulletin In-
ternational de I’Academie Polonaise des Sciences et des Lettres, Classe de Philologie,
Krakow, nr. 4-6, pp. 98-102 (1932) and nr. 1-6, pp. 90-96 (1933). Krakow.

[Schayer, 1933] St. Schayer. Uber die Methode der Nyaya-Forschung. In O. Stein and
W. Gambert eds., Festschrift fiir Moritz Winternitz, pp. 247-257. Leipzig, 1933.

[Schuster, 1972] N. Schuster. Inference in the Vaigesikasiitras, Journal of Indian Philos-
ophy, 1, 341-395, 1970.

[Sharma, 1981] R. K. Sharma. Caraka-samhita: Agnivesa’s Treatise Refined and Anno-
tated by Caraka. Text with English Translation. Varanasi: Chaukhambha Orientalia,
1981-84.

[Sinha, 1911] N. Sinha. The Vaisesikasitras of Kanada, with the commentary of Sarikara
Misra. The Panini Office, Bhuvaneswari Asrama, Allahabad, 1911. ,

[Solomon, 1976] E. Solomon. Indian Dialectics, 2 volumes. B. J. Institute of Learning
and Research, Ahmedabad, 1976.

[Staal, 1988] J. F. Staal. Universals: Studies in Indian Logic and Linguistics. University
of Chicago Press, Chicago and London, 1988.

[Stcherbatsky, 1930] Th. Stcherbatsky. Buddhist Logic. Vols 1 and 2, Bibliotheca Bud-
dhica, 26. Leningrad.

[Steinkellner, 1973] E. Steinkellner. On the Interpretation of the svabhavahetu? Wiener
Zeitschrift Fur Die Kunde Std-Und Ostasiens, 18, 117-129, 1973.

[Steinkellner, 1991] E. Steinkellner. The Logic of the svabhavahetu in Dharmakirti’s
Vadanyaya. In E. Steinkellner, ed., 1991a.

[Steinkellner, 1991a] E. Steinkellner, ed. Studies in the Buddhist Epistemological Tradi-
tion. Proceedings of the Second International Dharmakirti Conference, Vienna, 1989.
Verlag Der Osterreichischen Akademie Der Wissenschaften, Wien, 1991.

[Tachikawa, 1971] M. Tachikawa. A Sixth-Century Manual of Indian Logic. (A Transla-
tion of the Nyayapravesa), Journal of Indian Philosophy, 1, 11-145, 1971.

[Tillemans, 1990] T.F. Tillemans. On sapaksa, Journal of Indian Philosophy, 18, 53-80,
1990.

[Tola and Dragonetti, 1995] F. Tola and C. Dragonetti. Nagarjuna’s Refutation of Logic
(Nyaya): Vaidalyaprakarana. Motilal Banarsidass, Delhi, 1995.



94 JONARDON GANERI

[Tucci, 1929a] G. Tucci. Buddhist Logic before Dinnaga (Asanga, Vasubandhu,
Tarkasastras). Journal of the Royal Asiatic Society, 451-88, 1929. Corrections: ibid.
870-1, 1929.

[Tucci, 1929b] G. Tucci. Pre-Dininaga Texts on Logic from Chinese Sources. Gaekwad
Oriental Series, no. 49, Baroda, 1929.

[Tucci, 1930] G. Tucci. The Nyayamukha of Dignaga: The Oldest Buddhist Text on
Logic. Materialen zur Kunde des Buddhismus, no. 15. Heidelberg: Otto Harrasowitch,
1930.

[Tuske, 1998] J. Tuske. Dinfinaga and the Raven Paradox. Journal of Indian Philosophy,
26, 387-403, 1998.

[Vidyabhusana, 1921] S. C. Vidyabhusana. A History of Indian Logic: Ancient, Medi-
aeval and Modern Schools. Calcutta University, 1921.

[Warder, 1963] A. K. Warder. The earliest Indian logic, Trudi Dvadtsat Pyatogo Mej-
dunarodnogo Kongressa Vostokovedov, Moscow, Izdatelstvo Vostochnoi Lieraturi, vol.
IV, 1963

[Uno, 1993] A. Uno. Vyapti in Jainism.In N. K. Wagle and F. Watanabe eds., Studies on
Buddhism in Honour of Professor A. K. Warder, pp. 160-167. University Of Toronto,
Toronto, 1993.

[Vattanky, 2001] J. Vattanky. A System of Indian Logic: The Nyaya Theory of Infer-
ence. Routledge, London, 2001.

[Wada, 1990] T. Wada. Invariable Concomitance in Navya-Nyaya. Sri Satguru. Delhi,
1990.

[Wada, forthcoming] T. Wada. The Origin of Navya-Nyaya and its Place within the
History of Indian Logic. In the Felicitation Volume for M. Tachiwaka (forthcoming).



