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Abstract

Prompted by an exchange concerning the capacity of a well-known causal search algorithm, PC, to learn composition, we describe algorithmic strategies for doing so.

1. Introduction

Some recent exchanges (Gebharter 2017a,2017b; Baumgartner and Cassini, 2023) concern whether composition can have conditional independence properties analogous to causal relations. If so, composition might sometimes be detectable by the application of causal search algorithms. The discussion has focused on a particular algorithm, PC (Spirtes and Glymour, 1991). PC is but one, and in many circumstances not the best, of a host of causal search algorithms that are candidates for methods of discovering composition provided appropriate statistical relations obtain. The discussion raises two issues: 1. Does the structure of the composition relation entail probability relations such that PC and like algorithms cannot discover composition from frequency data about kinds; and 2. what can be discovered—and how—about the composition of systems by PC or related causal search algorithms that exploit conditional independence relations. Baumgartner and Cassini answer the first question positively: constitution entails probability relations incompatible with discovery by PC. They do not engage the second question, but we will. 

Baumgartner and Cassini’s discussion focuses on issues of determinism. They criticize Gebharter’s proposed solutions for difficulties determinism poses for search methods for composition, PC in particular, and provide simulations showing PC fails with data from deterministic systems. We will not address Gebharter’s arguments, or metaphysical issues raised in the discussion about the causal properties and relations of micro and macro variables. We will instead sketch an account of the relations between, on the one hand, the constitution or containment of one kind of object in another kind of object, and, on the other hand, constraints on the probabilities of co-occurrence of the kinds of objects. Using an example posed by Baumgartner and Cassini, we will illustrate that given those constraints and with appropriate sampling, information about constitution can be discovered by causal search algorithms. Arguing that this kind of discovery of constitution has little scientific relevance, we then describe empirical studies of the discovery of composition that use PC in an entirely different strategy unconnected to the metaphysical issues of composition and determinacy.
 
2. The Assumptions of “Bayes Net” Models

Bayes nets were introduced in the 1980s as directed graphs without directed cycles (DAGS) whose vertices represent random variables ranging over a finite set of possible values, together with a joint probability distribution on the variables satisfying the Markov condition: for all values of the variables, each variable is independent of its non-effects conditional on the values of its direct causes (direct, that is with respect to the variables represented in the graph). It was soon recognized that the same formal structure applies to graphs with continuous variables or with both continuous and discrete variables. Generalizations to cyclic graphs soon followed. While such formal structures were originally referred to as “belief nets” and construed as mental objects, they also came to be models of causal relations associated with counterfactual distributions that would be produced by interventions that directly alter the distribution of one or more variables. 

The PC algorithm exploits conditional independence relations estimated from sample data to find a set of DAGs that entail those relations. The original proof of sufficient conditions for the correctness of the algorithm assumed that all and only the conditional independence relations are consequences of a Markov condition relating probabilities to the graphical topology of the directed acyclic graph representing the true causal relations among the measured variables—an assumption called faithfulness—and that there is no unmeasured direct cause of two measured variables. Faithfulness can be violated in two ways, either by causal pathways whose effects cancel one another, or by certain kinds of deterministic relations among the measured variables. These sufficient conditions have been weakened or alternatives substituted in later work on causal discovery. Other search algorithms build up models by adding causal connections that improve a statistical score. Posterior probability is one kind of score, but scores that approximate posterior probability are more computationally tractable. There is a host of other methods besides.

3. Determinism and the Logic of Composition

One of the principal points Baumgartner and Cassini make is that the PC algorithm fails in certain kinds of deterministic systems. If the value of A determines the value of B uniquely, and B causes C, PC (and several related algorithms) will condition on A in deciding whether there is a B - C causal connection. But if A determines B, then conditional on A, B will be constant. Constants are independent of everything, and so conditional on A, B will be independent of C and the PC algorithm will miss the causal connection. Their objection is entirely correct (however, there are modifications of PC that address this problem under assumptions (Luo, 2006)). The implication seems to be that if C is a constituent of B and B is a constituent of A, then at least one of those relations cannot be discovered using PC.

We argue, however, that composition has only partial deterministic relations that allow the algorithmic recovery of information about causality. All bronze contains copper but copper does not only occur in bronze. Calcites contain calcium and carbonate ions and all carbonates contain carbon and oxygen. All dolomites contain calcium and carbonate and magnesium. Water contains hydrogen and oxygen  Butter contains milk fat which contains fatty acids which are composed of saturated fatty acids, monounsaturated fatty acids, and polyunsaturated fatty acids. Margarine, which dairy farmers property emphasized is not butter, also contains fatty acids. That the butter lies spread on toast is not a component of the butter or the toast. 

For many kinds, interventions cannot remove constituents of a kind of object without changing the kind of object it is: No bronze without copper; no butter without fatty acids.[footnoteRef:1]  [1:  The plasticity of language allows kind terms to be expanded to objects with alternative constituents. Commercially, martinis and licorice can have alternative constituents, as  with vodka martinis, chocolate licorice, and other abominations.] 


Partial determinacies can allow PC to recover composition. We will use variables ranging in value for the presence or absence of a particular kind of object in a population or sample, taking values “present” represented by a letter, as in “A” or “absent “represented by a tilde prefacing a letter, as in “~A.” In this part of the paper, we assume the presence or absence of such properties in all objects in a sample is empirically known. Later, we abandon that assumption. We use “containment” here to mean that one kind of thing is a constituent of, or necessarily inside, another kind of thing.[footnoteRef:2]  [2:  We use “container” and “contained” because we can think of no other suitable expression for the object of which other objects are constituents.] 


Containment can be conjunctive or disjunctive. Conjunctive, as in: all carbonates contain carbon and oxygen. Or, disjunctive, as in: martinis can be made of gin or vodka; naturally occurring uranium atoms can have 238 or 235 or 234 neutrons.[footnoteRef:3]   [3:  We have not thought through the distinction, if any, between kinds with disjunctive constituents and kinds that are mixtures of kinds. ] 


We will focus hereafter on the conjunctive interpretation, cases where kinds B, C… are necessary constituents of kind A: nothing is an A unless it contains B and C…

 Suppose a population of cases contains objects of kind A as well as objects that are not of kind A, and all objects of kind A contain objects of kinds B and C and B and C also occur in some systems in the population that are not of kind A.  Then Pr(B,C| A) = 1 and Pr(A | ~(B v C)) = 0 (or on the disjunctive interpretation, Pr(B  v C | A) = 1 if the identity of kind A is the same under either of two components.) Pr(B, C |~A) is unconstrained by the containment of B, C in A. We will assume that P(B, C | ~A) is neither 0 nor 1. Suppose further that all objects containing B and C contain an object of kind D, but not conversely. Then on the conjunctive interpretation of constitution, Pr(D | B, C) = 1, Pr(B,C | ~D) = 0 and Pr(A | ~D) = 0.  Pr(D | ~(B, C) is not constrained by containment. 

Containment is a transitive relation which in many cases, but not necessarily all, has the structure of a tree. Conjunctively, the presence of a contained variable is uniquely determined by a positive value of its container, and the absence of a container is uniquely determined by the absence of something the container would contain if the container were present. Containment relations say nothing about other conditional probabilities. 

The partial determinism of containment provides some robustness against confounding. Suppose in addition to the population of A, B, C and D imagined above, there are cases in which another component, E, is present and cases in which it is absent, and E contains both A and D. It remains that all A cases contain B and C, and therefore D. If A is present so must be B and C and hence D, and if B or C is not present then A is not present no matter whether D is present. Despite the containment of both A and D by E, A remains independent of D conditional on the presence of B and C, since then D is a constant, present. A is also independent of D conditional on the absence of B or C or both, since in the latter cases A is constantly absent (and so E must be absent but D need not be) and constants are independent of everything. Containment cannot have cancelling pathways. The tree structure has only one pathway between any two variables. Even if one elaborates the previous example so that A contains F and B and C are also contained in F, the two containment pathways from A to B and C cannot cancel the containment relations. 
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Figure 0. Containment without a tree.  A cannot occur without F, B and C. Neither F nor A can occur without B and C.

The very idea of empirical determination of composition from containment data for samples is rather odd. To empirically determine that bronze is composed of copper and tin, one would need: samples that are known to be bronze and copper and tin; samples that are known to be copper but not bronze, samples that are known to be tin but not bronze, and no samples that are bronze without copper or tin. Up to inductive generalization, the composition of bronze would almost speak for itself. Even so, we will assume samples of these kinds are available and ask what, even it be gratuitous, causal search algorithms could infer from them about composition.

With an example provided by Cassini and Baumgartner[footnoteRef:4] we can illustrate how the partial determinism of containment allows discovery of composition from a sufficiently diverse sample.  [4:  Baumgartner and Cassini offer another example, a simulated amplifier. We do not fully understand the example. No probability table and rationale for it is given, and we are unsure whether the example involves containment relations.] 
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We will assume the conjunction interpretation is intended for the double lined arrows: something is V1 only if it is V2 and V3, and something is V3 only if it is V4. V4 is regarded by Baumgartner and Cassini as measured but ignored in a PC search in accord with a suggestion of Gebharter’s. We will take V4 to be measured. So, the question is whether PC or other algorithms could recover the V1, V2, V3 (and V4) composition relations from data on the presence or absence values of those variables alone. (V5 and V6, causal effects of a contained variable, V4, are irrelevant here. The use of causal effects of composition is discussed in the next section.) Cassini and Baumgartner say not. They do not give probability tables for their experiments with PC. Treating the relations as containment, we consider the following graph and probability table. 
[image: ]
Figure 2.  The Graph to be Parameterized
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Table 1: The conditional probability table for the graph in figure 1

The table starts with the exogenous variables, X4 and X2, which are assigned arbitrary non-extremal values. X3 is required to be almost (but see note 5) absent (0) if it’s component, X4, is absent. Otherwise, X3 is somewhat more likely to be present (1) if both its cause and its component are present. X1 is required to be absent if its components, X2 and X3 are absent, and substantially likely to be present if both its components are present.  The result of the PC search using 1,000 cases randomly generated according to Table 1 is shown in Figure 3.[footnoteRef:5] [5:  It is critical to use the right statistical tests according to the variable types. Binary variables require a discrete test such as G2. If 0, 1 are converted to 0.0 or 1.0 respectively, the Fisher Z test is used. The results for PC were the same in either variable format. The results were the same when the first row of the X3 table was changed to Pr(X3 = 0) = 1 when X2, X4 are both absent, more strictly in accord with the constraint that X3 occur in no sample in which its constituent, X4, does not occur.  All searches were done in TETRAD 7.5-0 available in GitHub. We used the default settings of search parameters.] 
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Figure 3: The PC result.

The result is perfect. In Baumgartner and Cassini’s expression, PC discovers causal and constitutive relations “at one go.”  PC does not say which relations are causal and which are constitutive. The Fast Greedy Equivalence Search (Ramsey, et al. 2017), which uses a quasi-Bayesian score instead of statistical tests, produced the same result. Caveats are warranted. We have not systematically explored the results with other probability tables consistent with the constraints of conjunctive composition, or tables for the disjunctive interpretation of composition. But the example shows that the conclusion that PC cannot discover constitution is too quick. Since, the processes are statistical, however, there is no guarantee that PC and other causal search methods will not fail for various samples. 

As noted above, it seems unlikely that given the kinds of data required, an automated search for composition would be needed.  More scientifically relevant are problems in which, as in Figure 1, there are measurable causal effects that vary with composition. In the next section, we report a different strategy that uses PC to discover composition from such effects. 

4. Actual Composition: Discovering the Composition of Novel Objects

In 1990, we were contracted by NASA to try to develop algorithms that use reflectance spectra to identify rocks and soils with minerals containing carbonates For details see Ramsey, et al., 1991. These investigations were done in collaboration with two experts on reflectance spectroscopy and mineral composition, Ted Roush and Paul Gazis, from the NASA Ames Research Center. The work used PC in a strategy quite different from method described in the previous section. NASA’s interest was in connection with robotic exploration of Mars. Carbonates were of particular interest because they are often deposited from water, and water was considered essential for past life on the planet. NASA’s first planetary rover, Sojourner, had carried a reflectance spectrometer. Because of limits of free antenna time on Earth, and the desire that a robot with limited memory collect useful information when it is out of the line of sight, for future missions NASA was interested in low computational demanding software that could identify mineral composition from reflectance spectra while aboard a rover on Mars. The competence sought was that of an apprentice mineral spectroscopist on Mars, hence the informal title Ames adopted: “The Graduate Student on Mars Project.”

The project had three parts. One was to identify carbonate minerals from spectra taken in situ in the Mojave desert. A second was to distinguish carbonate from non-carbonate objects planted by others for the purpose in a field at NASA’s Ames Research Center. The third was a comparison of the informativeness and accuracy of a human expert and a simplification of the PC algorithm for identifying carbonates (and other minerals) from the spectra of an extensive collection of rocks of known composition maintained at the Johns Hopkins University. In all of these cases the task was to determine some of the composition of novel objects. 

Minerals are naturally occurring solid substances of a loosely defined chemical composition and crystalline structure. Distinct minerals often occur in combinations in Earth rocks. Carbonates are minerals containing a carbonate ion, CO3-. A standard reference lists over 4,000 minerals and over a hundred carbonates. 

Reflectance spectroscopy measures the intensities of light of various frequencies reflected from a surface, often where possible standardized against the spectrum of white light near the same source. Different elements and minerals have distinct spectroscopic signatures. Distinct minerals appear together in natural formations and share reflectance frequencies; reflectance spectra are therefore at best a complicated indication of the composition of the surface of rock or soil. Still, a natural idea is to somehow compare the spectrum of a sample with spectra from pure minerals and try to sort out the composition generating the signal. 

A modification of the PC algorithm[footnoteRef:6] combined the spectrum of a novel object with spectra from a library of known pure minerals at the Jet Propulsion Laboratory, (JPL) with each spectrum labeled by its mineralogical source. The PC search sought to estimate whether the spectrum of the novel object could be attributed to any of the carbonate minerals in the JPL library.  That is, graphical model edges were sought between the label of the target object and the labels of the library minerals, using the intensities of spectra at multiple frequencies as data.  The data table thus had rows labeled by spectral frequencies and columns labeled by minerals and one column labeled as the target. The cell entries were the intensities of the spectrum for the row frequency and column mineral. Some prior knowledge specifying the interval of frequencies most characteristic of carbonates was used to restrict the data, which was also pre-processed, smoothing and removing spikes (the later due to atmospheric water), in ways neutral to composition of the target object.  [6:  The modification was to omit the second stage of PC that directs edges found in the first stage. ] 


The presence of a mineral, carbonates for example, may be correlated with the presence of other minerals in a sample of rocks. Thus, a spectral feature may be associated with the mineral of interest even when the feature is not produced by that mineral, or the intensity at a wavelength may be produced jointly by multiple components. Using conditional independence tests, the PC algorithm is designed to find such confounding associations and discount them in the course of estimating directed graphical relations among variables.[footnoteRef:7]  [7:  The generation of a reflectance spectrum is a causal process, and the surface composition of an object might be deemed a cause of its spectrum. The manipulation account of causation is hard to apply here, since the composition of a particular rock cannot be manipulated. (The surface could be covered by another material, but then are we measuring the spectrum of the rock?. Rocks with different composition could be added to the sample, but does that count as manipulation of the composition of rocks, or only a manipulation of the sample?) But whether composition is properly called a cause of phenomena associated with it is not the issue at stake here. 
] 


Some of the samples from the Mojave were analyzed chemically, and all samples were assessed for carbonate content by experts in situ from appearance and spectral properties. The algorithm results almost perfectly matched the expert assessments of the presence or absence of two specific carbonates, calcite or dolomite, and on the presence or absence of carbonates of any kind agreed in 15 of 20 samples.

The second study took reflectance spectra from composite objects of known composition planted at NASA Ames. With some scattered point errors outside the objects, modified PC correctly identified carbonate and non-carbonate regions.  

The third study applied the modified PC algorithm to the Johns Hopkins Library of rock spectra in an informal competition with Ted Roush. Roush had access to the JHU spectra but not to the mineral identities and could use any reference materials he wished and could take as much time as he wanted. In the event, he spent twelve hours on the task. PC took a few minutes on a work station of the era. The results were that for the 20+ calcite and dolomite minerals in the library, Roush was almost unerring, making only a single mistake.  But he missed almost all of the rest of the carbonate minerals in the JHU library.[footnoteRef:8],[footnoteRef:9] PC, made more errors with calcite and dolomite but correctly identified many more of the carbonate minerals.  [8:  Since the frequencies measured in the JHU and  JPL libraries are not exactly the same, before the experiment Roush did some interpolation to match JHU frequencies with those in JPL. Basically, a JHU frequency was mapped to the closest JPL frequency--a tiny distance to the right or left of the spectrum.]  [9:  A likely explanation is that Roush was expert at identifying carbonate minerals with which he had a lot of prior experience. Almost all naturally occurring carbonate deposits on Earth are calcite or dolomite. Roush was interested in whether his identification failures were specific to him, so he hired a new spectroscopist to repeat the JHU mineral identification test. The new spectroscopist refused and quit NASA.] 


Pretty good graduate student.  Alas for us, NASA decided on future missions to replace the reflectance spectrometer with other instruments that could penetrate below rock surfaces. The PC graduate student never made it to Mars. 

5. Conclusion

The exchange between Baumgartner and Cassini, on the one hand, and Gebharter on the other raises a general question: what statistical properties do various causal or constitutional relations entail that renders them discoverable—or not--by statistical search procedures?  We have broadened that issue to include when measured effects of composition enable identification of the composition of a system.

We have described two strategies that can use PC or other causal search algorithms to obtain information about composition, one, unlikely to be of scientific use, from the statistical information that results from certain kinds of composition relations. Another, more scientifically useful, from effects of composition using a reference library. We are grateful to Gebharter, Baumgartner and Cassini for raising an interesting issue about the discovery of composition, about which there is surely more to say.[footnoteRef:10] [10:  Research for this paper was supported by National Institutes of Health Grant R01HL159805 “ Interpretable Graphical Models for Large Multi-modal COPD Data.”  We thank Bryan Andrews of the University of Minnesota for investigating results with permutation algorithms for Table 1.] 
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Figure 1. Hypothetical structure where arrows denote causation and double arrows con-
stitution. Ovals contain variables in parthood relations, and dashed lines separate upper-
level from lower-level variables. Latent variables ()4) are not inside circles.
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