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Abstract

Causal understanding is a defining characteristic of human cognition. 
Like many animals, human children learn to control their bodily 
movements and act effectively in the environment. Like a smaller 
subset of animals, children intervene: they learn to change the 
environment in targeted ways. Unlike other animals, children grow 
into adults with the causal reasoning skills to develop abstract 
theories, invent sophisticated technologies and imagine alternate 
pasts, distant futures and fictional worlds. In this Review, we explore 
the development of human-unique causal learning and reasoning 
from evolutionary and ontogenetic perspectives. We frame our 
discussion using an ‘interventionist’ approach. First, we situate causal 
understanding in relation to cognitive abilities shared with non-human 
animals. We argue that human causal understanding is distinguished 
by its depersonalized (objective) and decontextualized (general) 
representations. Using this framework, we next review empirical 
findings on early human causal learning and reasoning and consider 
the naturalistic contexts that support its development. Then we 
explore connections to related abilities. We conclude with suggestions 
for ongoing collaboration between developmental, cross-cultural, 
computational, neural and evolutionary approaches to causal 
understanding.

Sections

Introduction

Human-unique causal 
understanding

Development of human 
causal understanding

Causal learning in naturalistic 
contexts

Development of related 
abilities

Summary and future 
directions

1Department of Philosophy, Stanford University, Stanford, CA, USA. 2Institut für Philosophie, Freie Universität Berlin, 
Berlin, Germany. 3Centre for Advanced Study in the Humanities: Human Abilities, Berlin, Germany. 4Department 
of Psychology, University of California, Berkeley, Berkeley, CA, USA. 5Department of Philosophy Affiliate, 
University of California, Berkeley, Berkeley, CA, USA.  e-mail: goddu@stanford.edu; gopnik@berkeley.edu

https://doi.org/10.1038/s44159-024-00300-5
http://crossmark.crossref.org/dialog/?doi=10.1038/s44159-024-00300-5&domain=pdf
http://orcid.org/0000-0003-4969-7948
mailto:goddu@stanford.edu
mailto:gopnik@berkeley.edu


Nature Reviews Psychology

Review article

Each candidate causal explanation corresponds to an intervention 
on a specific causal variable: for example, you might check that you 
are using the correct key, or you might jiggle the doorknob. These 
inferences are grounded in your assumption that there are objec-
tive conditions that govern the causal relation, independent of your 
actions18,20. That is, even if you do not have detailed knowledge of how 
locks work21, you know that there is a particular way that things need to 
be to enable the door to open. Trying another key or jiggling the knob 
are relevant causal interventions because they impact this mechanism. 
Understanding the objective mechanism also enables you to consider 
other ways to make the desired change, such as inserting a strategically 
bent paperclip18,20.

Adult human concepts of causal relations can involve many differ-
ent kinds of variables and events, across many different contexts and 
spatiotemporal scales. Understanding the collisions of billiard balls, the 
‘push’ and ‘pull’ of desires, the movement of the tides, and the cascade 
of neurotransmitters across a membrane all involve causal relations. 
There might not be any single objective feature that these relations 
share — causation might not be a ‘natural kind’18,22. However, from a 
psychological perspective, the common feature of these relations  
is that they support real or theoretical interventions. For example, to say  
that the moon causes the tides means that an intervention that changed 
the position of the moon would result in a change in the tides, regardless 
of whether such an intervention is actually possible.

This notion of causal understanding might seem broad — and it is. 
But it is not all-encompassing. Understanding the causal dependence 
of the door’s opening on the key is different from understanding the 
logical dependence between ‘2 + 2’ and ‘4’ or understanding that if 
something is a triangle, then its interior angles necessarily sum to 180°. 
Causal reasoning is different from syllogistic reasoning and other forms 
of logical reasoning. It is also different from reasoning about categori-
cal relations (such as reasoning that someone called a grandmother 
has grandchildren) or part–whole relations (such as reasoning that a 
basketball player is part of a team).

In this Review, we examine empirical findings in the development 
of human-unique causal learning and reasoning through an interven-
tionist frame. We argue that explaining adults’ capacities involves 
identifying the sources of their decontextualized (general) and deper-
sonalized (objective) way of thinking about causation. First, we review 
the development of causal learning and reasoning over both evolu-
tionary and ontogenetic time. Against this background, we discuss 
the causal factors that might underlie the development of adult-like 
causal understanding. Then we explore how human causal learning 
and reasoning develop in naturalistic contexts and how features of 
children’s everyday experiences shape their abilities. Next, we discuss 
the relation between causal reasoning and other cognitive abilities. We 
conclude by discussing open questions and avenues for future research.

Human-unique causal understanding
To explain the development of human-unique causal understanding, we 
must first identify its key features. Adult humans use causal reasoning 
effortlessly and automatically every day. Even the most mundane cogni-
tive activities — such as wondering why someone is late for a meeting, 
wiggling paper trays on a malfunctioning photocopier, or contemplat-
ing the consequences of drinking coffee at this hour — involve causal 
understanding. That is, they involve thinking of causal relations in terms 
of variables with values that can change, and they exemplify the ability 
to mentally manipulate these variables without actually changing the 
world. Crucially, adult human causal understanding is decontextualized 

Introduction
The flexibility and generativity of humans’ causal understanding is 
unparalleled. Humans can develop abstract theories and invent sophis-
ticated technologies, imagine alternate pasts and distant futures, and 
engage with fictional worlds. Chimpanzees, who share 98.7% of human 
genetic material1, do not do any of these things. Human-unique causal 
reasoning is as defining a characteristic of the species as language.

To ask questions such as “What makes human causal reasoning 
so different from other species?”, or “How and why do these skills 
develop?” is itself an exercise in causal reasoning. These are questions 
that researchers in developmental psychology, behavioural ecology, 
computer science and machine learning all try to answer2–8. Like many 
queries in science and in life, they are ‘Why?’ questions. A satisfactory 
answer will not consist of a mere list of facts about what happens — for 
example, a series of changes between neonatal and adult cognition. 
Rather, an answer will consist of causal explanations: proposals about 
the underlying reasons for those changes9–11.

Understanding the development of human causal learning and 
reasoning is important for human society. For better or worse, humans 
change their physical and social environments more than any other spe-
cies. For example, sophisticated causal reasoning has led to the techno-
logies that produce climate change. But imagining ways to reverse the 
damage is also a form of causal reasoning. A better understanding of 
human causal learning and reasoning abilities is important not only 
for engineering and science education, but also for civic engagement 
and critical literacy.

There are several approaches to causal understanding in the 
literature. Some researchers treat it as a simple matter of associa-
tion12. Others propose that it is an elaboration of perceptual skills that 
enable focus on particular spatiotemporal sequences of events13–16. In 
this paper we take an ‘interventionist’ perspective on human causal 
learning and reasoning2–4,8,9,11. This perspective defines causal relations 
as relations between causal variables. Causal variables are discrete fac-
tors with values that can change2,4,17. For example, wondering what to  
do to improve your sleep involves identifying causal variables that might  
influence sleep quality. To posit a causal relation is to posit that chang-
ing the value of one variable (the cause) makes a difference to the value 
of another (the effect). Identifying a causal relation enables you to 
make predictions about what will happen if specific changes are made  
(“IF I have less screen time at night, THEN my sleep will improve”) and 
to identify possible causal explanations (“Maybe my sleep improved 
BECAUSE I stopped watching TV before bed”)2,4. Identifying causal rela-
tions also enables you to design interventions — specific changes made 
to the values of causal variables4,9 — to bring about a target outcome 
(“I will stop using my phone at night IN ORDER TO improve my sleep”).

The interventionist view emphasizes that ‘difference-making’ is 
the essence of causal knowledge. By isolating a specific variable in a 
causal network, manipulating that variable, and observing which values 
of other variables change, you can infer which variables ‘make a differ-
ence’ to others, thus enabling you to imagine the possible outcomes of 
further causal events. From this perspective, causal reasoning is funda-
mentally related to counterfactual reasoning. Causal understanding 
lets you infer what could have happened in the past, what could happen 
in the future, or what could happen in an alternative fictional reality.

On the interventionist view, mature causal understanding also 
involves the assumption that the effectiveness of interventions is 
rooted in objective facts18. For example, imagine trying to unlock your 
front door but finding that it is stuck19. Your causal understanding 
might lead you to posit a problem with either the key or the doorknob. 
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and depersonalized: causal relations can be represented in a way that 
is highly general (not tied to specific contexts) and impersonal (not 
tied to agents’ actions).

Other animals clearly have elements of these abilities (Fig. 1). How-
ever, they do not seem to possess a humanlike causal understanding. In 
this section, we first discuss two dimensions of causal understanding: 
how decontextualized and depersonalized it is. Then we review the learn-
ing and reasoning skills of non-human animals, highlighting the major  
differences between these skills and the features of adult human causal 
learning and reasoning.

Dimensions of causal understanding
We suggest that human adult representations of causal relations are 
decontextualized and depersonalized. These are two orthogonal 

dimensions on which causal learning and reasoning differ across phy-
logeny and ontogeny. Decontextualization is a dimension that ranges 
from knowledge about highly specific causal relations in particular 
settings to knowledge of more general relations and variables. Deper-
sonalization increases in objectivity along a spectrum of first-personal 
to third-personal to impersonal.

Decontextualization concerns the specificity of the causal rela-
tions that are represented. These can range from very specific senso-
rimotor phenomena, such as links between internal motor commands 
and resulting perceptions, to very general relations between variables 
in scientific theories that apply to entire domains, such as all of phys-
ics. Causal understanding often seems to begin (ontogenetically and 
phylogenetically) by picking out particular, narrowly defined variables 
in ecologically relevant contexts. Reasoning develops to include a wider 

a   Acting: Most non-human animals

c   First-personal causal understanding (intervening): Some non-human animals

Reaching for and
grasping objects

Locomotion Expecting that the sound of shaking branches
will be followed by fruit falling

b   Predicting: Many non-human animals

d   Third-personal causal understanding:
Only humans

e   Impersonal causal reasoning:
Only humans over age 4

Expecting that if I shake the branches, 
then I will make the fruit fall

Expecting that if another agent shakes the 
branches, then they will make the fruit fall

Expecting that
if the wind shakes
the branches, then
the fruit will fall

Imagining 
impossible
interventions 
for making 
the fruit fall

Expecting that if I move this stick, then I can 
bring the out-of-reach object closer to me

Fig. 1 | Causal reasoning and antecedent abilities 
in human and non-human animals. a, Acting 
effectively involves applying knowledge of the 
differences that one’s bodily movements make 
to one’s perceptions and goals. These skills 
involve interacting with the environment, but not 
manipulating it to generate an external effect. 
b, Predicting contingencies between external 
events, such as expecting a positive outcome after 
hearing a sound, does not involve causal reasoning. 
c, Predicting external events resulting from one’s 
own interventions, such as learning to manipulate 
one object to change the position of another 
object, is first-personal causal understanding. 
d, Predicting external events resulting from 
others’ interventions is third-personal causal 
understanding. e, Imagining specific causal events 
that are independent of agents’ actions, and 
might even be impossible, is impersonal causal 
understanding. Adult human causal understanding 
is depersonalized and decontextualized (involves 
general representations of causal variables). 
The theoretical distinctions and examples in this 
figure are inspired by previous accounts4,9,20,23,41.
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range of more general relations between more general variables. An 
animal who acts in intelligent ways to avoid a particular type of predator 
or to obtain a particular kind of food without generalizing that knowl-
edge to other predators or types of food has a causal understanding 
that is restricted to particular contexts. Decontextualized reasoning, 
by contrast, is fully general and detached from particular events.

The second dimension, depersonalization, involves the relation 
between causal representations and actions. The interventionist per-
spective argues that what makes a relation causal is its relation to 
conceivable interventions. For human adults, causal relations are 
understood to be rooted in objective mechanisms in the environ-
ment, and the actions and interventions can be highly theoretical. 
Following earlier accounts, we propose that both phylogenetically and 
ontogenetically earlier forms of causal understanding are grounded 
in relations between actual actions and outcomes9,20,23. In particular, 
some early forms of causal reasoning, such as reinforcement learn-
ing, might only involve cases in which the agent themselves performs 
an action — a form of causal knowledge that we call ‘first-personal’ 
(‘I [first person] cause’). Other forms, such as those involved in imita-
tion learning, might include both the agent’s own actions and others’ 
actions, a ‘third-personal’ understanding (‘They [third person] cause’). 
The final, most objective level of causal understanding enables a rea-
soner to infer causal relations simply by observing events, independent 
of agents’ actions — an ‘impersonal’ understanding (‘It causes’). Fully 
depersonalized reasoning is detached from agents’ actions.

These two dimensions of causal knowledge, decontextualization 
and depersonalization, are orthogonal. For example, perceptual 
capacities that enable an agent to predict and track the movements of 
objects are impersonal, in that they do not rely on the agent’s actions, 
but apply only in very particular contexts. By contrast, reinforce-
ment learning might apply across many contexts involving many 
objects and relations — and so is relatively decontextualized — but 
applies only to outcomes of the agent’s actions. Thus, it would be 
first-personal only, rather than impersonal. The literature suggests 
that phylogenetically and ontogenetically earlier forms of causal 
understanding tend to be more context-specific, less objective, or 
both, than later forms.

Sensorimotor learning and causal reasoning
Many evolutionarily ancient sensorimotor capacities can be construed 
as solutions to causal problems, yet they do not have the same fea-
tures as adult human causal reasoning. Even very simple organisms 
(such as earthworms and fish) differentiate between sensory changes 
caused by themselves and those caused by the environment. Moreo-
ver, they can integrate information from different sensory modalities  
to pinpoint specific causes. For example, a visually perceived shadow 
and a tactually perceived change in water pressure might both be  
attributable to an entity passing overhead24–26.

This kind of context-specific, first-personal causal knowledge also 
has a role in motor learning and locomotion27,28. For example, young 
humans and chimpanzees who learn to walk and climb must learn 
which environmental features are difference-making for the success of 
their actions. In walking, causally relevant variables might include the 
degree of incline of slopes and the width of gaps; for climbing, these 
might include the thickness and pliability of branches29–31. Similarly, 
many animals seem to be sensitive to regularities in the dynamics 
of physical object interactions in the environment — what has been 
called ‘intuitive physics’32 — in their evolved visual perception (Box 1) 
and proprioception.

Learning about events
Many non-human animals can also learn about a wide range of events 
that go beyond simple sensorimotor interactions with the environment. 
The two major mechanisms that accomplish this feat are associative 
learning and reinforcement learning. However, in the interventionist  
framework, only reinforcement learning is seen as a precursor to mature 
causal understanding.

In associative learning (also called classical or Pavlovian condi-
tioning, or observational learning), two changes become linked such 
that the organism interprets one event as a cue to predict another33,34. 
For example, consider a dog who learns to anticipate their owner’s 
arrival when they hear a key in the door. Here, an inherently reward-
ing stimulus (arrival of social attachment figure) elicits a response 
(emotional excitement). Through associative learning, the sound of 
the key, which is arbitrary, is correlated with the reward and therefore 
comes to elicit the response. Associative learning yields correlations 
and enables predictions, but it does not reflect causal knowledge. 
Knowing what to expect next — such as anticipating that the sound 
of the key will be followed by a creaking sound as the door opens — is 
not the same as understanding that the door’s movement generates 
the creaking. Similarly, predicting that the next letter in the repeated 
sequence ‘ABCABCABCA…’ will be ‘B’ does not involve knowing why or 
how the sequence is being produced, or what would change the pattern.

From an interventionist perspective, reinforcement learning, 
unlike associative learning, is a form of causal understanding. In rein-
forcement learning (also called operant conditioning or instrumental 
learning), an animal learns to link their own voluntary actions with sub-
sequent changes in the world35. However, this understanding is strictly 
first-personal. For example, a dog who has learned to bark to be let 
outside is making an intervention: they change the value of one variable 
(whether they are barking) to make a difference to the value of another 
(whether the door is open). In model-free reinforcement learning, the 
animal simply becomes more likely to perform an action when it is fol-
lowed by a reward (as in canonical operant conditioning)35,36. By con-
trast, in model-based reinforcement learning, the animal learns a wider, 
more integrated variety of mappings between actions and outcomes, 
enabling them to flexibly adjust their behaviour according to the con-
text. Model-free learning might be illustrated by a dog who indiscrimi-
nately barks at the door, even when a person is not present to open it; 
model-based learning might be illustrated by a dog who barks only when 
a person is present. Both model-free and model-based reinforcement  
learning occur in a range of animals from rats to humans35,37.

Model-based learning in particular might prefigure more deper-
sonalized forms of causal reasoning. However, reinforcement learning 
has several major limitations. First, although the interventions and 
outcomes and their relations can be varied and general, the causal rela-
tions that can be learned are often quite constrained. Reinforcement 
learning is motivated by utility: the effect is a reward or punishment. 
Typically, in animals, the effect must occur close in space and time to 
the cause23. Second, as noted, the interventions are first-personal: the 
causal relation is tied to the animal’s own goal-directed action23. Even 
clever non-human animals (such as New Caledonian crows and chim-
panzees) have difficulty learning causal relations from events other 
than their own actions. Learning by observing others’ goal-directed 
actions (third-personal causal learning), or even by generalizing from 
the consequences of one’s own accidental movements, will not typically  
enable a non-human animal to learn a causal intervention20,23,38–43.

There is a debate in the comparative literature about the scope 
and limits of third-personal causal understanding in non-human 
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animals41,44,45 (for a theoretical overview, see ref. 46). Although there 
is some evidence for imitation learning, particularly in non-human pri-
mates, it is not always clear whether these results reflect genuine imita-
tion or simpler processes such as emulation or stimulus enhancement. 
For example, watching another animal drop a stone on a nut might lead 
the first animal to attend to the stone and then independently discover 
its causally relevant properties through trial and error or reinforcement 
learning46. This type of learning could occur without the first animal’s 
viewing the second animal’s actions as ‘dropping the stone in order to 
crack the nut’. Overall, it appears that some genuine imitative learning 
occurs in non-human primates. However, this third-personal causal 
learning is much less extensive than it is in humans, where imitation 
and attention to others’ actions is pervasive even in infancy47 (Box 2).

On the surface, tool use by non-human animals seems to involve a 
sensitivity to difference-making variables: agents must recognize that 
certain features (such as shape) are causally relevant, whereas others 
(such as colour) are not. However, this sensitivity is often highly spe-
cific to particular tools and contexts. Associative and reinforcement 
learning, plus some understanding of particular physical regularities, 
perhaps as part of perception (Box 1), might explain much apparent 
causal understanding in this domain39. Although many tool-using 
animals (including corvids and non-human primates) seem to attend 

to particular physical properties when they use, select and modify 
tools48–55, tool use often requires lengthy trial-and-error learning, 
fails to generalize to novel circumstances, and breaks down when the 
animal’s own goal-directed action is not involved38,40,44,56.

A form of causal reasoning is also manifest in studies designed to 
test ‘diagnostic inference’57,58. In these tasks, animals must reason about 
regularities of the physical environment to make a reward-relevant deci-
sion, such as where to search for food. Some species of birds and non-
human primates can infer the presence of food from cues to volume and 
solidity, contact causality and weight59–67. For instance, some animals 
seem to understand that food under a wooden board causes it to slant, 
food inside a cup causes rattling, and food inside a container makes it 
heavier. However, this apparent causal understanding might be more 
parsimoniously explained by the animals’ understanding of a particular 
subset of perceptual regularities — either innately or due to associative 
learning. This understanding contrasts with more decontextualized 
representations of causal variables and their difference-making rela-
tions. A dramatic illustration comes from ‘floppy stick’ experiments 
with non-human primates. When an experimenter waves two sticks 
to show a subject that one stick is rigid and the other sticklike object 
is floppy, chimpanzees do not reliably select the rigid object to bring 
a distant reward into reach. Instead, they often select and make many 

Box 1

Infants’ visual expectations about object dynamics
A literature on ‘intuitive physics’ and ‘core cognition’ has investigated 
infants’ expectations about events that they observe, but do not 
themselves produce13,32,85,88. Studies of infants’ visual attention to 
external events have produced two main sets of findings. First, 
within the first year of life, infants become sensitive to visual stimuli 
corresponding to events that adults also judge to be causal. Second, 
by the age of nine months, infants begin to discriminate between 
visual stimuli that depict physically possible versus impossible 
events13,32,85,88.

There are several interpretations of these findings. The ‘core 
cognition view’ is that infants’ visual perception is sensitive to causal 
relations in the same way as it is to more basic features such as shape, 
colour or motion13. This work builds on a theoretical suggestion from 
vision science that causality may be a high-level component of visual 
perception — as automatic and irresistible as three-dimensional 
depth perception317. In this view, when infants witness a ‘launching’ 
event (displays in which one object approaches and contacts another 
object, which then begins to move at a similar speed, as in a collision 
of billiard balls), they construe the motion of the first ball as making  
a difference to the position of the second ball. Core cognition also  
holds that infants possess ‘intuitive physics’: highly general knowledge  
of the laws governing physical object interactions13,32. The label 
‘intuitive physics’ suggests an understanding of the impersonal 
causal relations involved in external events.

An alternative view is that infants are highly skilled at tracking 
statistical contingencies between typical events and are therefore 
surprised by abnormal contingencies. However, infants might 
nonetheless lack an understanding of general causal principles86. 
Evidence for this view includes the fact that infants’ expectations 

about objects seem to be acquired in relatively piecemeal, context-
specific ways. For example, although four-month-old children 
recognize that a tall object will not be occluded by a short one, they 
do not recognize that the tall object will not be contained by the 
shorter one until seven months of age87.

Other findings suggest that visual expectations might not 
always guide behaviour. For example, four-month-old infants look 
longer if an object that was dropped above a temporarily occluded 
shelf is shown below the shelf when the occluder is lifted, relative 
to infants who see the physically possible outcome85. However, 
24-month-old toddlers who witness the same event will search for 
the object underneath the shelf rather than on top of it318. The same 
phenomenon has been documented in non-human primates319. 
Core cognition theorists have dismissed these failures as a form of 
perseveration, in which the toddlers or monkeys temporarily forget 
their general conviction that solid objects cannot pass through other 
solid objects320,321. The alternative explanation is that children’s early 
visual expectations about the regularities of object interactions 
do not reflect the kind of highly general, impersonal causal 
understanding that determines interventions.

It is unclear how infants’ early emerging expectations are 
related to an adult-like (decontextualized and depersonalized) 
understanding of difference-making causation. It is plausible that 
the two types of knowledge co-develop and reinforce each other. 
For example, correlational knowledge of observable regularities, 
coupled with observations of agent-involving events (Box 2), might 
guide early goal-directed behaviour, which in turn gives rise to causal 
understanding.
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attempts with the floppy stick, suggesting that they do not understand  
that the property of rigidity is causally relevant to achieving the goal39.

A handful of studies provide evidence that non-human animals 
do possess some kinds of more decontextualized and depersonalized 
causal knowledge. For instance, apes make different interpretations of 
the same observation depending on causal cues: they infer the presence 
of yogurt based on seeing a trail of yogurt drips near a hiding location 
only if the traces appeared after an occluded yogurt-hiding event 
and not if they were present beforehand68. Similarly, chimpanzees 
seem to discount confounded causes, particularly when their own 
actions lead to an effect43. Several experiments suggest that rats can 
learn about causal structure from observation, which in turn seems to 
enable them to make effective interventions69,70. However, evidence for 
adult human-like, fully decontextualized and depersonalized causal 
understanding in non-human animals is very limited overall.

Development of human causal understanding
Adult human causal understanding assumes that there are objective 
causal relations that exist independently of one’s actions, but that 
still support interventions. As recently as the mid-twentieth century, 
psychologists thought that this ability emerged only gradually in the 
school-age years71,72. However, there is now diverse evidence for causal 
learning and reasoning in very young children. The major developments 
occur between birth and five years of age.

Most of the research we describe here comes from laboratory 
experiments conducted with predominantly ‘WEIRD’ (Western, 
educated, industrialized, rich and democratic) populations73. It 
is likely that there is interesting and important variation to be dis-
covered across human cultures, and cross-cultural studies would 

illuminate which aspects of this trajectory reflect particular patterns 
of experience (see ‘Causal learning in naturalistic contexts’).

Causal learning and reasoning in infancy
As with non-human animals, humans’ ability to generate and imagine 
causal interventions is probably prefigured in the ability to control bod-
ily movements and to perceptually track environmental regularities. 
Humans are a highly visual species born without developed locomotion, 
and eye movements are among infants’ first controlled actions74–76. 
Visual behaviour develops through effortful practice: achieving control 
over where one is looking (and therefore what one sees) depends on 
implicit learning about which muscle movements make a difference 
to perception75,77–79. Thus eye movements might be understood as 
a precursor to difference-making interventions.

This learning seems to occur in parallel with the development of 
early expectations about external events, such as the ability to predict 
regularities of the physical world in visual perception. Within the first 
year of life, infants discriminate visual stimuli corresponding to events 
that adults judge to be causal14. For example, between six and seven 
months of age, infants become sensitive to ‘launching’ events15,16,80–83. 
Between seven and nine months of age, infants discriminate between 
launching and ‘triggering’ events (in which one object approaches 
and contacts another object, which then begins to move faster than 
the first object)84.

Between the ages of four and nine months — and in one study, as 
young as 2.5 months85 — infants begin to discriminate between visual 
stimuli that depict physically possible versus impossible events. For 
example, infants look longer at displays in which objects appear to 
float unsupported in midair, pass through other objects, or travel 

Box 2

Third-personal causal knowledge
Human adults, young children and some non-human animals have 
third-personal causal knowledge23: merely observing another agent’s 
causal intervention (such as banging a nut with a rock) is sufficient 
for them to infer that performing the same intervention themselves 
would make the same difference (that the nut would crack). This 
ability might depend on seeing others as agents who are intentionally 
trying to bring about particular effects.

There is converging evidence that even infants understand that 
actions are directed at goals. For instance, nine-month-old infants will 
imitate others’ actions on objects in intelligent ways115,116. Moreover, in 
looking-time studies, six-month-old infants expect that a human hand 
will consistently reach for the same object but not that an inanimate 
stick or claw will do so322.

One possibility is that as infants become more competent at 
moving their bodies to accomplish their goals, they learn to map  
their own goal-directed actions onto the actions of others323,324.  
In this view, the development of third-personal causal understand-
ing would be the result of mapping ‘my’ goal/effect onto ‘their’ 
goal/effect — perhaps facilitated by a general innate cross-modal 
mapping between one’s own interventions and those of others94,325. 
Support for this view comes from experiments in which pre-reaching 

three-month-old infants are outfitted with Velcro ‘sticky mittens’ 
that enhance their reaching success. Following this experience, the 
three-month-old infants behave more like (reaching) six-month-old 
infants in looking-time experiments that test their attention to others’ 
goal-directed actions326–328.

An opposing perspective from the ‘core cognition’ view holds that 
human infants have innately specified concepts of agent, goal, cost  
and cause13,307–311,329. This theoretical position proposes that humans 
are born with the ability to view agents as difference-makers. 
However, infants’ sensitivity to the distinctive visual features of 
agent-caused events might be more parsimoniously explained by a 
general sensitivity to the features of reliable statistical relationships. 
Salient state changes, close cause–effect spatiotemporal proximity, 
and invariant contingencies (see ref. 329 for a mega-analysis of 
experiments and methods) might enable infants to make predictions 
about the visual features of agent-involving events, although they do 
not yet understand such sequences as causal interventions. To show 
genuine causal understanding, researchers would need to show that 
very young infants try to reproduce other agents’ interventions to 
achieve similar goals. We suggest several such experiments in the 
conclusion below.
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along discontinuous paths than they do at closely matched displays in 
which object interactions accord with the laws of physics13,32,85–88. Some 
researchers suggest that these findings reflect infants’ understand-
ing of particular types of physical causal event, but the interpreta-
tion of these findings is subject to debate (Box 1). Another possibility 
is that early abilities to make predictions in visual perception later 
combine with a more action-based causal understanding as infants 
gain experience intervening in the physical world.

In addition to their abilities to predict and detect anomalies in 
observed events, infants also show anticipatory looking behaviour to 
visual stimuli that exemplify difference-making patterns of statistical 
dependence. Two studies showed that eight-month-old infants89, but 
not five-month-old infants90, learned to predict patterns in the sequen-
tial appearance of static images (without animated collisions or agents) 
in ways that were consistent with a causal interpretation. For example, 
infants might see that two pictures A and B that occurred together 
were always followed by a third picture C, and that C followed A by 
itself, but did not follow B by itself. They would then expect C when A  
occurred, but not when B did. However, these experiments use a 
dependent measure based on prediction rather than intervention. 
It is therefore an open question whether this should be interpreted 
as causal learning. In the interventionist perspective, only an experi-
ment demonstrating that infants learned from observational evidence 
to make an intervention would provide evidence for genuine causal 
understanding.

However, even before these developments, within the first weeks 
of life infants exert control over the social environment. Interventions  
that fulfill social desires — such as making noises, faces and gestures that  
bring a caregiver closer — are among the most meaningful and salient 
differences that infants learn to make. One of their earliest causal inter-
ventions might be crying91. Several studies suggest that by four to eight 
weeks of age, crying shifts from being merely ‘expressive’ to being tar-
geted at goals, such as gaining a caregiver’s attention92,93. By six weeks 
of age, infants also initiate imitative games with their caregivers —  
interactions in which social partners contingently mimic each other’s 
facial movements94. These behaviours reflect an early understanding 
that certain actions make a difference to the social environment.

By at least three months of age95, but perhaps as early as one month 
of age96,97, infants are capable of basic first-personal reinforcement 
learning with respect to the physical environment. For instance, when 
experimenters tie one end of a ribbon to a mobile and the other to an 
infant’s foot, participants rapidly learn which movements are causally 
relevant for generating the visually rewarding effect95,98. However, 
similar to non-human animals, infants often struggle to generalize: 
if the ribbon is tied to the other foot or the child is moved to a slightly 
different context, they need to relearn the causal relation99. These very 
young infants also seem to seek out contingencies between actions and 
outcomes even when the outcome is not intrinsically rewarding98,99. 

Between four and five months of age, infants’ automatic grasp-
ing and ‘manual babbling’ (spontaneous and relatively random fin-
ger, hand and wrist movements) develops into targeted reaching, 
grasping and mastery of the human ‘precision grip’100,101. These motor 
accomplishments facilitate increasingly precise manipulations of 
the physical environment, thereby expanding opportunities for dis-
covering difference-making relations101–103. At the same time, a funda-
mental interest in executing goals feeds back into the physiological 
developments themselves. For example, in studies where infants are 
outfitted with ‘sticky mittens’ (Velcro mittens to which experimental 
stimuli can easily attach), subjects can pick up objects before their 

grasping skills are fully mastered. These infants subsequently engage 
in more reaching and grasping compared to infants without sticky  
mitten experience104,105.

Like non-human animals, infants struggle to reason about imper-
sonal causal relations independent of their own actions. For example, 
learning to recognize difference-making variables that are relevant 
for successful spoon use (such as where to grip and how to orient 
the bowl of the spoon) requires many attempts — approximately ten 
months’ worth of practice according to one study106. Causal interven-
tions using tools are also highly personalized: rates of success decrease 
dramatically if the interventions are directed at other agents (such as 
spoon-feeding a teddy bear) or at maintaining external conditions 
(such as figuring out how to hold a shovel to avoid water sloshing 
out)107,108. Before approximately nine months of age, infants also fail in 
‘means-to-ends reasoning’ tasks that require them to consider causal 
relations between external physical objects (such as using a rake to 
retrieve an out-of-reach toy). Although an infant might understand that 
spatiotemporal contact is required, they frequently fail to recognize 
causally relevant variables, such as which end of the rake will be more 
helpful for achieving the goal109–111.

Although many studies have focused on infants’ abilities to under-
stand causal relations in the physical environment, difference-making 
is perhaps even more evident in social contexts. Researchers have 
suggested that infants’ ability to make social interventions undergoes 
a ‘revolution’ at nine months of age112. For instance, at this age infants 
learn to manipulate others’ attention by pointing. They also start to 
produce basic communicative signs, such as raising their arms above 
their head in the ‘pick me up’ gesture113.

The ability to share joint attention to objects and events in the envi-
ronment facilitates language acquisition, an even more powerful means 
of manipulating other agents112,113. A large proportion of infants’ early 
utterances encode causal events111,114. Examples include ‘more’ (referring 
to diverse events involving recurrence) and ‘allgone’ (referring to diverse 
events of disappearance). Initially, these utterances are restricted  
to events the children cause themselves (such as repeating an earlier 
action or hiding an object) and only gradually become more deperson-
alized and decontextualized114. These early words reflect both infants’ 
interest in causal events and adults’ propensity to point them out109,111.

Moreover, unlike non-human animals, infants appear to be capable 
of something like third-personal causal learning from an early age. By 
nine months of age, infants will imitate an experimenter’s novel actions 
on objects that bring about a novel effect115,116. At 14 months of age, 
infants who witness an experimenter place their head on a box that sub-
sequently lights up will produce the action themselves to bring about 
the effect — even if they have never done so before, and even a week after 
seeing the demonstration116. Moreover, this imitation seems to reflect 
an understanding of the demonstrators’ intentions rather than just 
their physical actions: if infants see that the experimenter is wrapped 
in a blanket that prevents them from using their hands, and then 
uses their head to activate the machine, the infants will use their own 
hands rather than their head117. By 24 months of age, infants can clearly 
act to bring about a particular causal effect: they will differentially  
imitate an action that leads to a particular goal118,119.

One study suggests that this sort of third-personal causal learning 
integrates expectations about ‘intuitive physics’120 (Box 1). In these 
experiments, eleven-month-old infants witnessed actions that resulted 
in physically impossible events: for example, an experimenter’s hand 
pushed a ball down a ramp and then the ball appeared to pass through 
a solid wall, or an experimenter’s hand pushed a toy car to the edge of a 
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Table 1 | Milestones in the development of causal reasoning

Domain Key milestone Example behaviour Age range 
observed

Selected 
references

Predictive visual scanning 
and oculomotor control

Infants learn to control eye movements and 
predictively track changes in environment

Tracking the trajectory of a sequence  
of lights

0–3 months 74,75, 
77–79

Reinforcement and 
contingency learning

Infants learn to generate desired states of the 
world via social and physical interventions
Earliest FIRST-PERSONAL causal understanding

Crying to attract attention
Kicking to move a mobile

0–3 months 92–97, 
99,305

Visual expectations about 
regularities of the physical 
world

Infants visually differentiate between typical 
versus atypical dynamics of physical objects

Looking longer at a visual display in which 
an object appears to float unsupported in 
the air than one in which it rests on top of 
another object

2.5–12 months 85–88

Grasping and reaching Infants gain enhanced manipulative control over 
the physical environment

Grabbing a blanket and pulling it closer 4–5 months 101–105

Visual expectations about 
external events involving 
agents

Infants visually differentiate between events 
involving non-agents versus agents seeking goals

Looking longer at a display in which an 
agent appears to take an inefficient path  
in approaching another object

6–12 months 306–311

Visual expectations 
about object motion and 
spatiotemporal contact in 
causal events

Infants visually differentiate between typical 
versus atypical dynamics of physical object 
interactions

Dishabituating to the reversal of a 
‘launching’ event
Looking longer at a ‘triggering’ event after 
being habituated to launching events

6–12 months 15,16,80–84

Locomotion Infants learn which perceivable features of the 
environment are difference-making with respect 
to effective locomotion

Re-learning which inclines are safe for 
descent in walking following transition 
from crawling

6–12 months 29,30,250

Statistical learning and 
predictive looking behaviour 
consistent with causal 
understanding

Infants learn to visually predict statistical patterns 
that are consistent with causality in visually 
observed displays that do not involve agents  
or collisions

Looking longer at the place where a picture 
will next appear, given previously observed 
patterns of statistical dependence in the 
sequential appearance of other images

8 months 89,90

Joint attention and early 
language development

Infants learn to make a difference to social 
partners’ attention, facilitating attention to 
external events

Pointing and learning to attend to social 
partners’ points

9 months 112,113

Imitating others’ causal 
interventions

Infants learn causal interventions by observing 
other agents’ actions
Earliest THIRD-PERSONAL causal understanding

Imitating an experimenter’s novel causal 
intervention (such as using one’s head to 
turn on a light)

9–14 months 115–117

Exploring or imitating 
surprising physical 
events caused by others’ 
interventions

Infants notice unusual causal outcomes of other 
agents’ interventions

Preferentially dropping a toy car that 
another agent pushed off a surface, which 
then floated in midair

11 months 120,186

Causal language Infants and toddlers learn and use language to 
refer to difference-making interventions and 
events

Using ‘allgone’ to refer to the outcomes 
of diverse interventions that cause 
disappearance (such as finishing a cup  
of juice or popping a bubble)

12–24 months 110,114

Causal learning and 
reasoning from others’ 
interventions

Toddlers identify difference-making variables and 
generalize causal rules after observing evidence 
from another agent’s causal interventions

Placing a (new) green triangle block on 
a machine after observing that a green 
rectangle and a green cylinder, but not 
a red cube, resulted in a blicket detector 
playing music

16 months to 
3 years

8,118,119, 
123,125,130, 

158,208

Pretending Toddlers understand and generate fictional 
identities and events for themselves, other 
people and objects

Using a wooden block as soap to ‘wash’ a 
teddy bear

24 months 202,203

Causal learning and 
reasoning about external 
events that do not involve 
agents

Four-year-old children learn causal relations by 
observing evidence that does not involve their 
own or another agent’s intervention
Earliest IMPERSONAL causal understanding

Observing that a toy car’s movement 
(without an agent) generates a light 
stimulus, then moving the car when 
prompted to reproduce the phenomenon 
(‘Can you make the light turn on?’)

4 years 118,158

Rationally revising beliefs  
in light of evidence

Preschoolers and early school-aged children 
learn novel and counterintuitive causal relations 
and revise pre-existing beliefs in light of evidence

Learning that being scared can cause a 
tummyache
Learning that spatiotemporal contact is not 
required to cause a blicket detector to play

4–5 years 128,137,138

Forming ‘overhypotheses’ 
about causal relations

Preschoolers and early-school-aged children 
identify and generalize causally relevant variables 
and the abstract forms of cause–effect relations

Predicting that a wizard who caused a  
tree and a cow to shrink will also cause  
a doughnut to shrink

4–6 years 134,139–143
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solid surface and then the car appeared to float in midair. Next, infants 
were provided with the opportunity to interact with the ball or car. 
Infants who saw the ball pass through the wall opted to bang more 
often than drop it — as if attempting to reproduce the intervention 
that caused it to pass through another object — and children who saw 
the car float opted to drop more often than bang it — as if attempting 
to reproduce the intervention that caused floating. Along with other 
work117–119, this result suggests that children were not simply imitating 
the experimenter’s actions, but rather understood those actions in a 
causal way. Furthermore, infants seemed to interpret the actions in the 
light of broader expectations about physical events. Those expecta-
tions might be derived either from innate ‘core knowledge’ or from 
previous statistical learning (Box 1). However, given that the experi-
mental stimuli in this study involved agents — a human hand always 
initiated the sequence of unusual events — it is plausible that infants’ 
behaviour does not reflect a decontextualized and depersonalized 
understanding of general physical causal relations. Rather, the infants’ 
behaviour might merely reflect third-personal causal understanding, 
an understanding of cause and effect that is directly linked to agents’ 
actions. Only displays in which another object caused the ball or car’s 
movement, or was not shown at all, would directly test for impersonal 
causal understanding.

Causal learning in early childhood
By around the age of four years, children demonstrate more sophis-
ticated capacities for depersonalized and decontextualized causal 
learning and reasoning (Table 1).

One influential line of research brings together developmental 
studies and formal models of causal inference developed in philosophy 
of science and computer science4,6–9. Causal hypotheses can be repre-
sented as probabilistic models of the world that generate patterns of 
evidence, which enable inverse Bayesian inference2,8. From a particular 
pattern of evidence, one can infer the probability that different possible 
causal structures produced that pattern2,121,122. In the causal Bayes net 
formalism, causal relations are described using directed graphs that 
systematically generate patterns of conditional probability among 
the variables and the outcomes of interventions on them. If a reasoner 
observes a pattern of conditional probabilities and interventions, 
they can infer which causal graphs might have produced that pattern. 
(For helpful tutorials, see refs. 2,121,122).

The Bayes net formalism inspired a research programme explor-
ing whether young children can make similar inferences2,3,8. The basic 
method behind this research has been to show children novel causal 
systems, often new toys in which entities light up, move up and down, 
or spin8,123–126. In other paradigms, a novel system is presented as part 
of a story127,128.

As an example, imagine someone places a red and a blue block 
on a machine, which plays music when certain objects are placed on 
top of it (a ‘blicket detector’125; Fig. 2). It is possible that only the red 
block caused the effect, that only the blue block did, or that they both 
did. Each of these causal hypotheses can be represented by a different 
causal graph and will systematically generate different predictions. For 
example, if the blue block is the only cause, then the red block by itself 
will not make the machine go, but the blue block by itself will. By looking 
at further evidence, such as what happens when single blocks are placed 
on the machine, these alternative possibilities can be differentiated.

In these experiments, children observe the conditional probabili-
ties among the values of variables in the system and the outcomes of 
interventions on them. For example, they might see that a red block 
makes a blicket detector activate three out of four times, whereas a 
blue block is effective only one out of eight times, or that a blue block 
and red block together activate the machine, but the blue block by 
itself does not. Experimenters then prompt the children either to 
produce causal interventions themselves (for example, asking them 
to make the machine go) or to answer causal questions that require 
them to make predictions, generate explanations or reason coun-
terfactually (such as asking if the machine will go if a certain block is 
placed on it). The answers to these questions demonstrate whether 
children have inferred the correct causal hypotheses from the data. 
To a striking degree, children make inferences that are consistent 
with the predictions of probabilistic generative models in general, 
and causal Bayes nets, in particular2,8. Moreover, children’s inferences 
go well beyond what would be expected from simple association, 
reinforcement learning or intuitive physics knowledge (for further 
discussion, see refs. 4,8,9).

Children as young as 16 months can infer causal structure from pat-
terns of covariation between cause and effect19, and toddlers can learn 
from probabilistic data to infer relative causal strength or power119,129. 
In addition, children at this age not only infer that simple properties of 
objects (such as the shape or colour of blocks placed on the detector) 

Domain Key milestone Example behaviour Age range 
observed

Selected 
references

Spontaneously exploring 
causal relations in free play

Preschoolers and school-aged children design 
experiments, identify causally relevant variables, 
and disambiguate causal relations in free play

Spontaneously flipping a pair of glued-
together pop beads around to test which 
bead makes the blicket detector go

4–8 years 187–190,194

Causal conceptual 
understanding of natural 
kind categories

School-aged children appeal to causal ‘essences’ 
when reasoning about biological concepts

Believing that a raccoon cannot be turned 
into a skunk by changing its appearance

5–10 years 146–148

Causal conceptual 
understanding of complexity 
and mechanism

School-aged children show an appreciation of the 
complexity of causal mechanisms and processes

Believing that a machine with more 
complex insides will be able to perform  
a greater diversity of functions

5–10 years 149–154

Past counterfactual 
reasoning

Children reason about the possibility of past 
events having gone differently than they 
actually did

Reasoning about where a ball would have 
gone if an obstacle had not been present
Reasoning about where a character would 
have found the candy if another character 
had not stolen it

5–12 years 268,279, 
283,312

Table 1 (continued) | Milestones in the development of causal reasoning
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are causally relevant, but also infer more abstract and general causal 
rules that are grounded in relations between objects. For example,  
18- to 30-month-old toddlers can learn that two identical objects placed 
on top of a blicket detector will make it go, whereas two objects that 
are not the same will not130. Toddlers also make causal inferences spon-
taneously in more naturalistic settings. For example, 16-month-old 
infants learn from evidence to infer whether the failure of a toy’s activa-
tion was more likely to be due to the toy’s malfunction or to their own 
incompetence19.

By four years of age, children’s causal understanding is quite 
sophisticated. They can learn complex causal structure (including 
causal chains, common effect structures and common cause struc-
tures) from conditional probabilities126. They can infer unobserved 
hidden causes as well as observable ones8,131,132. From this age, children 
also reason about causal relations in the biological, psychological and 
social domains133–136. For example, they can learn from evidence to infer 
whether someone acts a certain way because of their situation (such 
as the presence of a dangerous object) or because of a personality trait 
(such as because they are timid)134.

Preschoolers can also integrate and override prior causal knowl-
edge in the face of new evidence in a Bayesian way137,138. For example, 
three-year-old and four-year-old children initially assume that a block 

must physically contact the blicket detector to make it go (in Bayesian 
terms, they have a strong ‘prior’ for contact causation), but they can 
rapidly learn from evidence to infer that a distant block can also be 
effective137. Similarly, four-year-old children, though not three-year-old 
children, can learn to infer counterintuitive cross-domain causality 
(such as that being scared, a psychological cause, can cause a tummy 
ache, a physical effect)128.

Preschoolers also seem to have deterministic expectations about 
physical causal relations: for example, they seem to assume one-to-one 
mappings between distinct causes and their effects139. Perhaps conse-
quently, they infer that hidden causes are responsible for apparently 
stochastic causal patterns132. Preschoolers also learn overhypotheses, 
more abstract causal rules about the form of the relation between 
causes and their effects134,140–143. For example, three-year-old and four-
year-old children who observe that a novel cause makes certain objects 
larger will infer that the same cause will make other, perceptually 
dissimilar objects larger, too142. Preschoolers can also infer the logi-
cal form of causal relations (such as whether they are conjunctive or 
disjunctive)140,141 and can sometimes do so better than adults can141,144.

This suite of causal reasoning abilities is clearly in place by the age 
of four, and some are present as young as two years of age. All these 
examples involve learning in laboratory experiments. However, the 
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Fig. 2 | The blicket detector paradigm. 
a, Participants observe an experimenter’s causal 
interventions on a machine that lights up or plays 
music when certain objects, called blickets, are  
placed on it (a blicket detector). Then, they 
are prompted to identify the blickets and to ‘make 
the machine play music’8,123,125. (1) Toddlers 
(19–24-month-olds) learn which block is difference-
making. Here, they choose to place the blue triangle 
on the machine. (2) Toddlers also generalize causal 
rules. Here, they choose to place the novel red 
cube on the machine. b, One variation shows that 
toddlers learn and generalize ‘relational’ causal 
rules130. Here, they choose the novel ‘not-same’ pair 
(right). c, Another variation shows that preschoolers 
learn and generalize ‘conjunctive’ causal rules, 
such as ‘A and C together cause music’141. Here, 
preschoolers are more likely to endorse the 
conjunctive hypothesis — that both D and F are 
required — than adults, who tend to choose F alone. 
d, Another variation shows that preschoolers 
learn and generalize unusual causal rules137. 
(1) Preschoolers intervene to make the machine 
play music by hovering a previously inactive block 
above the machine. (2) Preschoolers generalize the 
unusual rule to a new block. Part b adapted with 
permission from ref. 130, Sage. Part c adapted  
with permission from ref. 141, Elsevier. Part d 
adapted with permission from ref. 137, APA.
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ability to infer abstract causal forms also seems to guide naturalistic 
learning. For example, children often acquire larger framework theo-
ries of a domain (such as biology) before they learn specific facts about 
objects and events145,146. These ‘intuitive theories’ are often associated 
with ideas about internal essences that cause observable features (such 
as the idea that there is something inside skunks that generates their 
skunk-ness). The theories then seem to guide and constrain children’s 
acquisition of novel concepts within the category146–148.

By the age of five, children are also capable of reasoning about 
causal mechanisms. For example, they might have expectations 
about the way that internal causal complexity will relate to the diver-
sity of the functions that a system can perform149–154 — even though, 
like adults, they often do not have detailed knowledge of how the 
mechanisms actually work155.

Thus, by the age of five years, human children have extensive 
decontextualized and depersonalized causal understanding. But, 
of course, causal understanding continues to develop. For learners 
at any age, acquiring specific causal knowledge (for example, about 
the inner workings of a laptop or the human body) often depends on 
a combination of factors, such as personal motivation and the avail-
ability of cultural knowledge. As causal expertise in specific domains 
increases, so too does general causal understanding. For example, 
expert scientists are better than novices at identifying types of causal 
pattern, such as positive feedback loops, across diverse scenarios156,157.

Limitations of early causal understanding
There are some limitations on children’s early causal learning and rea-
soning. These limitations parallel some of the limitations of non-human 
animals. As we have said, some of the capacities of infants and toddlers 
seem to be limited to specific expectations in particular situations 
rather than applying more generally: their causal understanding is 
not yet decontextualized. Before the age of four years, young children, 
like non-human animals, can also learn more wide-ranging and general 
causal relations. However, they seem to focus on those that are directly 
linked to agents’ actions, rather than seeing causal relations as objective 
features of the world that happen to be manipulable by agents: their 
causal understanding is not yet depersonalized.

On the other hand — unlike non-human animals — human children 
from infancy on seem to readily infer causal relations from both their 
own actions (first-personal causal understanding) and the actions of 
others (third-personal causal understanding; Box 2). However, unlike 
preschoolers, toddlers and infants do not yet infer causality simply 
from observing correlations. That is, seeing statistical contingencies 
between two external events will not prompt them to try to intervene 
on the first variable to generate a change in the second. They have not 
yet developed adult-like, impersonal causal understanding.

The blicket detector studies involve causal effects that are the 
outcome of human actions. The demonstrator activates the machine, 
and the children must infer its causal structure. However, two studies 
using separate experimental paradigms suggest that toddlers make 
genuinely causal inferences such as these in only three cases: when 
causal events are the product of another agent’s intervention (as in the 
blicket detector studies); when causal events involve spatiotemporal 
contact between objects; or when causal events are described using 
causal language118,158.

In one experiment, children repeatedly saw a toy car collide with 
a block, followed by an attractive effect in which an egg-shaped object 
lit up. They also saw that the effect did not occur when the car col-
lided with a different block. Crucially, the experimenters manipulated 

whether someone pushed the car towards the two blocks or whether 
the car simply moved by itself. In both conditions — whether or  
not the events involved agents — toddlers learned to predict the effect: 
they looked at the egg-shaped object only when the car contacted the 
causally relevant block, indicating that they expected the light-up 
effect to follow this event118. (This finding is consistent with previous 
work suggesting that infants learn to anticipate visual sequences that 
exemplify difference-making patterns of statistical dependence89,90).

The difference between conditions (agent-caused versus non-
agent-caused) became apparent when the experimenter asked the 
children to make a causal intervention (‘Can you make the egg light 
up?’). If another person had pushed the car, two-year-old children and 
three-year-old children readily pushed the car towards the correct block, 
indicating that they had inferred the causal relation from the other 
person’s action. However, they did not do so if they had only seen the 
car move by itself without human intervention. In a similar experiment, 
two-year old and three-year-old children also made the correct interven-
tion if the car moved by itself but the experimenter described the events 
using causal language (“Look! The car makes it go”)158. By contrast, four-
year-old children spontaneously made the correct intervention in both 
the agent-caused and non-agent-caused conditions.

Before the age of four years, children’s understanding of causality 
appears to be tightly linked to their understanding of their own and oth-
ers’ actions. These experiments suggest that young children see agents 
as ‘making things happen’, but they seem to perceive the rest of reality 
differently. They are limited to first- and third-personal causal under-
standing. External events are viewed as predictable sequences that 
can be anticipated, but not as objective causal relationships that can 
be generated, controlled and explained. This is consistent with a large 
empirical literature showing that human infants focus on agents. It also 
complements theoretical proposals that emphasize the importance 
of social cognition to humans’ general intelligence and evolutionary 
success159–161.

Limitations of the causal Bayes approach
There are at least two major challenges for the interventionist approach, 
formalized in terms of causal Bayes nets. Interestingly, empirical evi-
dence suggests that children solve these computationally intractable 
problems from an early age.

First, formal approaches usually specify the relevant variables 
and relations in advance. But one unanswered question is how agents 
choose the right variables to test, consider, or otherwise represent in 
their mental models in the first place. Philosophers have called this the 
‘problem of causal selection’162 or the ‘problem of variable choice’163; it 
is also related to the problem of ‘feature extraction’ in machine learn-
ing164. One study showed that children as young as three can solve this 
problem by considering which general kinds of variables — rather than 
which specific values of variables — made a difference in the past. For 
example, if changing the colour of a watering can (pink versus yellow)  
previously made a difference to whether a seed grew, but changing the 
pattern on a flower pot (striped versus polka dotted) did not, children 
will choose the watering can as the relevant causal variable to change in 
a new task in which they are prompted to cause a new kind of seed to 
grow. Crucially, this pattern occurs even when they are faced with val-
ues of the variables they have never seen before (such as a purple can 
and a checkered pot)139.

Another major question concerns how agents come to consider 
a limited set of hypotheses and how they search through this space of 
possibilities — the ‘search problem’143. A formally ideal learner would 
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consider the entire set of possible causal relations, causes or outcomes, 
but this presents a computationally intractable challenge. Even if this 
problem were solved, there is still an implementation issue: searching 
through such a vast space is not possible for biological agents with lim-
ited time and resources. Several studies suggest that children as young 
as four years of age might solve this problem by using rational sampling 
strategies to generate and test out new hypotheses serially165–167. Other 
findings with adults and children suggest that the possibilities they 
entertain might be constrained by action-relevant considerations: 
those that are probable, normative (such as morally permissible or 
conventional), physically possible and good for the agent are more 
likely to be represented168–170.

Causal learning in naturalistic contexts
Human causal reasoning develops in diverse naturalistic contexts. 
Three contexts are particularly important: exploration, play and socio-
cultural practices (Fig. 3). Here, we emphasize the relations between 
the learning opportunities that these contexts afford and how they 
might support the development of depersonalized and decontextual-
ized causal understanding. We also highlight specific cross-cultural 
factors that might influence this development and suggest avenues 
for future research.

Exploration
Early exploratory behaviour seems to be driven by two major, distinct 
motivations. Exploration can be directed at unexpected or other-
wise unusual events (to discover causal explanations) and at controlla-
ble events (to discover invariant causal relations that hold across many 
contexts). Both forms of exploration help children to learn specific 
causal relations and generalize from them.

Several interrelated literatures investigate children’s curiosity and 
spontaneous experimentation in response to unexpected events. The 
‘active learning’ framework portrays children as self-directed learners 
who seek and produce evidence for themselves171,172. The related ‘child-
as-scientist’ (or ‘rational constructivist’) approach emphasizes that 
children are interested in surprising results and perform hypothesis-
testing behaviours111,146,147,173–178. Empirical research guided by these 
frameworks has demonstrated that children’s exploration is directed: 
as early as 7–8 months of age, they preferentially attend to events that 
will let them learn the most179–185. By 11 months of age, infants who 
observe a surprising event show targeted exploration120. However, they 
do not explore when they receive subsequent evidence that the appar-
ent irregularity was actually typical186. By the age of four years, children 
recognize ways to disambiguate multiple possible causal relations  
and even design spontaneous experiments to test them124,183,187–194.

Other approaches suggest that much of children’s exploration 
is motivated by a desire to pursue their goals and gain control. The 
‘search for invariance’ proposal suggests that preschoolers might 
be motivated to discover causal relations that generalize across 
contexts189,195. This motivation might help to explain ‘positive test-
ing’ behaviour, which persists into the school-aged years. In positive 
testing, children opt to repeat the same or very similar causal inter-
ventions rather than testing alternative hypotheses196,197. Moreover, 
from toddlerhood, children seem to explore and learn about causal 
relations by setting novel goals and exploring the space of potential 
actions, consequences and solutions, rather than by directly exploring 
the features of objects198. One possibility is that children are seeking 
‘empowerment’ (see below) — contingency between their actions and 
outcomes — in addition to seeking information or novelty.

Play
Play — defined broadly as non-functional, often repetitive behaviour that 
occurs when animals are healthy, rested and safe — occurs in many forms 
across animal species199. For humans, playing presents opportunities  
for children to learn and generalize causal relations.

One proposal suggests that human play fundamentally involves 
setting and solving arbitrary problems200. Turning a stack of cush-
ions into a fort or a pile of blocks into a tower often requires learning 
about interventions and causally relevant features that are useful for 
achieving goals more generally. In addition to learning about physi-
cal causal relations, playing with siblings and friends can promote 
social causal learning as children experiment with ways to persuade, 
manipulate and cooperate with others. Playing with others also 
provides opportunities for observational causal learning201.

Pretend play emerges in toddlerhood202,203. Pretence involves a 
kind of counterfactual reasoning, or assuming possible but non-actual 
values for causal variables and playing out their consequences204,205. 
Through childhood, pretence behaviour becomes more elaborate206. 
There is empirical evidence that pretence, causal reasoning and coun-
terfactual reasoning about the past are positively related: children who 
are better at pretence are also better at counterfactual reasoning207,208. 
Thus, pretence might both reflect and promote children’s thinking 
about causal possibilities204,205.

Sociocultural contexts
Children’s interactions with adults and peers provide opportunities for 
observational causal learning, narrative and explanatory reasoning, 
and question-asking. These activities might enhance children’s causal 
learning and reasoning by directing their attention to specific causal 
relations. They might also aid in the development of decontextualized 
and depersonalized causal understanding.

In observational causal learning, children learn by watching 
others and reasoning about their goal-directed actions118,158,209. Chil-
dren’s observational causal learning might be especially enhanced 
for interventions involving artefacts, such as tools210,211. By the age 
of two, toddlers rapidly learn artefact functions from observation 
and approach artefacts in ways that differ from the approaches of 
tool-using non-human primates212,213. One theoretical proposal has 
credited humans’ early emerging ‘teleological-intentional stance’ for 
their enhanced tool-use abilities and causal learning more generally, 
relative to other animals214. One study demonstrates that preschoolers 
spontaneously inferred an unusual causal rule from artefact design 
alone: when a blicket detector had openings on both sides for placing 
blocks, children were more likely to infer that two blocks were required 
to make it activate215.

Language is also important. Adults directly and indirectly highlight 
causal relations in their verbal interactions with children, and toddlers 
are more likely to make causal inferences when events are described 
with causal language158. Adults’ questions and prompts help children to 
frame predictions and interpret causal events, and stimulate children’s 
exploration and explanation216–223. Reading stories provides opportuni-
ties for children to infer novel causal relations127 and form expectations 
about event categories224. Prompting children to recount past events 
or imagine future ones, such as prompting them to think about what 
to pack for school tomorrow, might expand children’s understanding 
of temporal dependence225–227.

Children can also extract causal knowledge from adults by ask-
ing questions228,229. As with self-directed exploration, children often 
ask questions that will optimally enhance their current knowledge 
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state230,231. Events that are surprising or inconsistent might be especially 
likely to trigger children’s own production of causal explanations232,233, 
which might both enhance their learning234–238 and prompt discussion 
with knowledgeable adults217,219,220.

It might not be a coincidence that exploration, play, curiosity and 
endless ‘why’ questions are especially characteristic of young chil-
dren. In addition to having a uniquely powerful causal understanding, 
humans also have a uniquely long protected childhood239. This lengthy 
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Fig. 3 | Naturalistic contexts that support the development of human causal 
reasoning. a, Children preferentially attend to and explore unexpected or 
otherwise unusual objects and events, such as transparent spherical entities 
floating in midair120,173,174,176,177,180–182,185,186. b, Children explore invariant causal 
relations generated by their own goal-directed actions, such as the difference 
that opening and closing a door makes to what they can see187,189,195. c, Children 
explore specific causal variables and relations that are relevant for accomplishing 
their goals in play, such as the difference that the shapes of blocks makes to 

success in building block towers200. d, Pretend play, such as pretending that 
a stick is a magic wand, involves mentally manipulating the values of causal 
variables and their relations202–208. e, Stories help children attend to novel  
causal variables and their relations127,224. f, Responding to prompts to recount 
or explain promotes children’s understanding of causal relations and temporal 
dependence between events217–220,225,228,232–238,313. g, Question-asking can result in 
receiving causal explanations223,228–231, which help children to attend to particular 
causal variables and their relations216–220.
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childhood might have evolved to enable wide-ranging causal learning 
through exploration, play and social interactions.

Only a few studies have looked at causal learning across cultures. 
Low-income 4–5-year-old children in the USA and Peru were as adept 
at causal learning as middle-class children in the USA240. However, one 
study found that three-year-old children from cultures that valued 
interdependence interpreted a causal event as the product of relational 
causation (involving multiple objects), but children from cultures 
that valued individuality inferred individual causation (involving sin-
gle objects)241. Other studies have demonstrated that children from 
urban and rural indigenous cultures reason differently about biological 
causes242 and that children who have experience with pets are better at 
causal reasoning about animals243.

Because most previous experiments have been conducted with 
WEIRD populations, there are a variety of sociocultural factors in 
early causal understanding that have yet to be systematically tested 
cross-culturally. These might include differences in the age of formal 
schooling and direct pedagogy244–247, norms of question-asking and 
explanation248,249, and practices surrounding parental supervision 
and involvement in children’s locomotion, exploration and other activi-
ties250. Investigating the influence of these factors on the development 
of causal understanding will open up exciting and important avenues 
for future research.

Development of related abilities
We have highlighted the ways in which exploration, play and social 
interaction might influence the development of uniquely human 
causal understanding. Here, we explore connections to related areas 
of development.

Social and emotional development
Causal reasoning and learning are often thought of as capacities that 
fundamentally concern the physical world. However, there are many 
ways in which developing causal understanding intersects with social 
and emotional development.

Interpersonal skills and communicative abilities are fundamen-
tally ways of exerting control and ‘making things happen’ in the social 
environment. Infants’ social causal interventions include contingent 
imitation, crying to summon a caregiver, and pointing92–94,112,113. These 
early skills become more sophisticated across the preschool and 
school-aged years. The development of persuasive abilities — such as 
the ability to cite evidence to change others’ beliefs251 — can be viewed 
as another form of social causal reasoning. Social contexts might also 
lend special salience to causal outcomes and structures168,169,252,253. For 
instance, the concepts of preventing and allowing are often especially 
relevant in sociomoral judgement168,169.

Emotional development can also influence children’s causal 
learning. According to attachment theory, a child’s primary car-
egiver serves as the child’s literal or figurative ‘secure base for explo-
ration’254. Thus, children who are securely attached might spend 
more time exploring and discovering causal relations. Indeed, one 
recent study showed that 3–5-year-old children were more likely 
to explore when a caregiver was present255. More generally, some 
work argues that an early nurturing environment enables more 
exploration239 and that early adverse experiences might cause a 
premature shift from exploration to exploitation, curtailing causal 
learning256. Future work should explore the effects of attachment 
style and caregiving environments on early causal understanding 
across cultures257.

Individual differences in ‘epistemic emotions’, or feelings related 
to knowing and learning, might also serve to highlight specific causal 
relations. One proposal suggests that humans might have a particularly 
strong explanation-seeking drive, relieved by the characteristic ‘aha!’ 
feeling of insight258. Causal learning might also be related to emotions 
that trigger information search, such as wonder, awe, surprise, and the 
feelings that accompany ‘cognitive closure’259–262.

Reasoning about possibilities
The interventionist and Bayes net approaches to causal understand-
ing assume that young learners are — at least implicitly — capable of 
reasoning about possibilities. First, causal interventions seem to reflect 
a belief in a non-actual but possible way the world might become, con-
ditional on one’s actions (“If I kick my foot, then the mobile will move”). 
Second, causal learning often depends on considering multiple hypoth-
esized causal relations. As noted above, even 16-month-old infants can 
apparently consider multiple possible causes for an outcome: when 
a toy fails to activate, infants’ actions (for example, trying a different  
toy versus looking to a caregiver for help) suggest that they have 
inferred whether the failure was more likely to be due to the toy or to 
their own incompetence19. Furthermore, when two possible causes 
are equally likely to generate an observed effect, 18–30-month-old 
toddlers flexibly switch between them in their causal interventions263.

These results suggest that even toddlers consider multiple causal 
possibilities, especially in the context of their own actions. This paral-
lels recent theoretical proposals from cognitive science, neuroscience 
and behavioural ecology, which suggest that the ability to consider 
action-relevant possibilities might have driven the general evolution 
of cognition170,264–267. For instance, early locomoting organisms needed 
to consider possible threats to avoid, rewards to approach, or paths to 
pursue towards a goal.

Children’s early competence stands in puzzling contrast to 
research that suggests that they struggle to understand and reason 
about possibilities in other domains and tasks268–273 (Fig. 4). Future work 
might explore how developmentally early reasoning (both in evolution 
and ontogeny) about first-personal causal, action-relevant possibili-
ties might develop into more depersonalized and decontextualized 
reasoning about what is objectively possible274,275.

In humans, one such ontogenetically later-emerging ability is past 
counterfactual reasoning. This is the type of thinking that adults often 
perform spontaneously in light of ‘near misses’ (such as thinking, “If 
only I had left 5 minutes earlier!” when late to a lecture)276. Adults can 
also engage in counterfactual reasoning about even more decontex-
tualized and depersonalized, and even impossible, events (such as 
thinking, “What if aliens had landed in 300 BCE and implemented a 
global matriarchal society?”). In past counterfactual reasoning, the 
reasoner must set aside what they know about the actual world, imagine 
that the values of causal variables that have already been determined 
are mutable, and then play out the consequences of hypothetical 
interventions on these variables277–279.

There is considerable debate in the literature about what consti-
tutes counterfactual reasoning, in general, and past counterfactual 
reasoning in particular. One recent theoretical proposal suggests 
that elements of counterfactual reasoning are present even in visual 
event perception in adults280,281. This would suggest that the capacity to  
reason counterfactually might develop in visual perception prior to other  
measures, but this has not yet been directly tested. However, other 
proposals hold that genuine counterfactual reasoning does not emerge 
until as late as 12 years of age277 (for reviews see refs. 278,282).
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Recent studies suggest that counterfactual reasoning about con-
crete causal systems, such as physical collision events279 and blicket 
detectors207,208,283, can emerge as young as four years of age — at about 
the same time as measures of impersonal causal understanding. 
Perhaps the capacity to represent causal variables in a more deper-
sonalized way is related to the capacity to mentally manipulate them. 

Future research is needed to investigate possible connections between 
these capacities.

Summary and future directions
We have identified causal factors that help to explain the emer-
gence of humans’ causal understanding from simpler ontogenetic 
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Fig. 4 | Reasoning about possibilities across contexts. a, Reinforcement 
learning involves reasoning about possible causes, such as whether one’s foot 
movement generated a mobile’s swaying92–97,99,305. b, Decision-making involves 
considering possible actions, such as which of two containers of treats to 
approach314. c, Learning to walk involves reasoning about possible causes, such as 
whether stumbling was caused by an error in action or by the environment (such 
as a steep slope)29,30. d, Learning a causal rule involves reasoning about possible 
causes, such as whether colour or shape made a machine activate8,123,125. e, Making 
causal interventions involves reasoning about possible action outcomes, 
such as, ‘Placing a block on the blicket detector might make music play’8,123,125.’ 

f, Means–ends reasoning involves considering possible courses of actions to 
solve a problem106. g, Predicting a sampling event involves sensitivity to possible 
outcomes, such as the relative likelihood of selecting a red versus blue ball315,316. 
h, Exploring objects involved in unexpected events involves differentiating 
between typical and atypical possible outcomes120,186. i, Pretending involves 
appreciating alternative possible functions and identities202–208. j, Reasoning about 
mutual exclusivity involves reasoning about contradicting possibilities, such as 
at which arm of a Y-shaped tube a reward will fall out of268–271,273. k, Responding to 
questions about counterfactuals involves making judgements about possibilities, 
such as what would have happened if the triangle were not there207,208,277–279,282,283.
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and phylogenetic beginnings. Adult capacities depart from those 
of young children and non-human animals in two key ways. Most 
animals — including human infants — seem to have a very limited, con-
text-specific understanding of causal events. Non human animals’ more 
general causal understanding is tightly linked to their own causal inter-
ventions: they have a first-personal causal understanding. Very young 
children (and, to a limited extent, some other species) can also reason 
about other agents’ interventions: they have a third-personal causal 
understanding. By contrast, adult humans’ causal understanding is 
depersonalized (objective; independent of their own or other agents’ 
actions) and decontextualized (applicable across many situations).

Modern adult human causal understanding is probably the result 
of many coinciding phylogenetic and ontogenetic developments. 
Physical adaptations for manual dexterity might have enabled more 
precise manipulations of the environment and, correspondingly, made 
causal relations more immediate and salient. Social cognitive adapta-
tions that support joint attention, social learning and attention to oth-
ers’ actions might also have contributed. The opportunity to explore 
and play during a long, protected childhood might enable particularly 
extensive causal learning239. Finally, sociocultural adaptations (such 
as language and tools) and cooperative social institutions support 
causal understanding across the lifespan. Investigating potential cross-
cultural differences in developing causal understanding is a crucial 
area for ongoing research.

Another promising direction for future research is to explore 
potential relations between children’s developing notion of an objec-
tive reality that exists independently of what people think and a notion 
of causality that exists independently of what people do. The literature 
on theory of mind suggests that children begin to understand that 
the world can be viewed differently from different perspectives from 
around the age of four284–292. Children around this age also begin to 
reason about causality independent of agents’ actions118,158. Another line 
of research investigates children’s propensity to provide teleological 
explanations for natural phenomena (such as ‘The sun rises to wake 
us up’). Impersonal causal understanding might result from a gradual 
generalization of cause from agent-involving to non-agent-involving 
events22,211,293–295.

Experimental paradigms could directly compare infants’ learning 
and generalization from observing external events versus from them-
selves intervening to make events happen. Experiments like this would 
clarify the relation between infants’ visual expectations about physical 
events and their expectations about their own goal-directed actions 
(Box 1). One hypothesis might be that infants use violations of visual 
expectations as cues to explore. Consequently, they enrich their causal 
understanding of the environment by actually interacting with it120,184–186.

Researchers should also investigate early learning from others’ 
actions (Box 2). One important direction might be to test whether chil-
dren generalize observed causal interventions to new contexts — espe-
cially in the social domain. As we have emphasized, many early causal 
interventions change the social rather than the physical world: infants 
use their faces and voices to ‘reach’ into their social environments long 
before they can physically reach with their hands91–94. For example, 
imagine an infant who observed that an agent’s novel vocalization 
caused a desirable toy to come closer. An infant who reproduced the 
vocalization to get the toy themselves — that is, an infant who attempted 
to intervene after merely observing this evidence — would show that 
they had learned a causal relation. Experiments like this would provide 
evidence for genuine third-personal causal understanding in infants 
who are too young to move their limbs.

Another relevant research direction relates cognitive develop-
ment to machine learning296–299. Designing computers that can solve 
certain problems might illuminate how humans solve those problems, 
and vice versa. Recent deep learning technologies extract statistical 
patterns from very large training sets of texts and images and then use 
those patterns to generate new text and images. These models have 
made striking advances: they can generate grammatical sentences and 
realistic-looking images in response to prompts. In some specific causal 
vignettes, machines can generate predictions, such as predicting that 
a glass that falls on a hard surface will break. Yet, at present, preschool-
ers outperform machines on causal reasoning tasks. For example, 
machines do not infer novel causal uses of a familiar object296 or learn 
causal structure in blicket detector tasks297. These findings are consist-
ent with the general point that associations, no matter how extensive 
and complex, can allow predictions to be made, but are not like the 
causal knowledge that supports interventions and counterfactuals4,8,9.

Other techniques might be more promising. Reinforcement learn-
ing systems are also highly effective and, as we have noted, the structure 
of this learning is closer to causal understanding. One interesting par-
allel to children’s causal learning may come from approaches that use 
intrinsic (‘epistemic’) rewards rather than external rewards300. These 
‘curiosity-based’ systems optimize for novelty or information gain 
rather than, say, a high score. An approach that might be especially 
related to causal learning uses ‘empowerment’ as a reward. Empower-
ment is the mutual information between actions and their outcomes, 
capturing how well an agent can predict the effects of its actions301–303. 
Maximizing empowerment gives an agent more wide-ranging control 
of their environment, independent of external rewards. Empowerment 
is closely related to the interventionist view of causation — if X causes Y,  
then intervening to change X should lead to a change in Y — in that 
causation enables control. Therefore, increasing empowerment should 
increase causal understanding, and vice versa304.

Like the development of causal reasoning itself, the continued 
evolution of causal reasoning research will be the joint product of coin-
ciding advances across many fields of study. We hope that this Review 
will be difference-making for the recognition of new opportunities and 
continued discoveries.

Published online: xx xx xxxx
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