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On constructing a research model for historical  
cognitive linguistics (HCL): Some theoretical  
considerations

Roslyn M. Frank and Nathalie Gontier

Abstract

This paper examines how historical cognitive linguistics can benefit methodologically 
through the application of the notion of language as a complex adaptive system. The idea 
that languages are complex adaptive systems (CAS) was introduced initially in computa-
tional evolutionary linguistics, a discipline that was and remains inspired by biological, 
systems theoretical approaches to the evolution of life. Here the way that the CAS ap-
proach serves to replace older historical linguistic notions of languages as organisms and 
languages as species is explained as well as how the CAS approach can be generalized 
to encompass linguistic domains. Specifically, an overview of the CAS approach and its 
implementation in linguistics is provided with an emphasis on stigmergic, embodied, 
usage-based and socio-culturally situated language studies in particular.

Scientific revolutions are, in fact, metaphoric revolutions, and theoreti-
cal models should be seen as metaphoric redescriptions of the domain of 
phenomena. (Arbid and Hesse 1986: 156)

Languages meander like great rivers leaving oxbow traces over forgot-
ten beds, to be seen only from the air or by scholars. Language is like 
some infinitely inter-fertile family of species spreading or mysteriously 
declining over time, shamelessly and endlessly hybridizing, changing its 
own rules as it goes. Words are used as signs, as stand-ins, arbitrary and 
temporary, even as language reflects (and informs) the shifting values of 
the peoples whose minds it inhabits and glides through. We have faith in 
‘meaning’ like we might believe in wolverines – putting trust in the oc-
casional reports of others, or on the authority of once seeing a pelt. But 
it is sometimes worth tracking this trickster back. (Snyder 1992: 24–25)

1. Introduction

Our paper begins by focusing on theoretical issues relating to 19th and 20th 
century conceptual cross-fertilization between linguistics and evolutionary bi-
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32    Roslyn M. Frank and Nathalie Gontier

ology, namely, the way that aspects of research models utilized by the natural 
sciences, most particularly biology, have intersected with theories of language 
evolution, and hence, the manner in which the traditional research paradigm of 
historical linguistics was constructed in terms of the way that “language” was 
conceptualized (Bugarski 1999; Frank 2008b; Janda and Joseph 2003). Most 
particularly, we examine the three points of intersection. First, we will look at 
the analogy of “language” as an “organism”; second, we will explore the way 
that “language” came to be viewed simultaneously as an “organism” and “spe-
cies”; and third, we will conclude by taking up the most recent position that 
views “language” as a “complex adaptive system”. Initially, we provide a brief 
review of the way these disciplinary interactions have shaped how we think 
about “language” and by implication the role played by these conceptualiza-
tions of the phenomenon of “language” in historical linguistics, including the 
heuristic applications of evolutionary biological thinking to linguistics, and to 
the nature of variation and language change (Croft 2000, 2002; Mufwene 2001, 
2005). Finally, in this first section we introduce the “complex adaptive system” 
(CAS) approach (cf. Lansing 2003), a framework currently gaining ground in 
the theoretical discourse of genomics as well as many other fields.

In the next section of the paper we turn our attention to the question of how 
those of us interested in constructing a research model for historical cogni-
tive linguistics (henceforth HCL) might profit from recognizing the remarkable 
conceptual connections holding between these allied disciplines and our own 
concerns with language change. By gaining a better understanding of the way 
that metaphors/analogies have flowed back and forth, heuristically, across dis-
ciplinary boundaries, specifically between biology and linguistics, we will be 
able to appreciate better how the phenomena under analysis in each field have 
undergone modification over time, e. g., how “language” first was analogized to 
an “organism”, later on compared to a “species” (Gontier 2006a, b, 2008) and 
how it has come to be viewed as “activity-process” (Frank 2008b).

Finally we address the contributions that HCL might make to research cur-
rently being carried out in related disciplines concerned with the evolution of 
language and culture, if HCL were to frame its findings in more cross-discipli-
narily recognized terminology and adopt the more inter-disciplinary theoreti-
cal approach of CAS, given that the latter is recognized across a number of 
allied disciplines. In short, we will outline the advantages that this framework 
might have as we begin the joint task of developing a research model and meth-
odology for use in HCL.
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On constructing a research model for historical cognitive linguistics     33

2. Three stages of analogical intersections

In order to better address the theoretical aspects of our research framework, 
one of the first questions that we need to formulate concerns the nature of 
“language” itself, more specifically, how we conceptualize the object of our 
research: What is “language”? As Steels (1999: 143) has pointed out: “[For 
some time now] linguists have been trying to pin down what kind of object 
[…] language is, but this has turned out to be far from obvious.” Moreover, we 
might ask whether that question itself is properly formulated; whether it would 
not be better to ask “What type of activity language is” instead of “What type 
of object language is?” The reformulation of this question will help us to come 
up with a systems approach to its answer.

Before entering into a more detailed discussion of this issue and its relation-
ship to the way we think about language, in this section we will briefly review 
the impact of evolutionary biological thinking and the analogical transference 
of some of the concepts from this field to the field of linguistics. Evolutionary 
biology has inspired the conceptualization of language in three different ways 
which can be characterized as three basic tropes. They can be expressed as 
falling into three stages, each of which corresponds to particular developments 
in the field of biology: 1) language understood as an organism; 2) language 
viewed as a species and; 3) language considered as a complex adaptive system. 
Quite obviously this summary requires us to generalize somewhat concerning 
these modes of thinking about language. If examined with a greater granular-
ity each stage would demonstrate more variation, that is, in terms of the empha-
sis and focus each conceptualization received from their respective proponents 
(and critics) (Morpurgo-Davies 1992: 83–97).

2.1. Stage 1: Language as an organism

In the 18th and 19th centuries in biology we find both Lamarckian (Lamarck 
[1809] 1999) and Social Darwinian models (e. g., Darwin 1871; Spencer [1879] 
1978). Both of these models focus on the individual organism and how it relates 
to other organisms and the environment through competition for resources. The 
model was constructed through recourse to the dominant “organic” or “organi-
cism” root metaphor of the epoch (Pepper 1942). As a result, focus was on an 
essentialist, internalized law-governed orthogenesis of the organism. Inspired 
by these evolutionary ideas, linguists regularly viewed languages as bounded 
“living beings”. The model was one characterized by Linnaean typological and 
genealogical categorization models with vertical (tree-branching) axis.
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34    Roslyn M. Frank and Nathalie Gontier

During this period we find the consolidation of the “language-as-organism” 
trope which was linked to essentialist, typological thinking about the nature of 
language (Alter 1999; Frank 2008b; Morpurgo-Davies 1992; Richards 2002). 
We also discover the existence of loose analogical equivalencies between the 
concepts of “language(s)”, “species”, “races”, and “ethnicities”. These resulted 
in a blend consisting of the equation of “language” to the concepts of “species” 
and “race”, “race” being a concept that was often synonymous with “ethnic-
ity”, whereas “species” was viewed in essentialist terms as a type rather than 
more broadly as a population of individuals. The “species: race” equivalency 
dates back to the latter half of the 19th century. It was in this period that the 
earlier 18th and 19th century “language-as-organism” metaphor got caught up 
in the “species: race” equivalency, fostered by the racial anthropology which 
was rapidly gaining ascendency alongside its ideological counterpart of Social 
Darwinism. The conflation of “species” with “race” was facilitated by the fact 
that the term “race” was often used in biology as an equivalent to “species” 
(Frank 2008b). Only later did the word “race” acquire its current 20th century 
meaning in English, i. e., “a local geographic or global human population dis-
tinguished as a more or less distinct group by genetically transmitted physical 
characteristics” (Morris 1969).

Over the course of the 19th century there was a tendency for “language” to 
be viewed as a “living being” while language “families” were identified with 
human collectives to such a point that in linguistics terms for languages, races 
and species became equivalent and were often used interchangeably. But at the 
same time biology was being inspired by linguistics. During his voyage with 
the Beagle, Darwin read the linguistic works of von Humboldt, which helped 
him think about how species interrelate with one another. Tree models, nowa-
days a common way to depict genealogical and historical relations between 
species and languages, were first drawn both by Darwin (1859) and Schleicher 
(1853, 1863). Schleicher argued that languages, like organisms, compete with 
one another, come into being and die. His linguistic tree models of the Indo-
European language family would eventually inspire the taxonomist Haeckel 
to draw the first non-hypothetical “tree of life”, ideas that would again inspire 
Darwin (Richards 1987: 200–206). In fact, Darwin would take language evo-
lution to be an exemplar for the evolution of species, while linguists such as 
Schleicher would use the evolution of species to demonstrate that languages are 
similar to species (Hull 2002).

In this way, genealogical tree models of language relatedness replicated, 
conceptually speaking, the hierarchy of nature:

phyla → classes → orders → genera → families → species → organisms
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On constructing a research model for historical cognitive linguistics     35

For example, we find Jean Baptise Lamarck (1744–1829) stating: “We give 
the name genus [genera] to the groups of races, called species, brought to-
gether following a consideration of their interconnections […] all the races 
(what are called the species) which belong to a kingdom of living creatures” 
(Lamarck [1809] 1999). In short, in the writings of 18th and 19th century 
biologists race and species were commonly used as synonyms. It would not 
be until nearly a century later that the English term “race” would acquire 
its more narrow modern meaning.1 Even at the time that Charles Darwin 
(1809–1882) was composing his major opus, the older equivalency was still 
operating. In contrast, today most readers misconstrue the meaning of the 
latter half of the full title of his work: On the Origin of the Species by Means 
of Natural Selection, or the Preservation of Favoured Races in the Struggle 
for Life (1859). The second half of the title shows that Darwin was merely 
talking about “races” of pigeons, among other things. In addition, we may 
cite Schleicher’s equivalencies. Clearly influenced by Linnaeus’ taxonomy as 
well as by Darwin’s 1859 work, Schleicher in his Die Darwinishche Theo-
rie und die Sprachwissenschaft [Darwinian Theory and the Science of Lan-
guage] (1863) explicitly equates language families with genera, languages 
with species, dialects with races, and idiolects with individual organisms 
(McMahon 1994: 319; Richards 2002).2

1	 Under “race” The American Heritage Dictionary of the English Language lists 
the following entries, which reflect the semantic shift that has taken place in the 
term’s core meanings since the mid-19th century. At that point in time what are 
today the fourth, fifth and sixth entries of the following definition would have been 
among the first to come to mind: “1. A local geographic or global human population 
distinguished as a more or less distinct group by genetically transmitted physical 
characteristics; 2. Mankind as a whole; 3. Any group of people united or classified 
together on the basis of common history, nationality or geographical distribution; 
4. A genealogical line, lineage, family; 5. Any group of people more or less distinct 
from all others, the race of statesmen; 6. Biology a. a plant or animal population 
that differs from others of the same species in the frequency of hereditary traits, 
subspecies; b. a breed or strain of domestic animals” (Morris 1969: 1074–1075). An 
even greater appreciation of the depth of these shifting currents can be gained by 
consulting the relevant entries in the Oxford English Dictionary.

2	 A few years later this essay was translated into English and published, in 1869, 
under the title of Darwinism Tested by the Science of Language (1869).

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 35/69



36    Roslyn M. Frank and Nathalie Gontier

2.2. Stage 2: Language as species

In the first half of the 20th century we encounter the emergence of the Mod-
ern Synthesis and the development of population genetics wherein evolution 
is mathematically modeled (Mayr 1975). Over time, progress in the field of 
population genetics would come to influence the field of linguistics and would 
eventually give rise to the “language-as-species” trope we have today where 
“species” is understood in its modern, biological sense.3 Indeed, by 2000, we 
find this new type of population thinking and concept of “language-as-species” 
being applied to modeling language, as exemplified by the research on this 
topic by Croft (2000) and Mufwene (2001). At this point language is defined 
as “a population of utterances”. Hence, we discover a shift in emphasis. In 
the case of the older “language-as-organism” trope, focus was on global level 
structure and internal agency; language was viewed as a closed, bounded and 
finely balanced object. In contrast, at the end of the 20th century when the 
“language-as-species” trope comes on the scene, we find increasing empha-
sis being placed on local level structure and external agency: language usage. 
Moreover, language comes to be viewed more and more as an open, unbounded 
and constantly changing object. Nonetheless, from this perspective language 
still is conceptualized primarily as an object, albeit a highly mutable one, rath-
er than as activity.

2.3. Stage 3: Language as a complex adaptive system

Although many instances of system-based thinking can already be found that 
precede Bertalanffy’s (1950) famous article on general systems theory, the lat-
ter biologist is mostly regarded as the founder of biological systems theory. 
Biological systems theory would inspire anthropologists (e. g., Gregory Bate-
son 1972) as well as sociologists (e. g., Nicholas Luhmann 1984). Typical for 
systems theory is that it studies biological organisms or cultures as dynamic 
systems, characterized by the capacity to self-organize and maintain them-
selves over long periods of time. Nonlinear dynamical systems theory also 
inspired a new formulation of language: the “language-as-complex-adaptive-
system” (CAS) trope. Indeed, the study of complex adaptive systems, a subset 

3	 As was pointed out in the previous section, the terms “species” and “races” used 
to be synonymous. Furthermore, especially in Scholastic philosophical discussions 
of this topic, “species” was a concept used to refer to (essential, bounded) types 
(Wilkins 2003).
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On constructing a research model for historical cognitive linguistics     37

of nonlinear dynamical systems, has become a major focus of interdisciplinary 
research in the social and natural sciences and more recently in “evolutionary 
linguistics” (cf. Lansing 2003; Sole et al. 2005; Steels 2000).

3. �An overview of the complex adaptive systems approach and its 
implementation in linguistics

3.1. General features of a complex adaptive system

Complex adaptive systems are ubiquitous in nature. Typical examples include 
social insects, the ecosystem, the brain and the cell, the Internet, and also, in 
general, any human social group-based endeavor that takes place in a socio-
cultural system. Broadly defined, a complex adaptive system is one that is self-
organizing in which there are multiple interactions between many different 
components while the components themselves can consist of networks that in 
turn operate as complex (sub)systems. Since the global and local levels are 
coupled, this coupling also drives the system to be dynamic at the global level 
(Hashimoto 1998).

In short, a complex adaptive system is: 1) self-organizing, that is, it is con-
stantly constructed and reconstructed by its users; 2) characterized by distrib-
uted control, that is, control is distributed throughout the system. Stated dif-
ferently, the system has no centralized mechanism of control. CAS thinking is 
concerned with understanding the global behavior arising from local interac-
tions among a large number of agents. Very often, this global behavior or emer-
gent dynamics is complex; it is neither specified by prior design nor subject to 
centralized mechanisms of control. And, consequently, it is often difficult or 
impossible to predict solely from knowledge of the system’s constituent parts 
what the emergent global level properties of the system will be. Complex sys-
tems are systems that constantly evolve over time. Thus change is an integral 
element of their functioning. Complex adaptive systems are adaptive in that 
they have the capacity to evolve in response to a changing environment (also 
known as adaptability, cf. Conrad 1983). Since complex adaptive systems arise 
in a wide range of contexts (from the individual cell to the biosphere to culture 
or the internet), this theoretical framework is rapidly gaining ground in a vari-
ety of disciplinary areas.

Of particular note is the close working relationship that already exists be-
tween the field of complex adaptive systems thinking and Artificial Life (A-
Life), while applications of CAS and related developmental systems approaches 
to 21st century post-genomic and other types of research problems in the bio-
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38    Roslyn M. Frank and Nathalie Gontier

logical sciences are becoming increasingly common (Griffiths 2002; Griffiths 
and Gray 2000; Kay 2000; Lansing 2003; Oyama 2000; Strohman 1997). In 
all of these areas the principles of emergence and self-organization are funda-
mental: complex global patterns with new properties can emerge from local 
interactions. CAS thinking and the related term complexity science are used 
to refer to the loosely organized and highly interdisciplinary academic field 
that has grown out of the study of such systems, even though the specific theo-
retical frameworks of the disciplines, fields or subfields in question may differ 
significantly.

While CAS oriented investigations often tend to be of a highly quantita-
tive nature, as has occurred in the instance of other disciplines, a less quan-
titatively oriented CAS modeling approach can be adopted for investigating 
natural language and the formation of metaphors in discourse. In fact, our dis-
cussion of the way the analogy of language as “organism” and as “species” 
developed over time may be viewed as a prototypical example of the workings 
of a socio-culturally situated multi-agent system, that is, how complex changes 
in meaning can be viewed as evolving within a complex, socio-culturally en-
trenched dynamic system. Thus, rather than functioning solely as a tool for un-
derstanding the dynamics of artificial factual worlds and computer simulations 
of language evolution, as has been the case in “evolutionary linguistics” (Steels 
2004), the CAS approach can also be appropriated to explore the evolution and 
socio-cultural entailments found in natural languages (Sharifian forthcoming), 
as well as to trace the entailments associated with language change itself, most 
particularly those that leave behind abundant traces in the written record.

3.2. The CAS approach to language

Perhaps one of the most well known initiatives in evolutionary and compu-
tational linguistics is that of Luc Steels and his team of researchers working 
at the Free University of Brussels (Vrije Universiteit Brussel). Steels founded 
the Artificial Intelligence Laboratory (http://arti.vub.ac.be/) in 1983 where lab-
members carry out projects in collaboration with the research units of Sony 
CSL in Paris. Over the past decade, they have investigated ways in which artifi-
cial agents can provide windows on certain aspects of language evolution such 
as concept and category formation, recursion, compositionality and phonology.

Central to their research projects is the hypothesis that language is a complex 
adaptive system, one that emerges through adaptive interactions between the 
artificial agents and one that over time continues to evolve as a self-organizing 
system, adapting itself to the needs and capabilities of the agents. At the same 
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On constructing a research model for historical cognitive linguistics     39

time the system is being structured by the actions of the individual agents. 
Other related initiatives include the simulation and synthesis of living systems, 
along with simulations of the co-evolution of language and social structure 
using various computational frameworks. In some cases the data used in the 
simulation is itself simulated, while in other cases the data is drawn from natu-
ral language(s) and then often modeled or cross-checked using artificial agents 
(Gong et al. 2004; Hashimoto 1998; Li 1998; Wang, Ke and Minett 2004).4

The CAS approach to language states that global order derives from local 
interactions. Language agents are carriers of individual linguistic knowledge 
which becomes overt behavior in local interactions between agents. Through 
these local level (microscopic) interactions agents construct and acquire indi-
vidual ontologies, lexicons and grammars. When the latter are sufficiently en-
trenched within the system, they become part of the global level (macroscopic) 
properties of collective ontologies, lexicons and grammars of the speech com-
munity. Actually, the process is even non-linear in the sense that individual 
ontologies, lexicons and grammars continuously contribute to and, in turn, are 
influenced by the global level. This shift in perspective provides us with a 
different view of language in which it is understood as a constantly evolving 
system that defies simplistic taxonomic, essentialist categorization. In short, 
language is understood as a multi-agent complex adaptive system in which 
emergent phenomena result from behaviors of embodied, (socio-culturally) 
situated agents.5

As stated, the phenomenon of language is best viewed as a complex adaptive 
system that is constantly constructed and reconstructed by its users. Therefore, 
language should be considered an emergent phenomenon, the result of activity, 
the collective, cumulative behavior of language agents over time. These emer-
gent phenomena have a strong causal impact on the behavior and learning of 
each individual language agent. Hence, there is a type of recursiveness to the 

4	 We should also mention the research being carried out in computational evolu-
tionary linguistics and simulations of living systems at the Santa Fe Institute; the 
ongoing investigations taking place at the Language Evolution and Computation 
Research Unit, located at the University of Edinburgh; the Ikegami Laboratory at 
the University of Tokyo under the direction of Takashi Ikegami (cf. Ikegami and 
Zlatev 2007), as well as and the Language Engineering Laboratory, located in the 
Chinese University of Hong Kong.

5	 These dialectics are also pointed out at the psychological level by Herbert Clark 
(1996: 100–120) when he introduces his famous distinction between personal and 
communal common ground. And also Tomasello’s (2004: 4) characterization of 
cumulative cultural evolution as a kind of ratchet effect can be interpreted as an 
attempt to capture these dynamics.
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40    Roslyn M. Frank and Nathalie Gontier

system in which feedback mechanisms operate as an intrinsic aspect of it. The 
functioning of these feedback loops is referred to as “circular” or “recursive 
causality”. At the local level the individual language agent’s behaviors (utter-
ances) determine language, that is, language understood at the global level. 
Similarly, at the local level the resulting emergent global level structures of 
language co-determine the range of behaviors of the agents, that is, the range 
of possible interactions at the local or microscopic level.

This top-down influence is established in several ways. First, we need to 
keep in mind that the global level systemic structures of language are already 
in existence prior to the entrance of the local agents. As such, they act as a 
strong constraint on the linguistic behavior of individual language agents. 
While the latter acquire their local level understandings of this already existing 
system as their idiolect, these are understandings that can be renewed, restruc-
tured over and over again in the course of the individual’s lifetime. Then we see 
that the bottom-up influence is established in the following manner. The local 
level systemic structure of language constantly acts to bring about emergent 
structure, that is, change, from the bottom-up, so to speak. While the speaker – 
the individual language agent – has to abide by the structures provided by the 
system at the risk of not being understood, there is always a degree of flexibility 
to expand the existing system.6 Although the structures are to some extent in 
constant flux, in communicative practice, the speaker is capable of: 1) choos-
ing to draw, consciously or unconsciously, from among them and 2) selecting 
from amongst those structures that are present in the “feature bank” of her 
idiolect, her microstructural “knowledge” of the global level macrostructures. 
From this perspective, in the case of bilingual language agents they can draw 
on additional microstructural “knowledge” that, in turn, can act to set in mo-
tion perturbations in the emergent global level structures.

We must also stress that the above description is somewhat simplified to 
clarify both the global and local levels. In fact, no linear chain of events can 
be distinguished. Rather, there is an intrinsic coupling between both levels: 
both constantly reshape, constrain and influence one another. And also within 

6	 The close parallels holding between this CAS model and usage-based approaches 
to language are found in the following discussion of “units of language” where 
the latter are defined as “not fixed but dynamic, subject to creative extension and 
reshaping with use. Usage events are crucial to the ongoing structuring and opera-
tion of the linguistic system. Language productions are not only products of the 
speaker’s linguistic system, but they also provide input for other speakers’ systems 
(as well as, reflexively, for the speaker’s own), not just in initial acquisition but in 
language use throughout life” (Kemmer and Barlow 2000: ix).
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On constructing a research model for historical cognitive linguistics     41

the local (between language agents) and within the global level (between lan-
guage communities), interaction is the rule rather than the exception. These 
interactions again, in a non-linear manner, influence the future of the language 
system.

3.3. �The difference between a CAS and a “species/population” approach  
to language

At this juncture we might compare the CAS model to Croft’s “language-as-
species” approach. Rather than employing a single, fused dynamical systems 
model with input from language agents directly internalized to it, Croft’s lan-
guage-as-species approach operates with two separate conceptual frames. On 
the one hand, “language” is defined as “a population of utterances” and, on the 
other, the term “language system” is “used where necessary to distinguish the 
population definition of language from the view that a language is a system 
of conventions” (Croft 2000: 239). Croft refers to his model as the Theory of 
Utterance Selection (TUS) which takes its starting point from neo-Darwinian 
evolutionary theory. As Croft explains, it was inspired by the Generalized The-
ory of Selection developed by the philosopher of science, David Hull (1984, 
1988). Hull convincingly argues that besides its applications in the study of life, 
the theory of evolution by means of natural selection can also be implemented 
in the study of the evolution of culture (e. g., science, language, etc.). He argues 
that evolution by means of natural selection occurs when replicators (units of 
selection such as genes or memes) vary due to the differential environmental 
interactions their carriers undergo (vehicles such as organisms). Such interac-
tions are the stuff selection can work upon and as such they lead to different 
lineages (populations, demes). By analogy, Croft (2000) argues that language 
evolution can be characterized by a process whereby linguemes (linguistic 
memes, units of language evolution) vary differentially because of the way the 
speakers use the linguemes differentially and the way they interact in the lin-
guistic environment. As such, different demes, i. e. populations of utterances, 
are created and natural selection can work upon them.

Although Croft recognizes the presence of speaker differences and popu-
lations of utterances, his early model (2000) does not operate from a CAS 
perspective and the notion of language as a multi-agent system. Therefore, 
conceptually his theory does not distinguish the local level from the global 
level of the same system and/or speak of their inseparability and constant in-
teraction in the way that the CAS model does. For example, TUS tends to re-
fer to the “speaker’s knowledge of grammar” on the one hand and on the other 
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to the “language system”, i. e. an overall system of language conventions. The 
two concepts are still treated separately, rather than as representing the local 
and global levels of a single unified dynamic system. Yet there are striking 
similarities between Croft’s language-as-species approach and the perspective 
afforded by the CAS model. For instance, in 2000, when speaking against 
the older structuralist (organicist) model of language, Croft stated: “Instead, 
as implied in this book, the linguistic system is not rigid, homogeneous, self-
contained, or ‘finely balanced’” (Croft 2000: 231). More recently Croft has de-
scribed the social cognitive linguistic basis for analyzing language as a com-
plex adaptive system and, in a collaborative effort with the physicist Richard 
Blythe, he has brought forward a mathematical model of language change that 
combines the CAS approach with the Utterance Selection Model (Baxter et al. 
2006; Blythe and Croft 2008).

In short, a “species” approach to language is entirely compatible with a CAS 
approach, a topic treated in considerable depth by Steels (1999). Scholars such 
as Campbell (1960), Cziko (1995), Dawkins (1983), Dennett (1995) and Hull 
(1988) have demonstrated how a selectionist methodology can be introduced to 
study not only the evolution of living organisms but also cognition and culture. 
They convincingly argue that similarly to life, the evolution of culture and cog-
nition also occurs via the selective retention of adaptive variation. Both Croft 
(2000, 2002) and Mufwene (2001) have incorporated these approaches into 
their own work. Indeed, Croft (2000, 2002, 2006, 2008) speaks at length of the 
need to undertake investigations in the area of “evolutionary linguistics” and 
sets forth an innovative model for doing so. And although Mufwene principally 
characterizes languages as species, he already toyed with the idea of languages 
as CAS in his 2001 book. However, Mufwene (2001: 157) exclusively refers to 
the ecological CAS approach and does not mention the ongoing CAS oriented 
research in fields such as AI which focus on problems in evolutionary linguis-
tics (Kirby 2009; Steels 1999, 2002).

In sum, given that the two sets of research objectives are quite similar in 
nature, hopefully researchers will begin to synthesize the two approaches.7

7	 The search for analogies between selectionist evolution on the one hand and cogni-
tive and cultural evolution on the other is a research avenue that has been undertak-
en multiple times in the past. This attempt was first systematized in the discipline 
called “evolutionary epistemology” (Campbell 1960; Gontier 2006b).
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4. The potential of the CAS approach for the study of natural languages

As Briscoe (2002: 1) has observed, “Evolutionary ideas, biological metaphors 
and analogies have had a rather checkered history within linguistic theory de-
spite their close mutual influence in the nineteenth century”. Although a cer-
tain amount of linguistic work was influenced by evolutionary and cultural 
anthropological theory during the fifties and sixties, it is not until the 1980s 
that we discover the insight that languages per se could be studied as com-
plex (culturally) evolving self-organized systems.8 This position came about 
in linguistics after the Modern Synthesis in biology and the mathematical and 
computational work in the field of dynamical systems. Today taking an evo-
lutionary perspective on the origins and development of human language and 
on linguistic variation and change is becoming more and more widespread. 
However, for the most part these complex adaptive system initiatives have been 
restricted to computational and mathematical simulations of language, rather 
than being integrated theoretically into research on, and concrete descriptions 
of, natural language systems and, more specifically, diachronic studies of lan-
guage change.

Scholars working within the field of AI have demonstrated that the selec-
tionist approaches, introduced in the previous section of this study, can be dy-
namized further when they are integrated into complex adaptive system ap-
proaches. In this regard, multi-agent computer simulations of language have 
also been introduced. Unfortunately, as Briscoe (2002: 3) has observed, the 
complex dynamical systems approach to language still has not had significant 
impact in mainstream linguistic theory, perhaps partly because only recently 
have researchers utilizing this theory started to address questions seen as cen-
tral to linguistic theory and more specifically to (cognitive) historical linguistics 
(leaving aside the contributions of Croft and Mufwene discussed previously).

Nonetheless, the shift in viewpoint characterizing many of these ongoing 
research initiatives in (cognitive) linguistics suggests the following: that in ad-
dition to its applications in computer simulations of change (based on multiple 

8	 The fact that historical linguistics and historical biology can be recognized as two 
specific areas of a general theory of evolution and viewed through complex sys-
tems theory was discussed early on by Stevick (1963: 169), who asserted that “they 
were particular developments of a general model of persistence with modification 
of complex systems”. In other words, languages and species are both systems which 
exist and persist through time, while changing as they do (cf. McMahon 1994: 
314–340, esp. 335). Furthermore, in the works of Boas (1928) and especially Kroe-
ber (1923), language was already recognized as a self-organizing, “superorganic” 
structure.
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interactions between artificial agents), a more widespread application of the 
CAS model to the analysis of natural language and concrete long-term lan-
guage change is not far off. Computer simulations based on the CAS approach 
provide valuable insights into collective and distributed models of cognition 
and language evolution, but still researchers are presently unable to build into 
their computer models the kinds of interactions inherent to the complex socio-
cultural networks that characterize natural language change over extended pe-
riods of time and in real rather than artificial settings (cf. Hurford 2002). Thus, 
it is conceivable that the results of empirical studies informed by CAS and 
focused on tracking change over time in real language settings, i. e. longitu-
dinal studies of natural language data, could provide useful new insights into 
how one might go about improving these computer simulations of language 
evolution. And, finally, these insights might lead to collaborative studies where 
the results of investigations on specific changes in a natural language are then 
modeled, simulated or otherwise cross-checked.9

In this way, once we cease viewing language as a closed, bounded “organ-
ism” and/or, alternatively, from an exclusively individualistic framework, and 
begin to contemplate it from a CAS perspective, it would appear that discus-
sions of the mechanisms operating to produce language change(s) could feed 
into: 1) larger discussions of cognition from a comparative and evolutionary 
perspective; 2) examinations of the relationship holding between language and 
culture, where culture, too, is viewed from an evolutionary and cognitive per-
spective; and finally 3) where the analysis of language change allows insights 
into the distributed and collective nature of cognition. All of these approaches 
could be conceptualized from within an integrated or holistic ecological, so-
cial, and cultural perspective.

5. Some examples of how one can implement CAS modeling

It is our belief that those working in HCL can profit from becoming more 
familiar with the work in these allied disciplines of cognitive science which 
is informed by CAS approaches. More specifically, simulations that integrate 
CAS modeling and its central notion of self-organization – as it is laid out and 
discussed by Frank (2008b, 2009) and by evolutionary linguists such as Steels 
(2004) – are closely aligned with the view of language as “distributed cogni-

9	 The article by Li (1998) is particularly exemplary in this respect, for it combines 
cognitive linguistics methodology and computer simulations in the exploration of a 
specific instance of language change.
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tion” and with concepts such as “cultural conceptualizations” (Sharifian 2003, 
2008, forthcoming), “socio-cultural situatedness” (Frank et al. 2008) and the 
“extended mind” (Clark 1997; Clark and Chalmers 1998).

The ramifications of CAS approaches to modeling language, namely, ap-
proaches that integrate the notion of “distributed cognition” and “socio-cul-
tural situatedness”, are further reflected in Croft’s discussions about the need 
to construct “a social cognitive linguistics” (Croft 2008, 2009, forthcoming a). 
Furthermore, in this respect we would argue that the development of “cognitive 
sociolinguistics” is an important example of the convergence between the CAS 
approach and cognitive linguistics (Kristiansen and Dirven 2008). In addition, 
we would emphasize the fact that cognitive linguistics is witnessing a “social 
turn” towards variationist studies (Geeraerts 2005). In this sense, it is difficult 
to imagine language conceptualized as a CAS without taking into account the 
social structure of language and language communities, i. e. everything that 
has to do with language variation among social groups. Moreover, with the 
CAS model these social and variational factors would be viewed as operating 
dynamically at the global and local levels, as discussed in 3.2.10

5.1. Stigmergy: Feedback loops, living systems and language

The kind of feedback loops we have discussed in reference to a CAS modeling 
of language are not unusual in living systems which are, themselves, self-orga-
nizing and complex. In the case of self-organizing systems, feedback loops are 
sometimes characterized as constituting a form of “circular causality” or they 
can be viewed as examples of stigmergy (Steels 2000; Susi and Ziemke 2001) 
which is a particular form of distributed cognition. At this point, however, little 
attention has been paid to the heuristic and inferential potential of stigmer-
gic analogies by those working in cognitive linguistics (Steels 2004). Yet this 
potential is there since the analogies holding between the concept of stigmer-
gy and language as an “activity” or as “activity-oriented”, that is, language 
understood as a complex adaptive system characterized by self-organization 
(emergent structure, top-down/bottom-up causality, feedback loops) are quite 
obvious (Bonabeau 1997; Bonabeau, Dorigo and Theraulaz 1999; Theraulaz 
and Bonabeau 1999):

10	 We would like to express our appreciation to the anonymous reviewer for his/her 
suggestions concerning the conceptual linkages holding between a CAS approach 
to language and recent directions in social and variational studies within cognitive 
linguistics.
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For example, the path formed by an ant society is an emergent phenomenon of the 
actions of the individual ants. There is no global coordination nor supervision and 
the individual ants cannot oversee the total path. Nevertheless the path is more 
than an epiphenomenon. It plays a causal role in the behavior of the individual ants. 
The path is formed by pheromones deposited by the ants as they follow the already 
existing trail. The more ants deposit pheromone the stronger the path becomes and 
the more the path causally impacts the behavior of the individual ants. Without the 
path the ants would move in all directions. (Steels 1999: 144)

Stigmergy can be understood as a distributed communication paradigm. When 
applied to natural language, we might view it as a situation in which natural 
agents through their individual linguistic choices at the local level interact in-
directly with each other and where higher frequency patterns of usage are more 
likely to prevail. Over time the cumulative effect of the (inter-)actions of the 
members of the speech community serve to transform (or maintain) the shape 
and/or meaning of a given lexeme or morpho-syntactic feature, that is, by con-
tributing to its (momentary) stability at the global level, again comparable to 
what Tomasello (2004) describes as the ratchet effect. Thus, there are subtle 
feedback mechanisms operating over space and time involving socio-cultural-
ly situated decision-making processes.

In short, the language system is constantly evolving. The advantage that 
accrues from studying these stigmergic patterns which are found in natural 
language is that they are left behind because of the actions of natural human 
agents. Thus, for us it is not necessarily a matter of studying the way robots 
and artificial agents should be programmed to make choices and interact with 
their environments. Rather our attention as cognitive linguists can focus on 
exploring how to extract these patterns from natural language in meaningful 
ways, so that the cognitive processes that went into creating them in the past 
become accessible to us. However, to date, outside of those working in the 
field of computer simulations of language, i. e., those oriented towards “evo-
lutionary linguistics”, few have theorized about natural language processes 
and change from this perspective, i. e., using analogies to other stigmergic 
processes found in nature and reflecting on the “activity-oriented” nature of 
language.

Nevertheless, earlier expressions of stigmergic thinking can be found in 
Keller (1994) in his discussion of “paths” in relationship to the nature of lan-
guage change and more recently in Mufwene (2003). Although neither of 
these authors makes any overt mention of the concept of stigmergy, the lan-
guage phenomena they are describing as well as the way in which they are 
attempting to model the linguistic phenomena under discussion could easily 
be termed stigmergic. Moreover, in the case of the formation and evolution 
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of discourse metaphors (Musolff 2008; Zinken, Hellsten and Nerlich 2008), 
e. g., such as “language as an organism” and/or “language as a species” (Frank 
2008b), clearly more than one path is being followed at any one time by the 
speech community in question and the result is a Borgian-like territory, laced 
with forking and criss-crossing paths, where some paths gain in salience 
through repeated use while other tracks fade from view over time through 
disuse. A similar view could be taken with respect to the formation and evo-
lution of word meaning(s) over time. And, basic to the concept of stigmergy, 
there is the broader notion of “distributed cognition” and “systems thinking” 
which has been adapted already by those working in many disciplines within 
the cognitive sciences.

The possible advantages of adapting the concept of stigmergy and stig-
mergic thinking and integrating it into the field of cognitive linguistics are 
readily apparent. With respect to usage-based theories the frequency of use 
correlates with the notion of “entrenchment” and its effects on different kinds 
of linguistic units. Indeed, the long term effects of entrenchment on change 
(and stability) of a given unit have been taken up by a number of researchers. 
Likewise, the main types of frequency effects cited in CL literature would 
fit neatly into the usage patterns characterized by stigmergy, i. e., “token fre-
quency” and “type frequency”, both of which bring about the entrenchment 
or stigmergic patterning of different sorts of linguistic units (Croft and Cruse 
2004). However, the long term effects of these frequency patterns – the effects 
of the entrenchment of a given linguistic unit – are not necessarily uniform, 
as Bybee has demonstrated, all of which suggests that more research needs to 
be carried on the impact that high frequency (or low frequency) can have on 
the linguistic unit in question (Bybee 2003, 2006; Bybee and Hopper 2001). 
These questions in turn require recognition of the distributed two-level nature 
of the cognitive processes under discussion as well as the way that the forms 
are transmitted across time and space, from one language agent to another, 
from one generation of speakers to the next and/or from one speech commu-
nity to the next, in which there is a constant interaction between the local and 
global levels of language.

5.2. Language as distributed and situated cognition

The CAS approach to modeling natural language is also closely linked to 
and aligned with ideas about the embodiment of mind and the environmen-
tal situatedness of human cognition, as well as to concepts such as “socio-
cultural situatedness”, “situated cognition”, “distributed cognition”, “cognitive 
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artifacts” and “collective cultural conceptualization”. These are notions that 
are increasingly central to research not only in the areas of AI and A-Life, 
but also in usage-based investigative approaches encountered in cognitive lin-
guistics. Similarly, there is a greater awareness of the intrinsically diachronic 
aspect of language as a system and the relative futility of attempts at describ-
ing the ontology, lexicon, morphology and syntax of a given language solely 
from a synchronic perspective, suggesting that, conceptually, the synchronic/
diachronic dichotomy is fundamentally flawed when applied to natural lan-
guages as systems.

The applicability of complex systems thinking to cognitive processes in 
general and those found in language is relatively easy to see. More particu-
larly, viewing language as distributed cognition provides a valuable theoretical 
framework especially when carrying out diachronic analyses of linguistic data. 
This can be seen in the summary of Waloszek (2003) who lists the characteris-
tics of a systems approach to cognition as follows:

The first principle concerns the boundaries of the unit of analysis for cognition:
•	 Distributed cognition looks for cognitive processes in the functional re-

lationships between elements that participate together in a process – the 
traditional cognitive unit of analysis is the individual.

The second principle concerns the range of mechanisms that may be assumed 
to take part in cognitive processes:
•	 While traditional views look for cognitive events in the manipulation of 

symbols inside individual actors, distributed cognition looks for a broader 
class of cognitive events and does not expect all such events to be encom-
passed by the skin or skull of an individual.

When one applies these principles to the observation of human activity, various 
distributions of cognitive processes become apparent. The following three are 
of particular interest […]:
•	 Cognitive processes may be distributed across members of a social group.
•	 Cognitive processes may involve coordination between internal and exter-

nal (material, environment) structure.
•	 Cognitive processes may be distributed through time, so that the products 

of earlier events can transform the nature of later events.

In Table 1 we find various aspects of the traditional view of language con-
trasted with the systems-oriented approach which integrates the notion of dis-
tributed cognition.
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Table 1. Adapted from Hollan, Hutchins and Kirsh (2000).

Traditional View Distributed Cognition View

Unit of  
Analysis

individual person all – the system is larger than individuals, 
all sizes of social-group networks; speech 
communities

Mechanism manipulation of symbols 
and linguistic artifacts 
by individual actors; 
synchronic emphasis

functional systems, groups, emphasis on 
space/time, diachronic dimension

Methodology controlled experiments, 
emphasis on cognitive 
properties of individuals

language viewed as a complex adaptive 
system, emphasis on cognitive properties 
of systems, dynamical systems approach, 
socio-cultural situatedness, ethnography

5.3. Usage-based models

The investigations by Kemmer & Barlow (2000) on usage-based models of 
language are pertinent, especially the following observations that:
•	 linguistic structure is intimately tied to language use, i. e., speaking and un-

derstanding language; it is not encapsulated in a language-specific module, 
unaffected by language use after childhood;

•	 cognitive representations take the form of schemas abstracted over instanc-
es of language use, based on entrenched cognitive routines that represent 
the commonalities found in similar usage events;

•	 greater frequency of particular types of instances leads to greater cognitive 
entrenchment, i. e., that frequency of usages in the community shapes the 
systems speakers learn and use, and in turn usage generates the frequency 
patterns observed, in a feedback loop;

•	 usage events play a double role in the system: they both result from and also 
shape, the linguistic system itself in a kind of feedback loop;

•	 linguistic entities (categories, structures, etc.) are emergent, and not stored 
as fixed entities;

•	 language use and cognition are grounded in the speakers’ bodily and socio-
cultural experience.

In short, we find their assertion that an analysis of discourse reveals emergent 
patterns of interaction that align with cultural schemas highly relevant. More-
over, it is clear that linguistic knowledge is an indissociable part of the human 
cognitive system. In this sense, both linguistic knowledge and its cognitive 
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matrix are processing systems, rather than static representational systems or 
entified superorganic structures, while “language” becomes “activity” (Döring 
and Nerlich 2005).

5.4. Socio-culturally situated approaches

In addition, although terms such as “language ecology” and “ecolinguistics” 
are increasingly common in the literature, writers have tended to use “the 
terms loosely and in a generally ill-defined manner” (Garner 2005: 91), rather 
than developing a fully socio-culturally situated view of language. Nonethe-
less, taken together, all of these approaches show the dynamic nature of human 
cognitive processing and lead us to a more comprehensive picture of the cogni-
tive, embodied, situated, and cultural aspects of human language as well as the 
importance of the distributed multi-agent aspect of cognition and language.

With respect to efforts to create greater granularity in the definition of con-
cepts such as “language ecology” and “ecolinguistics” we should mention the 
interdisciplinary nature of the work of cognitive linguists, most particularly 
that of Sinha (1988, 2004a, 2004b, 2006, 2009), Sinha and Jensen de López 
(2000) and, for example, Sinha’s International Cognitive Linguistics Confer-
ence 2007 Plenary Address entitled “Language as biocultural niche and social 
institution” (published as Sinha 2009). In this paper, Sinha, examines questions 
such as: how can culture be conceptualized from an evolutionary and ecologi-
cal point of view, what are the relations between biology and culture, and how 
do theories of biology and culture bear upon theories of language? Thus, it is 
now quite clear that cognitive linguists are beginning to appreciate the heuris-
tic value of appropriating biological concepts, such as “emergence” and “bio-
cultural niche”, into discussions of language change and language evolution.

In this respect we should mention the early ground-breaking work by Hop-
per on “emergent grammar” (Hopper 1987) as well as his more recent contri-
butions (Bybee and Hopper 2001; Hopper 2008; Hopper and Traugott 2005; 
Weber 1997). We should note in particular that Hopper’s research deals with 
“emergence” in relation to historical language change and grammaticalization. 
Also there are the important research initiatives undertaken by Cowley, co-
coordinator of the Distributed Language Group (DLG) (Cowley and Kravchen-
ko 2007; Crowley 2007). DLG is dedicated to exploring applications of the 
theoretical framework of distributed cognitive systems and the notion of the 
“extended mind” (Clark 1997; Clark and Chalmers 1998) to language. In a 
similar vein we should mention that significant work has been carried out by 
investigators concerned with bringing about closer theoretical ties and thus 

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 50/69



On constructing a research model for historical cognitive linguistics     51

increasing our ability to communicate more effectively across adjacent fields 
of cognitive science, efforts that in the future could result in far greater inter-
disciplinary cooperation and synergy (Kramsch 2000; Lantolf 2005; Larsen-
Freeman 1997, 2002).

It should be noted, however, that these researchers have been concerned pri-
marily with adopting terminology and concepts drawn from complex systems 
theory and/or dynamical systems theory and then applying them to specific 
problems in usage-based linguistics and/or first and second language acqui-
sition and socialization, instead of developing an overall CAS approach and 
defining the phenomenon of “language” through recourse to it. Therefore, al-
though certainly of significant value, until now, for the most part studies car-
ried out on these topics have not taken up the broader question of how a CAS 
theoretical model might be applied globally to the concept of “language” itself. 
However, this situation is about to change. We refer to the fact that a special 
issue of Language Learning dedicated entirely to “Language as a Complex 
Adaptive System” (LaCAS) is about to appear (Beckner et al. in prep.). The 
volume will contain papers given at the first conference focusing solely to this 
topic, held November 7–9, 2008, at the University of Michigan and organized 
by Nick C. Ellis. The conference proceedings include a contribution by John 
Holland, one of the pioneers and foremost researchers in the field of CAS and 
its applications (Holland 1995, 1998, 2005, 2006).11

As Ellis observes in his introductory remarks to the conference participants, 
in the past there has been a disciplinary tendency toward separation and frag-
mentation of language-related research, increased specialization which has re-
sulted in the investigation of different parts or aspects of language in isolation, 
even as parsed into separate disciplines. He states that we find “lexis devoid 
of syntax; we study speech sciences as a separate discipline, psycholinguis-
tics divorced from universal grammar and generative approaches; synchronics 
from diachronics; we study language structure separate from aspects of social 
usage or change” (Ellis 2008). By investigating language as a complex adaptive 
system emphasis is put on the recognition that it is from the interactions among 
these aspects that patterns of language use arise. Therefore, we believe that 
“language structure, language acquisition, processing and usage, and language 
change are not independent from another, but are facets of the same complex 
adaptive system” (Ellis 2008). In short, recent research in the cognitive sci-
ences has demonstrated that patterns of use strongly affect how language is 

11	 Readers wishing more information on the conference are directed to http://elicor-
pora.info/LLC and http://www.wiley.com/bw/podcast/lang.asp where the podcast 
of papers from the conference is available.

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 51/69



52    Roslyn M. Frank and Nathalie Gontier

acquired, is used, and changes. These processes are not independent from one 
another but are aspects of “the same complex adaptive system (CAS)” (Beck-
ner et al. in prep). Hence, we allege that the CAS approach reveals commonali-
ties across many areas of language research, including historical linguistics, 
psycholinguistics, language evolution, first and second language acquisition 
and computational modeling.

5.5. Genetically-inspired linguistic models

As Beckner et al. (in prep.) point out, the “CAS approach reveals commonali-
ties in many areas of language research, including first and second language 
acquisition, historical linguistics, psycholinguistics, language evolution and 
computational modeling”. Moreover, another advantage of CAS thinking is 
that it provides conceptual structure and terminology that is well recognized 
across the disciplines, while it also avoids some of the pitfalls of more geneti-
cally-inspired linguistic models, those that tighten the blend, so to speak, to in-
clude, for example, linguistic counterparts of DNA, or even the “genes/memes/
lingueme” analogical sequence proposed by Croft (2000). In some instances 
the heuristic afforded by the biological source can be perceived as exercising 
excessive control over the conceptual shape of the resulting analogically con-
ceived linguistic target (Ansaldo 2003). Naturally, in the process of developing 
new conceptual tools for examining language change and exploring the field 
of evolutionary linguistics, these cross-disciplinary analogies will continue to 
be developed. At the same time, however, the analogies elicited can give rise 
to problems concerning their suitability, the one-to-one applicability of the 
biological source to a particular language phenomenon.

For example, it is difficult to characterize the unit of language evolution. 
Croft, when introducing the notion of a lingueme, recognizes that “In biological 
evolution, the gene determines to a great extent the structure of the organism, 
that is, the organism’s phenotype. […] In language use, it seems to be the other 
way around: the speaker’s grammatical knowledge, also called her grammar, 
determines to a great extent the structure of the linguemes” (Croft forthcoming 
b). Moreover, when speaking of linguistic models that draw heavily on the heu-
ristic provided by biological sources, for those working in cognitive linguistics 
a certain level of discomfort or even distrust might be elicited by models that 
have their roots too firmly planted in the Chomskyan modular paradigm, e. g., 
the genes/memes analogy where language is sometimes viewed as a “meme” 
or “virus of the mind”, or more broadly, where language change is viewed as 
a process of “exact replication of linguistic information” between individu-
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als and from one generation to the next, another type of epidemiology and a 
position that dominates in certain sectors of traditional cognitivist thinking 
(Christiansen 1994: 125–126, in prep.; Deacon 1997: 110–115; Hohenberger 
2002: Jenkins 1997, 2000). In contrast we could cite the work of researchers 
working from within somewhat different frameworks such as Enfield (2003), 
Gontier (2006a, 2007, 2008) and Sperber (1996, 2000)12 where the emphasis is 
on analogies to “horizontal” or epidemiological transfers. A similar perspec-
tive is found in recent work on “discourse metaphor” (Chilton 2005; Musolff 
2006, 2008; Musolff and Zinken 2009; Zinken, Hellsten and Nerlich 2008).

But the hardest problem we are faced with is the difficulty in locating the 
site of agency in language. This issue has often been compared to the problem 
of agency associated with “the theory of the invisible hand”, while language 
itself has been categorized as “a phenomenon of the third kind”, based on the 
fact that it looks like something that was brought about by prior design, but was 
not (Keller 1994: 61–107). According to Keller, “phenomena of the third kind” 
can be perceived and described on the micro-level as well as on a macro-level, 
while he compares language itself to something much more highly complex 
than a system of footpaths, yet similar in its constitution, an analogy that reso-
nates strongly with complex adaptive systems thinking, the notion of circular 
causality, as well as that of stigmergy (cf. also Mufwene 2003). Moreover, today 
many of the systems that Keller listed as belonging to this class of “phenenoma 
of the third kind” are regularly modeled using a complex adaptive systems 
framework where agency becomes distributed throughout the system.13

6. Concluding thoughts

Over the past two decades developments in the field of cognitive science have 
brought together pre-existing methodologies and theoretical approaches from 
a wide variety of disciplines and at the same time promoted cross-disciplinary 
dialogue relating to the development of new methodologies and theoretical 
frameworks (cf. Bono 1990, 1993, 1995). As we have noted, this cross-fertil-
ization has been particularly rich in the case of researchers concerned with 
modeling language in a number of new settings, e. g., those involved in working 
with artificial distributed agents associated with research projects in AI and 

12	 Most readers will also be familiar with the seminal work by Sperber and Wilson 
(2004).

13	 For additional discussion of agency in language as well as the difficulties associ-
ated with the gene-meme-lingueme equivalencies, cf. Frank (2008b).
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A-Life, as well as in the area of ecolinguistics, biosemiotics and theoretical 
biology. Whereas a great deal of attention and effort has been placed on devel-
oping such models in these subfields of cognitive science, to date less work has 
been carried out by cognitive linguists. Until now there have been few attempts 
to develop ways of modeling the entity called “language” through cross-fertil-
ization with frameworks being developed in the hard sciences, specifically, the 
integration of CAS theory. Nonetheless, in recent years a number of impor-
tant steps have been taken in this direction, e. g., Croft (2000), Steels (2000), 
and Bernárdez (2001) and most recently Sharifian (2003, 2008, forthcoming). 
These initiatives represent a conscious move away from the linear, Cartesian-
Newtonian mode of thinking and the linear conceptualization of causality 
characteristic of earlier models of language and language change and, as such, 
these steps represent movement toward descriptions of the phenomenon of lan-
guage more in terms of a self-organizing, dynamic system.

As we have noted, the notion of a self-organizing, dynamic system is central 
to complex systems theory, also known as dynamical systems theory (Clark 
1997). The model now serves as an explanatory device utilized to describe a 
wide range of natural phenomena and has been adopted also by various dis-
ciplines in the human sciences, although not yet by those working in the field 
of historical cognitive linguistics. Likewise in AI and A-Life it has taken on a 
central role. Similarly, attempts to model language-like interactions using ro-
botic technology have become commonplace, even the modeling of “artificial 
societies”.14 Given the possible heuristic advantages that derive from develop-
ing a cross-disciplinary vocabulary, a mutually intelligible set of descriptive 
terms, we believe serious attention needs to be paid to this CAS option as we 
move forward with the task of elaborating a methodological and theoretical 
framework for historical cognitive linguistics.

We have explored some of the ways in which CAS thinking might be ap-
propriated to describe the phenomenon of language and language change 
more effectively. Thus, we have pointed out, albeit quite tentatively, some of 
the paths that might open up when Croft’s “population thinking” approach 
to describing language is slightly modified in order to bring its conceptual 
tools more into line, analogically, with the CAS approach. Finally, the linkages 
holding between the CAS model and current models in cognitive linguistics 
have been highlighted, e. g., concepts such as “socio-cultural situatedness” 

14	 Of particular note are the following centers working on “artificial societies”: the 
Santa Fe Institute, the University of Michigan Center for the Study of Complex 
Systems and the Brookings Institution. Cf. also the Journal of Artificial Societies 
and Social Simulation and Epstein & Axtell (1996).
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(Frank 2008a), “distributed cognition” (Hutchins 1995; Sharifian 2003; Susi 
and Ziemke 2001) and “usage-based models” (Barlow and Kemmer 2000). 
In this way, the explanatory power of CAS theory for developing models of 
natural language has been demonstrated as well as the importance of cross-
disciplinary dialogue.

Also, we want to emphasize that our observations concerning the “popula-
tion thinking” model should not be understood as a rejection of the model 
as it has been put forward by researchers such as Croft (2000, 2002, 2006) 
and Mufwene (2001, 2005). Rather we have offered these comments in an 
attempt to identify ways in which this “population thinking” model could 
be modified, supplemented and its explanatory power increased by the adop-
tion of the heuristic of CAS thinking: language conceptualized as a complex 
adaptive system.15 Indeed, Croft has set forth the groundwork for an “evolu-
tionary model” (Croft 2002, 2006) while his own research already integrates 
many aspects of the CAS approach to modeling language. And, as we have 
noted, Mufwene (2001: 157) briefly mentions the CAS approach to language 
but from a macro-ecological viewpoint. Exactly how this methodological and 
theoretical revision might be accomplished is far beyond the scope of this 
short paper although hopefully the topic will be taken up and elaborated upon 
in more depth in the future.

Given the fact that we are currently engaged in developing innovative meth-
odological approaches and endeavoring to construct theoretical framework(s) 
appropriate for this new subfield of cognitive linguistics, this juncture presents 
us with a unique opportunity. It is an opportunity that could allow us to join 
with the larger community of cognitive scientists who are exploring the role of 
language in cognition as well as the situated and collectively distributed nature 
of cognition and language evolution in general, the latter notion being under-
stood as referring both to the origins and evolution of language as well as to the 
cognitive and cultural processes that give rise to language change.

15	 The same would hold for the possibility of enriching approaches put forward by 
Mufwene (2001) and Keller (1994). In this sense, while Croft appropriates the 
terminology utilized by Hull, relatively uncritically, Mufwene distances himself 
somewhat more, drawing on the language-as-species trope, but making it crys-
tal clear in his writings that this metaphorical-analogical appropriation of terms 
should not be excessively tightened nor understood too literally. In turn, he fre-
quently brings up the many disanalogies that come into play when applying this 
trope and the heuristic disadvantages of it. In addition, he occasionally brings into 
play concepts and terminology associated with non-linear systems. At the same 
time, Croft, too, often expresses his own reservations. Cf. Ansaldo (2003: 123) for 
further relevant discussion of Croft’s model.
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More concretely, while those working in AI and A-Life are attempting to 
simulate language evolution, inventing multi-agent interactions that give rise to 
linguistic structure, often in a highly ingenious and noteworthy fashion, those 
of us investigating diachronic and usage-based questions are surrounded by 
a vast array of robust data sets that if properly mined would give us insights 
into natural language events. These evolutionary operations are brought about 
by concrete populations of flesh and blood speakers whose cognitive acts are 
imprinted on the data. Hence, the interactions studied are carried out by con-
crete social collectives over time, rather than being based on simulations using 
artificial or robotic agents which, admittedly, are run using what are high-
ly complex and sophisticated evolutionary algorithms. In other words, HCL 
would be modeling the effects of real-world cognition, emergent behaviors and 
stigmergic effects.

Stated differently, in contrast to the data supplied by studies of “artificial 
agents” (studies that “feed” on linguistic data) we have access to data sets from 
natural languages which are the results of interactions of “natural agents”. 
These human agents embody another feature that is of particular importance 
when reconstructing pathways of change over time: these natural agents are 
characterized by their socio-cultural embeddedness and their ability to re-
spond to a complex and constantly changing environment. To do this they 
adapt their linguistic artifacts in ways that seem appropriate to them, that is, 
by the specific communicative needs of the individual agents within the given 
setting, at the local level. Hence, it is not merely the interactions between the 
natural agents that give rise to the reshaping of their linguistic tools, but rather 
and perhaps more importantly the way that the agents respond, simultaneously, 
to each other and the shifting demands represented by their socio-cultural situ-
atedness.

Today there is great interest across the disciplines in modeling the evolution 
of culture, not only the developmental aspects of material artifacts, but also the 
way cognitive artifacts and material metaphors evolve over time. The follow-
ing discussion is typical of the manner in which these research questions are 
currently formulated:

Culture involves inheritance: a stable transmission of cultural items – such as ideas, 
skills or artifacts – from individual to individual by social learning. At the same 
time, culture changes and it often changes in a cumulative and gradual manner. 
The results of this process include cultural items that are ‘adaptive’ from the point 
of view of the culture bearers, apt for the goals the individuals have, who produce 
and select the cultural items according to their goals. In this sense, cultural change 
can be seen as analogous to adaptive organic evolution. Cultural change is cultural 
evolution. (Kronfeldner 2007: 493)
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Little would need to be changed in the above paragraph in order to make it ap-
ply to language and language change, other than substituting a word here and 
there, e. g., “language” for “culture”, “linguistic artifacts” for “cultural items”, 
etc.

Thus, there are significant benefits that would accrue by adapting a CAS 
modeling technique for conceptualizing language, not the least of which would 
be the fact that by using a framework whose terminology is recognized across 
the disciplines we would obtain a kind of passport that would allow HCL re-
search to more readily cross these disciplinary boundaries. At the same time 
the adoption and application of such CAS terminology and associated con-
cepts, e. g., “extended mind”, “cultural conceptualizations” and “feedback 
loops”, to linguistic data would allow us to begin communicating in what is al-
ready rapidly becoming the lingua franca of social and behavioral sciences. In 
sum, CAS approaches are already part of a cross-disciplinary research frame-
work that is circulating in many subfields within the biological and informa-
tion sciences. And perhaps more importantly, it is gradually gaining currency 
in many other related subfields brought together under the umbrella term of 
cognitive science. In short, since the CAS framework and its related terminol-
ogy are already widespread in many fields of cognitive science, our adoption of 
this framework and terminology in HCL would allow for fluid communication 
across the disciplines and perhaps bring about unexpected synergist results.

Acknowledgements

We wish to express our sincere thanks to Joachim De Beule of the Artificial 
Intelligence Lab of the Vrije Universiteit Brussel for his helpful comments and 
suggestions on a draft version of this paper as well as our kind appreciation to 
the anonymous reviewer at Mouton for additional valuable suggestions.

References

Alter, Stephen G.
	 1999	 Darwinism and the Linguistic Image: Language, Race and Natural 

Theology in the Nineteenth Century. Baltimore/London: John Hopkins 
University Press.

Ansaldo, Umberto
	 2003	 Review of William Croft. Explaining Language Change: An Evolution-

ary Approach. London: Longman 2000. Functions of Language 10 (1): 
122–128.

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 57/69



58    Roslyn M. Frank and Nathalie Gontier

Arbib, Michael A. and Mary B. Hesse
	 1986	 The Construction of Reality. Cambridge, M. A.: Cambridge University 

Press.
Barlow, Michael and Suzanne Kemmer (eds.)
	 2000	 Usage-based Models of Language. Stanford, Calif.: CSLI Publications.
Bateson, Gregory
	 1972	 Steps to an Ecology of Mind: Collected Essays in Anthropology, Psy-

chiatry, Evolution, and Epistemology. Chicago: University of Chicago 
Press.

Baxter, Gareth J., Richard. A. Blythe, William Croft and Alan J. McKane
	 2006	 Utterance selection model of language change. Physical Review E 

73.046118. http://www.theory.physics.manchester.ac.uk/~ajm/bbcm06.
pdf [accessed 05.29.08].

Beckner, Clay, Richard A. Blythe, Joan Bybee, Morten H. Christiansen, William Croft, 
Nick C. Ellis, John Holland, Jinyun Ke, Diane Larsen-Freeman and Tom Schoenemann
	 In preparation    Language is a complex adaptive system. In: Nick C. Ellis and Di-

ane Larsen-Freeman (eds.), Language as a Complex Adaptive System. 
Language Learning 59. Special Issue. Supplement 1.

Bernárdez, Enrique
	 2001	 De monoide a especie biológica: Aventuras y desventuras del concepto de 

lengua. Círculo de Lingüística Aplicada de la Comunicación (CLAC) 7 
http://www.ucm.es/info/circulo/no7/bernardez.htm [accessed 05.29.08].

Bertalanffy, Ludwig von
	 1950	 An outline of General Systems Theory. British Journal for the History 

of Science 1 (2): 134–162.
Blythe, Richard A. and William Croft
	 2008	 The speech community in evolutionary language dynamics. Presenta-

tion at Language as a Complex Adaptive System: An invited conference 
celebrating the 60th anniversary of Language Learning. November 7–9, 
2008. http://www.wiley.com/bw/podcast/lang.asp [accessed 10.24.09].

Boas, Franz
	 1928	 Anthropology and Modern Life. New York: W. W. Norton and Company.
Bonabeau, Eric
	 1997	 Flexibility at the edge of chaos: A clear example from foraging in ants. 

Acta Biotheoretica 45: 29–50.
Bonabeau, Eric, Marco Dorigo and Guy Theraulaz
	 1999	 Swarm Intelligence: From Natural to Artificial Systems. Oxford Univer-

sity Press.
Bono, James J.
	 1990	 Science, discourse and literature: The role/rule of metaphor in science. 

In: Stuart Peterfreund (ed.), Literature and Science: Theory and Prac-
tice, 59–89. Boston: Northwestern University Press.

Bono, James J.
	 1995	 Locating narratives: Science, metaphor, communities and epistemic 

styles. In: Peter Weingart (ed.), Crossing Boundaries in Science, 119–
151. Baden-Baden: Nomos Verlagsgesellschaft.

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 58/69



On constructing a research model for historical cognitive linguistics     59

Boyd, Richard
	 1993	 Metaphor and metaphor change: What is ‘metaphor’ a metaphor for? 

In: Andrew Ortony (ed.), Metaphor and Thought, 481–532. Cambridge/
New York: Cambridge University Press, 2nd ed.

Briscoe, Ted
	 2002	 Introduction. In: Ted Briscoe (ed.), Linguistic Evolution through Lan-

guage Acquisition, 1–21. Cambridge, UK: Cambridge University Press.
Bugarski, Ranko
	 1999	 The autonomy of linguistics: Saussure to Chomsky and beyond. In: 

Sheila Embleton, John E. Joseph and Hans-Josef Niederehe (eds.), The 
Emergence of the Modern Language Sciences: Studies on the Transi-
tion from Historical-Comparative to Structural Linguistics in Honour 
of E. F. K. Koerner. Volume 2: Methodological Perspectives and Appli-
cations, 29–39. Philadelphia/Amsterdam: John Benjamins.

Bybee, Joan L.
	 2003	 Mechanisms of change in grammaticization: The role of frequency. In: 

Brian D. Joseph and Richard D. Janda (eds.), The Handbook of Histori-
cal Linguistics, 602–623. Oxford: Blackwell.

Bybee, Joan L.
	 2006	 Language change and universals. In: Ricardo Mairal and Juana Gil 

(eds.), Linguistic Universals, 179–194. Cambridge: Cambridge Univer-
sity Press.

Bybee, Joan L. and Paul Hopper
	 2001	 Frequency and the Emergence of Linguistic Structure. Amsterdam: 

John Benjamins.
Campbell, Donald T.
	 1960	 Blind variation and selective retention in creative thought as in other 

knowledge processes. Psychological Review 67 (6): 380–400.
Chilton, Paul
	 2005	 Manipulations, memes and metaphors: The case of Mein Kampf. In: 

Louis de Saussure and Peter Schultz (eds.), New Perspectives on Ma-
nipulative and Ideological Discourse in Pragmatics and Discourse 
Analysis, 15–43. Amsterdam: John Benjamins.

Christiansen, Morten H.
	 1994	 Infinite languages, infinite minds: Connectionism, learning and linguis-

tic structure. Ph. D. diss., Centre for Cognitive Science, University of 
Edinburgh.

Christiansen, Morten H.
	 In preparation    Creating language: Toward a Unified Framework for Language 

Acquisition, Processing and Evolution. Oxford: Oxford University 
Press.

Clark, Andy
	 1997	 Being There: Putting Brain, Body, and World Together Again. Cam-

bridge, M. A.: MIT Press.
Clark, Andy and David Chalmers
	 1998	 The extended mind. Analysis 58: 7–19.

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 59/69



60    Roslyn M. Frank and Nathalie Gontier

Clark, Herbert H.
	 1996	 Using Language. Cambridge, M. A.: Cambridge University Press.
Conard, Michael
	 1983	 Adaptibility. New York: Plenum.
Cowley, Stephen J. and Alex Kravchenko
	 2007	 The cognitive dynamics of distributed language. Language Sciences 29 

(5): 575–583.
Croft, William
	 2000	 Explaining Language Change: An Evolutionary Approach. Essex: 

Pearson Education.
Croft, William
	 2002	 The Darwinization of linguistics. Selection: Molecules, Genes, Memes 

3 (1): 75–91.
Croft, William
	 2006	 The relevance of an evolutionary model to historical linguistics. In: Ole 

Nedergård Thomsen (ed.), Competing Models of Linguistic Change: 
Evolution and Beyond, 91–132. Amsterdam/Philadelphia: John Ben-
jamins.

Croft, William
	 2008	 Evolutionary linguistics. Annual Review of Anthropology 37: 219–234.
Croft, William
	 2009	 Towards a social cognitive linguistics. In: Vyvyan Evans and Stéphanie 

Pourcel (eds.), New Directions in Cognitive Linguistics, 395–420. Am-
sterdam: John Benjamins.

Croft, William
Forthcoming a	 Language structure in its human context: New directions for the lan-

guage sciences in the twenty-first century. In: Patrick Hogan (ed.), Cam-
bridge Encyclopedia of the Language Sciences. Cambridge: Cambridge 
University Press. http://www.unm.edu/~wcroft/Papers/CELSarticle2.
pdf [accessed 11.15.08].

Croft, William
Forthcoming b	 Language use and the evolution of language. In: Kenny Smith and 

Philippe Binder (eds.), The Language Phenomenon. Berlin: Springer.
Croft, William and D. Alan Cruse
	 2004	 Cognitive Linguistics. Cambridge: Cambridge University Press.
Crowley, Stephen J.
	 2007	 Cognitive dynamics and language sciences: Notes from the conference. 

http://www.psy.herts.ac.uk/dlg/papers/kravcowley-report.pdf [accessed 
11.15.08].

Cziko, Gary
	 1995	 Without Miracles: Universal Selection Theory and the Second Darwin-

ian Revolution. Cambridge: MIT Press.
Darwin, Charles
	 1859	 The Origins of Species by Means of Natural Selection, or the Preserva-

tion of Favoured Races in the Struggle for Life. London: John Murray.

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 60/69



On constructing a research model for historical cognitive linguistics     61

Darwin, Charles
	 1871	 The Descent of Man and Selection in Relation to Sex. London: John 

Murray.
Dawkins, Richard
	 1983	 Universal Darwinism. In: D. S. Bendall (ed.), Evolution: From Mole-

cules to Men, 403–425. Cambridge: Cambridge University Press.
Deacon, Terrence W.
	 1997	 The Symbolic Species: Co-evolution of Language and Brain. Cam-

bridge, M. A.: MIT Press.
Dennett, Daniel C.
	 1995	 Darwin’s Dangerous Idea: Evolution and the Meaning of Life. New 

York: Simon and Schuster.
Döring, Martin and Brigitte Nerlich
	 2005	 Assessing the topology of semantic change: From linguistic fields to 

ecolinguistics. Logos and Language: Journal of General Linguistics 
and Language Theory 6 (1): 55–68.

Ellis, Nick C.
	 2008	 Language as a Complex Adaptive System: Introduction. Presentation 

at the Language as a Complex Adaptive System: An invited confer-
ence celebrating the 60th anniversary of Language Learning. Novem-
ber 7–9, 2008. http://www.wiley.com/bw/podcast/lang.asp [accessed 
08.07.09].

Enfield, Nick J.
	 2003	 Linguistic Epidemiology: Semantics and Grammar of Language Con-

tact in Mainland Southeast Asia. London: RoutledgeCurzon.
Epstein, J. and R. Axtell
	 1996	 Artificial Societies: Social Science from the Bottom Up. Washington, 

D. C.: Brookings Institute Press, MIT Press.
Frank, Roslyn M.
	 2008a	 Introduction. In: Roslyn M. Frank, René Dirven, Tom Ziemke and En-

rique Bernárdez (eds.), Body, Language and Mind. Vol. 2. Sociocultural 
Situatedness, 1–17. Berlin: Mouton de Gruyter.

Frank, Roslyn M.
	 2008b	 The language-organism-species analogy: A complex adaptive systems 

approach to shifting perspective on “language”. In: Roslyn M. Frank, 
René Dirven, Tom Ziemke and Enrique Bernárdez (eds.), Body, Lan-
guage and Mind. Vol. 2. Sociocultural Situatedness, 215–262. Berlin: 
Mouton de Gruyter.

Frank, Roslyn M.
	 2009	 Shifting identities: Metaphors of discourse evolution. In: Andreas Mu-

solff and Jörg Zinken (eds.), Metaphor and Discourse, 173–189. Lon-
don: Palgrave-MacMillan.

Frank, Roslyn M., René Dirven, Tom Ziemke and Enrique Bernárdez
	 2008	 Body, Language and Mind. Vol. 2. Sociocultural Situatedness. Berlin: 

Mouton de Gruyter.

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 61/69



62    Roslyn M. Frank and Nathalie Gontier

Garner, Mark
	 2005	 Language ecology and linguistic theory. Kajian Linguistik dan Sastra 

17 (33): 91–101. http://eprints.ums.ac.id/220/101/MARK_GARNER.pdf 
[accessed 11.15.08].

Geeraerts, Dirk
	 2005	 Lectal variation and empirical data in Cognitive Linguistics. In: Fran-

cisco Ruiz de Mendoza Ibañez and Sandra Peña Cervel (eds.), Cogni-
tive Linguistics. Internal Dynamics and Interdisciplinary Interactions, 
163–189. Berlin/New York: Mouton de Gruyter.

Gong, Tao, Jinyun Ke, James W. Minett and William S-Y Wang
	 2004	 A computational framework to simulate the co-evolution of language 

and social structure. In: Jordan Pollack, Mark Bedau, Phil Husbands, 
Takashi Ikegami and Richard A. Watson (eds.), Proceedings of the 
Ninth International Conference on the Simulation and Synthesis of Liv-
ing Systems (ALIFE9), 58–163. Cambridge: MIT Press.

Gontier, Nathalie
	 2006a	 Evolutionary epistemology and the origin of language: Taking symbio-

genesis seriously. In: Nathalie Gontier, Jean Paul Van Bendegem and 
Aerts Diederik (eds.), Evolutionary Epistemology, Language and Cul-
ture: A Nonadaptionist Systems Theoretical Approach, 195–226. Dor-
drecht: Springer.

Gontier, Nathalie
	 2006b	 Introduction to evolutionary epistemology, language and culture. In: 

Nathalie Gontier, Jean Paul Van Bendegem and Aerts Diederik (eds.), 
Evolutionary Epistemology, Language and Culture: A Nonadaptionist 
Systems Theoretical Approach, 1–29. Dordrecht: Springer.

Gontier, Nathalie
	 2007	 Universal symbiogenesis: An alternative to universal selectionist ac-

counts of evolution. Symbiosis 44: 167–181.
Gontier, Nathalie
	 2008	 The dynamics of language activity: An evolutionary reconstruction. Un-

published Ph. D. dissertation, Faculteit Letteren and Wijsbegeerte, Vrije 
Universiteit Brussel.

Griffiths, Paul E.
	 2002	 The philosophy of molecular and developmental biology. In: Machamer. 

Peter K. and Michael Silberstein (eds.), Blackwell Guide to Philosophy 
of Science, 252–271. Malden: Blackwell Publishing.

Griffiths, Paul E. and Russel D. Gray
	 2000	 Darwinism and development systems. In: Susan Oyama, Paul E. 

Griffiths and Russell D. Gray (eds.), Cycles of Contingency: Develop-
ment Systems and Evolution, 195–218. Cambridge, M. A.: MIT Press.

Hashimoto, Takashi
	 1998	 Dynamics of internal and global structure through linguistic interac-

tions. In: Jaime S. Sichman, Rosaria Conte and Nigel Gilbert (eds.), 
Multi-agent Systems and Agent Based Simulation, 124–139. LNAI Se-

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 62/69



On constructing a research model for historical cognitive linguistics     63

ries, Vol. 1534. Berlin: Springer-Verlag. http://www.jaist.ac.jp/~hash/
papers/Int-Glob.pdf [accessed 11.15.08].

Hohenberger, Annette
	 2002	 Functional Categories in Language Acquisition: Self-Organization of a 

Dynamical System. Tübingen: Max Niemeyer Verlag.
Hollan, James, Edwin Hutchins and David Kirsh
	 2000	 Distributed cognition: Toward a new foundation for human-computer 

interaction research. ACM Transactions on Computer-Human Interac-
tion 7 (2): 176–196.

Holland, John H.
	 1995	 Hidden Order: How Adaptation Builds Complexity. New York: Helix 

Books (Addison-Wesley).
Holland, John H.
	 1998	 Emergence: From Chaos to Order. Oxford: Oxford University Press.
Holland, John H.
	 2005	 Language acquisition as a complex adaptive system. In: James W. Mi-

nett and William S.-Y. Wang (eds.), Language Acquisition, Change and 
Emergence: Essays in Evolutionary Linguistics, 411–435. Hong Kong: 
Hong Kong University Press.

Holland, John H.
	 2006	 A cognitive model of language acquisition. Journal of Bio-Education 1: 

79–83.
Hopper, Paul
	 1987	 Emergent grammar. Berkeley Linguistics Conference 13: 139–157.
Hopper, Paul
	 2008	 Emergent serialization in English: Pragmatics and typology. In: Jeff 

Good (ed.), Linguistic Universals and Language Change, 253–284. Ox-
ford/New York: Oxford University Press.

Hopper, Paul and Elizabeth Closs Traugott
	 2005	 Grammaticalization. Cambridge: Cambridge University Press.
Hull, David L.
	 1984	 Units of evolution. In: Robert N. Brandon and Richard M. Burian (eds.), 

Genes, Organisms, Populations: Controversies over the Units of Selec-
tion, 142–159. Cambridge, M. A.: MIT Press.

Hull, David L.
	 1988	 Science as a Process: An Evolutionary Account of the Social and Con-

ceptual Development of Science. Chicago and London: University of 
Chicago Press.

Hull, David L.
	 2002	 Species, language and the comparative method. Selection: Molecules, 

Genes, Memes 3 (1): 17–28.
Hurford, James R.
	 2002	 Expression/induction models of language evolution: Dimensions and is-

sues. In: Ted Briscoe (ed.), Linguistic Evolution through Language Ac-
quisition, 301–344. Cambridge: Cambridge University Press.

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 63/69



64    Roslyn M. Frank and Nathalie Gontier

Hutchins, Edwin
	 1995	 Cognition in the Wild. Cambridge, M. A.: MIT Press.
Ikegami, Takashi and Jordan Zlatev
	 2007	 From pre-representational cognition to language. In: Tom Ziemke, Jor-

dan Zlatev and Roslyn M. Frank (eds.), Body, Language and Mind. Vol 
1. Embodiment, 197–239. Berlin: Mouton de Gruyter.

Janda, Richard D. and Brian D. Joseph
	 2003	 On language, change and language change – or, of history, linguistics 

and historical linguistics. In: Richard D. Janda and Brian D. Joseph 
(eds.), Handbook of Historical Linguistics, 3–180. Oxford: Blackwell.

Jenkins, Lyle
	 1997	 Biolinguistics – Structure, development and evolution of language. Web 

Journal of Formal, Computational and Cognitive Linguistics 1 (2). Ka-
zan, Russia. http://fccl.ksu.ru/papers/gp008.pdf [accessed 11.15.08].

Jenkins, Lyle
	 2000	 Biolinguistics: Exploring the Biology of Language. Cambridge: Cam-

bridge University Press.
Kay, Lily E.
	 2000	 Who Wrote the Book of Life? A History of the Genetic Code. Stanford: 

Stanford University Press.
Keller, Rudi
	 1994	 On Language Change: The Invisible Hand in Language. Trans. Brigitte 

Nerlich. London/New York: Routledge.
Kemmer, Suzanne and Michael Barlow
	 2000	 Introduction: Usage-based conception of language. In: Michael Barlow 

and Suzanne Kemmer (eds.), Usage-based Models of Language, vii–xx-
viii. Stanford, Calif.: CSLI Publications.

Kirby, Simon
	 2009	 Complex Adaptive Systems and the origins of adaptive structure: What 

experiments can tell us. Presentation at the Language as a Complex 
Adaptive System: An invited conference celebrating the 60th anniversa-
ry of Language Learning. November 7–9, 2008. http://www.wiley.com/
bw/podcast/lang.asp [accessed 08.09.09].

Kramsch, Claire
	 2000	 Social discursive constructions of self in L2 learning. In: James Lantolf 

(ed.), Sociocultural Theory and Second Language Learning, 133–154. 
Oxford: Oxford University Press.

Kristiansen, Gitte and René Dirven (eds.)
	 2008	 Cognitive Sociolinguistics: Language Variation, Cultural Models, So-

cial Systems. Berlin/New York: Mouton de Gruyter.
Kroeber, Alfred L.
	 1923	 Anthropology: Culture Patterns and Processes. New York: Harbinger 

Books.
Kronfeldner, Maria E.
	 2007	 Is cultural evolution Lamarckian? Biology and Philosophy 22 (4): 493–

512.

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 64/69



On constructing a research model for historical cognitive linguistics     65

Lamarck, Jean Baptiste
	 1999	 Zoological Philosophy. Translation by Ian Johnston of Philosophe zoo-

lologique. Paris: Dentu. Original version 1809. http://www.mala.bc.ca/ 
~johnstoi/LAMARCK/lamarck1.htm [accessed 05.29.08].

Lansing, J. Stephen
	 2003	 Complex adaptive systems. Annual Review of Anthropology 32: 183–204.
Lantolf, James P.
	 2005	 Sociocultural and second language learning research: An exegesis. In: 

Eli Hinkel (ed.), Handbook of Research in Second Language Teaching 
and Learning, 335–354. Mahwah, NJ: L. Erlbaum Associates.

Larsen-Freeman, Diane
	 1997 Chaos/complexity science and second language acquisition. Applied Linguis-

tics 18 (2): 141–165.
Larsen-Freeman, Diane
	 2002	 Language acquisition and language use from a chaos/complexity theory 

perspective. In: Claire Kramsch (ed.), Language Acquisition and Lan-
guage Socialization: An Ecological Perspective, 33–46. London/New 
York: Continuum Press.

Li, Ping
	 1998	 In search of meaning: The acquisition of semantic structures and mor-

phological systems. In: June Luchjenbroers (ed.), Cognitive Linguistics 
Investigations, 109–134. Amsterdam/Philadelphia: John Benjamins.

Luhmann, Niklas
	 1984	 Soziale Systeme. Frankfurt am Main: Suhrkamp.
Mayr, Ernst
	 1975	 Evolution and Diversity of Life. Cambridge: Harvard University Press.
McMahon, April M. S.
	 1994	 Understanding Language Change. Cambridge/New York/Melbourne: 

Cambridge University Press.
Morpurgo-Davies, Anna
	 1992	 History of Linguistics. Vol. IV: Nineteenth-Century Linguistics. Lon-

don/New York: Longman.
Morris, William (ed.)
	 1969	 The American Heritage Dictionary of the English Language. Boston: 

American Heritage Publishing Co., Inc. / Houghton Mifflin Company.
Mufwene, Salikoko S.
	 2001	 The Ecology of Language Evolution. Cambridge: Cambridge University 

Press.
Mufwene, Salikoko S.
	 2003	 Analogs anywhere: the flow of highway traffic and language evolution. In: 

Salikoko S. Mufwene and Sylvain Neuvel (eds.), Contemporary Linguis-
tics, 39–57. Chicago: Department of Linguistics, University of Chicago.

Mufwene, Salikoko S.
	 2005	 Language evolution: the population genetics way. In: Guenther Hauska 

(ed.), Genes, Language and their Evolution: Universitätsverlag Regens-

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 65/69



66    Roslyn M. Frank and Nathalie Gontier

burg. http://hum.uchicago.edu/~jriggle//LANGUAGE_EVOLUTION.
pdf#search=%22mufwene%20language%20evolution%20population 
%20genetics%20way%22 [accessed 05.29.08].

Musolff, Andreas
	 2006	 Metaphor scenarios in public discourse. Metaphor and Symbol 21 (1): 

23–38.
Musolff, Andreas
	 2008	 The embodiment of Europe: How do metaphors evolve? In: Roslyn M. 

Frank, René Dirven, Tom Ziemke and Enrique Bernárdez (eds.), Body, 
Language and Mind. Vol. II. Sociocultural Situatedness, 301–385. Ber-
lin: Mouton de Gruyter.

Musolff, Andreas and Jörg Zinken
	 2009	 Metaphor and Discourse. London: Palgrave Macmillan.
Oyama, Susan
	 2000	 The Ontogeny of Information: Developmental Systems and Evolution. 

Durham: Duke University Press.
Pepper, Stephen C.
	 1942	 World Hypotheses. Berkeley: University of California Press.
Richards, Robert J.
	 1987	 Darwin and the Emergence of Evolutionary Theories of Mind and Be-

havior. Chicago: University of Chicago Press.
Richards, Robert J.
	 2002	 The linguistic creation of man: Charles Darwin, August Schleicher and 

the missing link in 19th century evolutionary theory. In: Matthias Dör-
ries (ed.), Experimenting in Tongues: Studies in Science and Language, 
21–48. Stanford, CA: Stanford University Press.

Schleicher, August
	 1853	 Die ersten Spaltungen des indogermanischen Urvolkes. Allgemeine Mo-

natsschrift für Wissenschaft und Literatur, 786–787.
Schleicher, August
	 1863	 Die Darwinische Theorie und die Sprachwissenschaft: offenes Send-

schreiben an Herrn Dr. Ernst Haeckel, o. Professor der Zoologie und 
Direktor des zoologischen Museums an der Universität Jena. Weimar: 
Böhlau.

Schleicher, August
	 1869	 Darwinism Tested by the Science of Language. Translated by Alex Bik-

kers. London: John Camden Hotten.
Sharifian, Farzad
	 2003	 On cultural conceptualizations. Journal of Cognition and Culture 3: 

187–207.
Sharifian, Farzad
	 2008	 Distributed, emergent cultural cognition, conceptualisation, and lan-

guage. In: Roslyn M. Frank, René Dirven, Tom Ziemke and Enrique 
Bernárdez (eds.), Body, Language and Mind. Vol. II. Sociocultural Situ-
atedness, 109–136. Berlin: Mouton de Gruyter.

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 66/69



On constructing a research model for historical cognitive linguistics     67

Sharifian, Farzad
	 Forthcoming	 On collective cognition and language. In: Hanna Pishwa (ed.), So-

cial Cognition and Language. Berlin: Mouton de Gruyter.
Sinha, Chris
	 1988	 Language and Representation: A Socio-Naturalistic Approach to Hu-

man Development. Hemel Hempstead: Harvester-Wheatshe.
Sinha, Chris
	 2004a	 Biology, culture and the emergence and elaboration of symbolization. 

In: Ocke-Schwen Bohn, Albert Gjedde and Anjum Saleemi (eds.), In 
Search of a Language for the Mind-Brain: Can the Multiple Perspec-
tives be Unified?, 311–335. Aarhas: Aarhas University Press.

Sinha, Chris
	 2004b	 The evolution of language: From signals to symbols to system. In: Kim-

brough Oller and Ulrike Griebel (eds.), Evolution of Communication 
Systems: A Comparative Approach, 217–236. Cambridge, M. A.: MIT 
Press.

Sinha, Chris
	 2006	 Epigenetics, semiotics and the mysteries of the organism. Biological 

Theory 1 (2): 112–115.
Sinha, Chris
	 2009	 Language as a biocultural niche and social institution. In: Vyvyan Evans 

and Stéphanie Pourcel (eds.), New Directions in Cognitive Linguistics, 
289–309. Amsterdam: John Benjamins.

Sinha, Chris and Kristine Jensen de López
	 2000	 Language, culture and the embodiment of spatial cognition. Cognitive 

Linguistics 11 (1/2): 17–41.
Snyder, Gary
	 1992	 The etiquette of freedom. In: Max Oelschlaeger (ed.), The Wilderness 

Condition: Essays on Environment and Civilization, 21–39. San Fran-
cisco: Sierra Club Books.

Solé, Ricard V., Bernat Corominas Murtra, Sergi Valverde and Luc Steels
	 2005	 Language networks: Their structure, function and evolution. SFI Work-

ing Paper 05-12-042. http://www.santafe.edu/research/publications/
workingpapers/05-12-042.pdf [accessed 11.15.08].

Spencer, Herbert
	 [1879] 1978	 The Principles of Ethics, 2 vols. Indianapolis: Liberty Classics.
Sperber, Dan
	 1996	 Explaining Culture: A Naturalistic Approach. Oxford: Blackwell.
Sperber, Dan
	 2000	 Conceptual tools for a natural science of society and culture (Radcliffe-

Brown Lecture in Social Anthropology, 1999). Proceedings of the Brit-
ish Academy 111: 297–313.

Sperber, Dan and Deirdre Wilson
	 2004	 Relevance theory. In: Laurence R. Horn and Gregory Ward (eds.), The 

Handbook of Pragmatics, 607–632. Oxford: Blackwell.

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 67/69



68    Roslyn M. Frank and Nathalie Gontier

Steels, Luc
	 1999	 The puzzle of language evolution. Kognitionswissenschaft 8 (4): 143–

150. http://www.csl.sony.fr/downloads/papers/1999/steels-kogwis1999.
pdf [accessed 05.29.08].

Steels, Luc
	 2000	 Language as a complex adaptive system. In: Marc Schoenauer, Deb 

Kalyanmoy, Gunterc Rudolph, Xin Yao, Evelyne Lutton, Juan Julian 
Merelo, Hans-Paul Schwefel (ed.), Lecture Notes in Computer Science: 
Parallel Problem Solving from Nature. Proceedings of PPSN VI, Ber-
lin, Germany, September 2000, 17–26. Berlin: Springer-Verlag. http://
www3.isrl.uiuc.edu/~junwang4/langev/localcopy/pdf/steels00language 
As.pdf [accessed 05.29.08].

Steels, Luc
	 2002	 Language as a complex adaptive system. In: Frank Brisard and Tanja 

Mortelmans (eds.), Language and Evolution, 79–87. Wilrijk: UIA. An-
twerp Papers in Linguistics 101.

Steels, Luc
	 2004	 Analogies between genome and language evolution. In: Jordan Pollack, 

Mark Bedau, Phil Husbands, Takashi Ikegami and Richard A. Watson 
(eds.), Proceedings of Artificial Life IX: Proceedings of the Ninth Inter-
national Conference on the Simulation and Synthesis of Living Systems, 
200–206. Cambridge, M. A.: MIT Press.

Stevick, Robert D.
	 1963	 The biological model and historical linguistics. Language 39 (2): 159–

169.
Strohman, Richard
	 1997	 Epigenesis and complexity: The coming Kuhnian revolution in biology. 

Nature Biotechnology 15: 194–200. http://bialystocker.net/files/kuhn.
pdf [accessed 05.29.08].

Susi, Tarja and Tom Ziemke
	 2001	 Social cognition, artefacts and stigmergy. Cognitive Systems Research 

2: 273–290.
Theraulaz, Guy and Eric Bonabeau
	 1999	 A brief history of stigmergy. Artificial Life 5 (2): 97–116. (Special Issue 

on Stigmergy, Eric Bonabeu, ed.).
Tomasello, Michael
	 2004	 The human adaptation for culture. In: Franz Wuketits and Christopher 

Antweiler (eds.), Handbook of Human Evolution, Vol. 1: The Evolution 
of Human Societies and Cultures, 1–23. Weinheim, Germany: Wiley-
VCH Verlag GmbH & Co.

Waloszek, Gerd
	 2003	 Dissolving boundaries with distributed cognition and xApps. http://

www.sapdesignguild.org/editions/edition7/print_distrib_cognition.asp 
[accessed 05.29.08].

Wang, William S-Y., Jinyun Ke and James W. Minett
	 2004	 Computational studies of language evolution. In: Chu-Ren Huang and 

Winfred Lenders (eds.), Computational Linguistics and Beyond: Fron-

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 68/69



On constructing a research model for historical cognitive linguistics     69

tiers in Linguistics 1, Language and Linguistics Monograph Series B, 
65–108. Institute of Linguistics: Academia Sinica. http://www.ee.cuhk.
edu.hk/~jminett/minett_files/Comp_Studies.pdf [accessed 03.20.08].

Weber, T.
	 1997	 The emergence of linguistic structure: Paul Hopper’s emergent gram-

mar hypothesis. Language Sciences 19 (2): 177–196.
Wilkins, John S.
	 2003	 The origin of species concepts: History, characters, modes, and syn-

apomorphies. Ph. D. Diss., Department of the history and philosophy of 
Science, University of Melbourne, Australia.

Zinken, Jörg, Iina Hellsten and Brigitte Nerlich
	 2008	 Discourse metaphors. In: Roslyn M. Frank, René Dirven, Tom Ziemke 

and Enrique Bernárdez (eds.), Body, Language and Mind. Vol. II. Socio-
cultural Situatedness, 363–385. Berlin: Mouton de Gruyter.

1

2

3

5

10

15

20

25

30

35

38

39

40

Verlag: Walter de Gruyter P-Nr.: B12-922355 P-Anfang: 26.05.2010 ID: int01; int05 – 05.10 Printjob: Seiten: 69/69


