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Abstract

We generalize and extend the class of Sahlqvist formulae in arbitrary polyadic modal languages, to the class of so called
inductive formulae. To introduce them we use a representation of modal polyadic languages in a combinatorial style and thus, in
particular, develop what we believe to be a better syntactic approach to elementary canonical formulae altogether. By generalizing
the method of minimal valuations `a la Sahlqvist–van Benthem and the topological approach of Sambin and Vaccaro we prove that
all inductive formulae are elementary canonical and thus extend Sahlqvist’s theorem over them. In particular, we give a simple
example of an inductive formula which is not frame-equivalent to any Sahlqvist formula. Then, after a deeper analysis of the
inductive formulae as set-theoretic operators in descriptive and Kripke frames, we establish a somewhat stronger model-theoretic
characterization of these formulae in terms of a suitable equivalence to syntactically simpler formulae (‘primitive regular formulae’)
in the extension of the language with reversive modalities. Lastly, we study and characterize the elementary canonical formulae in
reversive languages with nominals, where the relevant notion of persistence is with respect to discrete frames.
c© 2005 Elsevier B.V. All rights reserved.
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0. Introduction

0.1. Historical remarks

The quest for general frame-completeness results has driven research in modal logic ever since the emergence of
the Kripke semantics, and particularly after the hopes for its universal adequacy were shattered by the discoveries of
incomplete modal logics due to Thomason and Fine in the mid-1970s. One of the most general results of the sort was
the celebrated Sahlqvist’s theorem [37] where he proved two notable facts about a large, syntactically defined class
of modal formulae, called now Sahlqvist formulae: thefirst-order correspondence: that they all define elementary
conditions on Kripke frames and these conditions can be effectively “computed” from the modal formulae; and
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the completeness via canonicity: that all these formulae are valid in their respective canonical frames, and hence
axiomatize completely the classes of frames satisfying their corresponding first-order conditions.

Sahlqvist’s work was partly induced by Lemmon-Scott’s conjecture, claiming first-order definability and canonicity
of a subset of Sahlqvist formulae, confirmed by Goldblatt (see [23]). Sahlqvist’s theorem (also proved independently,
in a similar form, in [45]) substantially generalizes the set of formulae covered by that conjecture, while the class
of Sahlqvist formulae, modulo inessential manipulations, has turned out to be remarkably robust, so much so that a
widespread opinion has developed over the years that thesecannot be extended further without exorbitant technical
complications (see e.g. [2] and [33]).

The striving for better understanding of what makes Sahlqvist formulae tick and the pursuit of their further
extension have been an active line of research in modal logic.Some landmarks in the study of Sahlqvist formulae
include:

• the systematic development in [45,46], later generalized in [12], of an algorithmic approach for computing the
first-order equivalents of Sahlqvist-type formulae, based on the method of substitutions with minimal valuations;

• the modern approach to Sahlqvist formulae developed in [39], based on the topological properties of descriptive
frames, allowing for unified treatment offirst-order definability and canonicity;

• Kracht’s calculus developed in [32] where the class of first-order formulae corresponding to Sahlqvist formulae
was studied and described;

• the extension of the class of Sahlqvist formulae to polyadic languages in [13];
• the algebraic proof of canonicity of Sahlqvist formulae, without using their first-order definability, in [30], building

on ideas from the seminal paper [31] where a restricted version of Sahlqvist’s theorem was already established in
algebraic terms;

• in some recent papers (which appeared while the current paper was under submission) canonicity has been
generalized to a much wider setting than Boolean algebras with operators in [20], and Sahlqvist’s theorem has
been extended to distributive modal logics in [21].

Other important contributions related to the topic include [22] and [50] where alternative results on canonicity have
been obtained for non-first-order definable formulae, as well as the recent work by Goldblatt et al. [26], refuting Fine’s
conjecture.

Good expositions of the ideas and technicalities around Sahlqvist’s theorem, with different proofs, can be found
in [39,2,4,33], and [16].

0.2. Aims and content of the paper

This study was initiated as a systematic attempt to answer the question “What are Sahlqvist formulae, after all?”.
While defined in a purely syntactic manner which is vulnerable to otherwise innocuous transformations (including
tautological equivalence), they bear a precise, but practicallyintractable semantic characterization. The two important
features of Sahlqvist formulae, which together imply Sahlqvist’s theorem, are(locally) first-order definability and
(local) d-persistence in a sense which depends on the construction of the canonical models for the logical systems
under consideration and implies canonicity, hence completeness. In the case of ordinary polyadic modal languages,
with no special rules of inference added to the axiomaticsystems, this isd-persistence. The formulae in a given
polyadic modal language having these properties will be calledelementary1 canonical formulae. Thus, the concept
of elementary canonical formulae is the ultimate semantic idea behind Sahlqvist formulae which in turn are only a
syntactic approximation of it. From this more general perspective we use the term ‘Sahlqvist theorem’ as a generic
claim that all formulae from a given effectively defined class are elementary and canonical.

The current paper is intended as the first part of a comprehensive study of elementary canonical formulae from
syntactic, computational, model-theoretic, topological and algebraic perspectives (for sequels see [6,9,10]). In this
part of the study we take a new approach to the syntactic description of elementary canonical formulae, by means
of syntactic re-shaping of the modal languages and introducing inSection 2the so calledpurely modal languages
whereby disjunctions, (respectively, conjunctions), are regarded as boxes (respectively, diamonds), and formulae

1 ‘Elementary’ here is used as a synonym of ’first-order definable’, as customary in logic.
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are built from propositional variables, negations and polyadic boxes only, in a combinatorial style resembling the
Propositional Dynamic Logic. This syntactic framework allows us to introduce inSection 3a largeand natural
syntactic class of ‘regular’ formulae (including not only Sahlqvist formulae, but also e.g. the G¨odel-Löb formula
and Segerberg’s induction axiom). We identify a subclass ofsimple regular formulae and show that conjunctions of
such formulae subsume all so far defined polyadic Sahlqvist formulae (see [13]). Further, we extend these to the larger
classI of inductive formulae,2 the syntactic description of which is based on a certaindependency digraph defined on
the set of variables in the formula, and generating apartial ‘dependency’ ordering on these variables.

Af ter a set-theoretic and topological analysis of the polyadic descriptive general frames inSection 5, we extend
the method of minimal valuations3 of Sahlqvist–van Benthem ([46]) and the topological approach of Sambin and
Vaccaro (see [39], [2]) to establish respectivelylocal first-order definability in Section 4andlocal d-persistence of the
formulae inI in Section 6, thereby proving the Sahlqvist theorem for them. InSection 4we also show how the method
of minimal valuations works for regular formulae, too, but in general produces effectively computable equivalents in
first-order language extended withleast fixed point operators. (However, not all regular formulae are canonical, nor
evencomplete.)

We show inSection 7that the classI extends the class of Sahlqvist formulae in the basic modal language not only
syntactically, but semantically, too (contrary to the common opinion mentioned above).

In the rest of the paper we further analyze, from a topological perspective, the inductive formulae regarded as
set-theoretic operators and eventually establish a somewhat stronger semantic characterization of them in suitably
extended modal languages. This approach involves some ideas of Sambin and Vaccaro, Kracht, and especially
Venema, as it uses a detour via the ‘reversive’ extension of the language (containing all inverses of the basic modal
operators) where all inductive formulae can be reduced to ‘primitive’ ones for which both parts of the Sahlqvist
theorem are proved in a uniform way.

In particular, inSection 8weintroducereversive extensions of polyadic modal languages and show that the inverse
operators in such extensions are closed in descriptive frames of the basic languages. InSection 9we show that
inductive formulae are persistent with respect to passing from descriptive frames to their ‘closure extensions’ and then,
following ideas from [27], we prove that every inductive formula in a given polyadic modal language can be effectively
transformed into an equivalent in a suitable semantic sense, primitive regular formula in the reversive extension of
the language, thus eventually re-proving the Sahlqvist theorem for inductive formulae in arbitrary polyadic languages.
Then, inSection 11we consider polyadic modal languages withnominals and introducediscrete-canonical formulae
which is the right notion of canonicity in such languages, where the relevant persistence is ‘di-persistence’, with
respect todiscrete general frames (with all singletons admissible). We show that in reversive languages with nominals
every primitive elementary canonical formula is equivalent to apure formula (containing only nominals), which can
be computedwithin the minimal logic for that language, and which in a rather direct way encodes the corresponding
first-order equivalent. This yields an analogue of the Sahlqvist theorem for inductive formulae in reversive polyadic
languages with nominals. Eventually we obtain a simple and natural characterization of the discretely canonical
formulae in such languages: they are precisely those, locally equivalent over discrete frames to inductive formulae,
and hence to pure formulae.

1. Preliminaries

We assume basic familiarity with the syntax and semantics of the standard polyadic modal languages, a state-of-
the-art reference for which is e.g. [2], from where we quote some of the definitions below and give a few additional
definitions, not explicitly mentioned in that book.

1.1. Some syntactic and semantic notions

Hereafter we consider an arbitrarily fixed polyadic modal languageL.

2 In [28] we call these ‘polyadic Sahlqvist formulae’. Thechange of terminology, here and elsewhere, reflects: first, our effort to avoid the arising
ambiguity and confusion caused by the overuse of the term ’Sahlqvist formulae’; second, the shift of the focus in the study; and third, the (now
established) fact that inductive formulae essentially extend the polyadic Sahlqvist formulae as previously defined, e.g. in [2].

3 The minimal valuations of the variables in inductive formulae are defined inductively on the dependency ordering, whence the term.
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Definition 1. FormulasA andB fromL are:

• tautologically equivalent, if A ↔ B is a Boolean tautology.

• semantically equivalent, hereafter denotedA ≡ B, if A ↔ B is a valid formula.

• locally equivalent, if they are valid at the same states in the same general frames forLτ .

• locally frame-equivalent, if they are valid at the same states in the same Kripke frames forLτ .

• frame-equivalent, if they arevalid in the same Kripke frames forLτ .

• axiomatically equivalent, if the logicsKτ + A andKτ + B have the same theorems, equivalently, ifKτ+A � B
andKτ+B � A, whereKτ+A means theLτ -logic obtained by adding the axiomA to Kτ .

Hereafter, the term ‘equivalent formulae’ will mean ‘semantically equivalent formulae’, unless otherwise specified.
Positive and negative formulae are defined as usual: a formula is positive (resp. negative) if every occurrence of

a variable is in the scope of an even number of even (resp. odd) number of negations.

1.2. Sahlqvist formulae in classical polyadic languages

The following definitions are combined from [2] and [13].

Definition 2. Boxed atom is a formula�1 · · ·�n p where�1, . . . , �n is a (possibly empty) string of unary boxes and
p is a propositional variable.
Sahlqvist antecedent: a formula constructed from propositional constants, boxed atoms and negative formulae by
applying∨,∧, and diamonds of arbitrary arities.
Definite Sahlqvist antecedent: a Sahlqvist antecedent obtained without applying ∨ (i.e. constructed from
propositional constants, boxed atoms andnegative formulaeby applying only∧ and diamonds of arbitrary arities).
(Definite) Sahlqvist implication: A → B whereA is a (definite) Sahlqvist antecedent andB is a positive formula.
The Sahlqvist implication ismonadic if no polyadic modalities occur in it.

Definition 3. (Definite) Sahlqvist formula ((D)SF): a formula constructed from (definite) Sahlqvist implications by
freely applying unary boxes and conjunctions, and applying polyadic boxes and disjunctions to formulae sharing no
common variables. The Sahlqvist formula ismonadic if no polyadic modalities occur in it.
Basic Sahlqvist formula is a definite Sahlqvist formula obtained without applying conjunctions to Sahlqvist
implications.

This class of polyadic Sahlqvist formulae, so defined by de Rijke and Venema, will be denoted bydRV.
We note that every Sahlqvist implication is tautologically equivalent to a formula of the type¬A where A is a

Sahlqvist antecedent, and therefore every Sahlqvist formula is equivalent toa negated Sahlqvist antecedent, too.
Some examples:♦�p → �p, �((�(♦¬p ∨ ♦�¬q) ∧ ♦�p) → �♦�(p ∨ ♦�q)), and〈2〉(p, q) → [2](p, q),

where[2] is a binary box and〈2〉 is its dual diamond, are Sahlqvist formulae, while�♦p → p, �(p ∨ q) →
(p ∨ q), and [2](p, p) → 〈2〉(p, p)) are not. Even theK -axiom �(p → q) → (�p → �q), or its equivalent
�p ∧ �(¬p ∨ q) → �q are (syntactically) not Sahlqvist formulae.

The following easy observations will be used in the next section.

Proposition 4.

(1) Every Sahlqvist implication is equivalent to a conjunction of definite Sahlqvist implications.

(2) Every Sahlqvist formula from dRV is equivalent to a conjunction of basic Sahlqvist formulae.

Remark 5. [34] defines a similar class ofpolyadic Sahlqvist formulae, using also definable operators like♣(A, B) =
�(A, B) ∧ �(¬A, B) ∧ �(A,¬B) which is actually equivalent to�(A,⊥) ∧ �(⊥, B), so that classdoes not extend
dRV.
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2. Purely modal polyadic languages and logics

2.1. Purely modal polyadic languages: Syntax

Definition 6. A purely modal polyadic languageLτ contains a countably infinite set of propositional variablesVAR,
negation¬, and amodal similarity type τ consisting of a set ofbasic modal terms (modalities) with pre-assigned
finite arities, including a 0-ary modalityι0, aunary oneι1 and a binary oneι2.

The intuition behind thethree distinguished modalities above is simple:ι0 will be interpreted as the constant� and
its dual as⊥; ι1 will be the self-dual identity;ι2 will be ∨ and its dual —∧. Treating these connectives as modalities,
besides allowing for elegance and uniformity, will provide suitable technical framework for working with elementary
canonical formulae.

Definition 7. By simultaneous mutual induction we define the set ofmodal terms MT (τ ) and theirarity function
ρ, and the set of(purely) modal formulae M F(τ ) as follows:

(MT i) Every basic modal term is a modal term of the predefined arity.
(MT ii) Every formula containing no variables (hereafter called aconstant formula) is a 0-ary modal term.
(MT iii) If n > 0, α, β1, . . . , βn ∈ MT (τ ) andρ(α) = n, thenα(β1, . . . , βn) ∈ MT (τ ) andρ(α(β1, . . . , βn)) =

ρ(β1) + · · · + ρ(βn).

Modal terms of arity 0 will be calledmodal constants.

(MF i) Every propositional variable is a modal formula.
(MF ii) Every modal constant is a modal formula.
(MF iii) If A is a formula then¬A is a formula.
(MF iv) If A1, . . . , An are formulae,α is a modal term andρ(α) = n > 0, then[α](A1, . . . , An) is a modal

formula.

Definition 8. The modal termα in the modal formulaA = [α](A1, . . . , An) is calledthe leading term of A.

Note that constant formulae and 0-ary terms are regarded as both modal terms and formulae. This ambiguity of the
syntax should not cause confusion if properly handled, and we have put up with it for the sake of technical simplicity
and convenience.

For technical purposes we extend the series ofιs with n-ary modalities ιn: inductively as follows:ιn+1 = ι2(ι1, ιn)

for n > 1. Furthermore, again for technical convenience, we can assume that the language containstransposers:
operatorsθi j which swap thei -th and j -th argument of a modal term, i.e.[θi j (α)](A1, . . . , Ai , . . . , A j , . . . , An) =
[α](A1, . . . , A j , . . . , Ai , . . . , An). We will not treat these transposers formally, but assuming them in the language
will allow us not to be concerned with the specificordering of the arguments in a modal formula.
Somenotation on formulae:

〈α〉(A1, . . . , An) := ¬[α](¬A1, . . . ,¬An);
� := ι0,⊥ := ¬ι0;

A ∨ B := [ι2](A, B), A ∧ B := 〈ι2〉(A, B), and respectively

A1 ∨ · · · ∨ An := [ιn](A1, . . . , An), A1 ∧ · · · ∧ An := 〈ιn〉(A1, . . . , An);
A → B := ¬A ∨ B; A ↔ B := (A → B) ∧ (B → A).

Positive and negative occurrences of variables andpositive and negative formulae are defined as usual.
One effect of the mutual definition of modal terms and formulae is that it allows construction ofparametrized

modal terms, to be formally introduced later. For instance, ifα is a unary term andβ is a binary one,
then γ = β(¬[β]([α](⊥),�), ι1) is a unary modal term, and the formula[γ ]p can be essentially identified
with [β](¬[β]([α](⊥),�), p). The same transformation will be allowed further to non-constant arguments, too,
where under certain conditions, some variables can betreated as parameters and imported into the modal
terms.
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2.2. Purely modal polyadic languages: Semantics

The semantics of purely modal languages is a straightforward combination of the standard Kripke semantics for
polyadic modal languages and the semantics of PDL-type polymodal languages, after taking into account the fact that
conjunctions and disjunctions are now treated as modalities.

Let us fix an arbitrary purely modal languageLτ .

Definition 9. A (Kripke) τ -frame is a structureF = 〈
W, {Rα}α∈MT (τ )

〉
where therelationsRα are defined recursively

by:

• Rι0 = W, Rι1 = {(w,w)|w ∈ W }, Rι2 = {(w,w,w)|w ∈ W }.
• for every basic modal termα, Rα ⊆ Wρ(α)+1.
• Rα(β1,...,βn) = {(w,w11, . . . , w1b1, . . . , wn1, . . . , wnbn ) ∈ W b1+···+bn+1|

∃u1 . . . ∃un(Rαwu1 . . . un ∧ ∧n
i=1 Rβi uiwi1 . . . wibi )},

whereρ(βi ) = bi , i = 1, . . . , n.

Note thatRιn = {(w, . . . , w) ∈ W n+1|w ∈ W } and thatRα ⊆ Wρ(α)+1 for every modal termα.

Definition 10. Given aτ -frame F = 〈
W, {Rα}α∈MT (τ )

〉
, a (Kripke) τ -model over F is a pairM = 〈F, V 〉 where

V : VAR → P(W ) is avaluation of the propositional variables inF .

Definition 11. Thetruth definition of a formulaat a statew of a Kripke modelM is defined through the following
clauses:

• M, w |� p iff w ∈ V (p),
• M, w |� ¬A iff not M, w |� A,
• M, w |� [α](A1, . . . , An) iff for all u1, . . . , un ∈ W such that Rαwu1 . . . un, M, ui |� Ai holds for some

i ∈ {1, . . . , n}.
In particular,M, w |� α iff Rαw, for any modal constantα.
A formula A is valid in M, denotedM |� A, if M, w |� A for everyw ∈ W .

Definition 12. Given a formulaA ∈ M F(τ ), aτ -frameF = 〈
W, {Rα}α∈MT (τ )

〉
andw ∈ W :

• A is valid at w in F , denotedF, w |� A, if M, w |� A for every modelM over F;
• A is valid in F , denotedF |� A, if F, w |� A for everyw ∈ W , iff M |� A for every modelM over F;
• A is valid, denoted|� A, if it is valid in everyτ -frame.

The following equivalence, hereafter called (COMP), follows immediately from the definitions:

[α(β1, . . . , βn)](A11, . . . , A1n1, . . . , Am1, . . . , Amnm )

is equivalent to

[α]([β1](A11, . . . , A1n1), . . . , [βn](Am1, . . . , Amnm )).

Wenote that the basic normal modal logic for the polyadic modal languageLτ is axiomatized as the normal modal
logic of a standard polyadic modal language, by adding an axiom scheme corresponding to (COMP). For more detail,
see [27].

Hereafter, whenW is fixed, the complement inW of a subsetX ⊆ W will be denoted by−X .

Definition 13. Given aτ -frame F = 〈
W, {Rα}α∈MT (τ )

〉
, everyn-ary modal termβ ∈ MT (τ ) defines twon-ary

operators, 〈β〉 and[β], onP(W ) as follows:

[β](X1, . . . , Xn) = {x ∈ W |Rβ xx1 . . . xn impliesx1 ∈ X1 or . . . or xn ∈ Xn},
and dually,

〈β〉(X1, . . . , Xn) = −[β](−X1, . . . ,−Xn),
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i.e.

〈β〉(X1, . . . , Xn) = {x ∈ W |Rβ xx1 . . . xn for somex1 ∈ X1, . . . , xn ∈ Xn},
In particular,〈β〉 = Rβ for every 0-ary termβ.

Note that the operators〈β〉 and[β] are monotonic on each of their arguments. Besides, all〈β〉s arenormal and
additive in the sense of [31], and therefore every structure

〈P(W ),∩,−, ∅, {〈α〉}α∈MT (τ )

〉
is a (complete and atomic)

set-theoreticBoolean algebra with operators (BAO), also satisfying (COMP), and called here(polyadic) modal τ -
algebra. In [31] (see also [2]) Boolean algebras with operators are defined as abstract structures and a representation
theorem for them, extending the Stone representation, has been established. That representation theorem readily
extends to the class of polyadic modalτ -algebras which isa variety for any modal similarity typeτ .

Sometimes, for convenience, we will regard the dual operators{[α]}α∈MT (τ ) as the basic ones instead.
Wecan now give an alternative definition of truth of a formula at a state of a model

〈
W, {Rα}α∈MT (τ ), V

〉
, by way of

extending (in the unique possible way) the valuationV : VAR → P(W ) to ahomomorphismV : M F(τ ) → P(W ) of
M F(τ ), regarded as a freely generated algebra overVAR, to

〈P(W ),∩,−, ∅, {〈α〉}α∈MT (τ )

〉
. Then thetruth definition

for all formulae is uniform:

M, w |� A iff w ∈ V (A).

The equivalence of both definitions is a straightforward exercise and can be found for Boolean algebras with operators
e.g. in [2]. The latter definition will be used in further sections, where we will regard formulae as set-theoretic
operators.

Definition 14. A general frame for Lτ (general τ -frame) is a structure
〈
W, {Rα}α∈MT (τ ), W

〉
extending aτ -frame

with a Booleanalgebra ofadmissible subsets of P(W ), closed under the operators corresponding to the basic modal
terms, and therefore under all operators[β] (and〈β〉).

Thus,W is a subalgebra of
〈P(W ),∩,−, ∅, {〈α〉}α∈MT (τ )

〉
.

Definition 15. Given a generalτ -frameF = 〈
W, {Rα}α∈MT (τ ), W

〉
, a model over F is any model over the Kripke

τ -frame
〈
W, {Rα}α∈MT (τ )

〉
with valuation of the variables ranging overW.

Definition 16. Given a formulaA ∈ Lτ , a generalτ -frameF, andw ∈ W , we saythat A is (locally) valid at w in F,
denotedF, w |� A, if A is true atw in every model overF; A is valid in F, denotedF |� A, if A is valid inF at every
w ∈ W , i.e. A is valid in every model overF.

Proposition 17. (See [2]) Local validity in a general τ -frame is preserved under Modus Ponens and uniform
substitutions. Validity in a general τ -frame is preserved under Modus Ponens, Necessitation, and uniform
substitutions.

Generalτ -frames and modalτ -algebras are equivalent as semantic structures. For more details on the links and
duality between these see [24] or [2]. Hereafter we will deal primarily with general frames.

Kripke τ -frames can be regarded as first-order structures. The associated first-order language with equality and a
family of predicates{Rα}α∈T M(τ ), with arities matching those of the respective relations inτ -frames, will be denoted
byLFO

τ . Hereafter we will use the same symbol,Rα , for the predicate Rα in LFO
τ and for the relation which interprets

it in a givenτ -frame. This abuse of notation should not lead to any essential confusion, but will allow us to make
smooth transition between syntax and semantics,without being excessively formal.

Definition 18. Given amodal formulaA ∈ M F(τ ), a formulaϕ(x) of LFO
τ is a local first-order equivalent of A if

for everyτ -frameF = 〈
W, {Rα}α∈MT (τ )

〉
andw ∈ W ,

F, w |� A iff F � ϕ(w/x),

whereF � ϕ(w/x) denotes the first-order truth ofϕ(x) in F under the assignment ofw to the variablex .
The formulaA is locally first-order definable if it has a local first-order equivalent.

Thestandard translation ST generalizes the one for monadic languages with the clauses:
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• ST (σ ) = Rσ (x) for every modal constantσ ;
• ST ([α](A1, . . . , An) = ∀ y(Rαxy1 . . . yn → ∨n

i=1 ST (Ai )(yi/x)).

Again, note that the propositional logical connectives∧,∨,→, as defined above, have their standard semantic
interpretation. Therefore, the purely modal polyadic languages are equally expressive as the traditional ones.

3. Regular and inductive formulae in purely modal polyadic languages

An arbitrary purely modal polyadic languageLτ is fixed hereafter.

3.1. Regular polyadic formulae

Definition 19. An essentially box-formula is aLτ -formula of one of the following two types:

• B = [β](N1, . . . , Nm ) whereβ is anm-ary modal term, form ≥ 1, andN1, . . . , Nm are negative formulae. A
formula of this type will be called aheadless box.

• B = [β](p, N1, . . . , Nm ) whereβ is an (m +1)-ary modal term, forn ≥ 0, andN1, . . . , Nn are negative formulae.
A formula of this type will be called aheaded box, and the variable p is called thehead of the formula. The
head need not be the first argument of a headed box, but to simplify the notation we will usually put it in the first
position.

All variables in an essentially box-formula, except for the head of the formula, (if any) are calledinessential
variables in that formula.

In particular, every formula[β]p (including p ≡ [ι1]p) is a headed box, while every negative formula is a
headless box. An example of a headless box, where1 and 2 are respectively unary and binary modal terms, is
[2]([1]〈1〉¬p,¬[2](p, q)), while the formula[2]([1]p,¬[2](p, 〈1〉q)) is not an essentially box-formula, but it is
equivalent to the headed box[2(1, ι1)](p,¬[2](p, 〈1〉q)).

Note the close analogy between essentially box-formulae and Horn clauses in first-order logic.

Definition 20. A regular (polyadic) formula is any modal constantσ , or a formula A = [α](¬B1, . . . ,¬Bn) where
α is ann-ary modal term andB1, . . . , Bn are essentially box-formulae, called thethe main components of A.

The class of regular formulae will be denoted byRF.

Examples of regular formulae:〈2〉([1]ι0,¬[1]ι0), [1]¬p, [1(1)]¬p, [1]¬¬POS, [2](¬p,¬¬POS), [2](¬[1]p,

¬¬POS), wherePOS is any positive formula. Simple non-examples are¬[1]p and¬[1]¬p, but they are respectively
equivalent to the regular formulae[ι1]¬[1]p and [ι1]¬[ι1]¬¬[1]¬p (note that[ι1]¬¬[1]¬p is a headless box). A
more essential non-example is the formula[ι2](¬[1]〈1〉p, 〈1〉[1]p) which is apurely modal version of McKinsey’s
formula[1]〈1〉p → 〈1〉[1]p.4

Definition 21. An occurrence of a variable in a regular formulaA is essential in A if it is a head of a main component
of the formula, otherwise it isinessential in A. A variablein a regular formulaA is essential in A if it has at least one
essential occurrence in it, otherwise it isinessential in A.

A regular formulaA = [α](¬B1, . . . ,¬Bn) is lean if every variable occurring in it is essential inA.

For example, the variablesp andr are essential in[2](¬p,¬[2](r,¬〈1〉q)), while q is inessential there.

Definition 22. A set ofessentially box-formulae is:independent if no head of a formula from the set occurs as an
inessential variable in any headed box from the set;separated if all headed boxes in the set have different heads;
strongly independent if it is independent and separated.

A headed boxB = [β](p, N1, . . . , Nm ) such that none ofN1, . . . , Nm contains the headp (i.e.{B} is independent)
is anessentially positive box of the variable p.

4 This formula cannot be written as a regular formula even up to semantic equivalence, but the proof of that claim goes beyond the scope of this
paper.
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For instance:

• the set{[2](¬[1]p, q), [2](q, [2](¬〈1〉p,¬r)), [1][1]¬q} is independent but not strongly independent;
• the sets{[2](¬[1]q, q)} and{[2](¬[1]p, q), [2](p, [2](¬〈1〉r,¬r))} are not independent but separated;
• the set{[2](¬[1]p, q1), [2](q2, [2](¬〈1〉p,¬r)), [1][1]¬q1} is strongly independent;
• the formula[2](q, [2](¬〈1〉p,¬r)) is an essentially positive box of the variableq, and so is every boxed atom ofq.

Definition 23. A regular formulaA = [α](¬B1, . . . ,¬Bn) such that the set of essentially box-formulae{B1, . . . , Bn}
is independent is asimple regular formula. In particular, every headed box from{B1, . . . , Bn} is an essentially
positive box of its head.

The class of simple regular formulae will be denoted bySRF.

For instance, the formula[3](¬[2](¬[1]p, q),¬[2](q, [2](¬〈1〉p,¬r)),¬[1][1]¬q) is a simple regular formula.
We could also close the class of simple regular formulas under conjunctions, but for technical reasons we prefer to

keep it as is.
A lean simple regular formula has the formA = [α](¬H1, . . . ,¬Hn, P1, . . . , Pk) where H1, . . . , Hn

are headed boxes, each containing only its head as a variable, andP1, . . . , Pk are positive formulae. After
composing constant arguments with the leading modal terms of the headed boxes, it turns intoA =
[α](¬[β1]p1, . . . ,¬[βn]pn, P1, . . . , Pk). We will show further that, up to frame equivalence, the variables can be
assumed different. The following definition considers the particular case when allβ1, . . . , βn are justι1.

Definition 24. A lean simple regular formulaA in which all headed boxes are just (different) variables will be called
aprimitive regular formula.

The primitive regular formulae generalize the “very simple” Sahlqvist formulae in [2].

3.2. Simple regular formulae subsume all polyadic Sahlqvist formulae

Lemma 25. Every definite Sahlqvist antecedent A is equivalent to a negation of a simple regular formula in which all
headed boxes are boxed atoms.

Proof. Induction onA:

• The cases ofA constant, boxed atom or a negative formula are trivial (note that every constant formula is equivalent
to a negation of a positive formula);

• A = A1 ∧ A2, where A1 ≡ ¬B1 and A2 ≡ ¬B2 for some simple regular formulasB1 and B2. Then
A ≡ ¬[ι2](B1, B2). After composing the leading terms ofB1 and B2 with ι2, this becomes a simple regular
formula, since all headed boxes in it are boxed atoms, hence still form an independent set.

• A = 〈α〉(A1, . . . , An). ThenA ≡ ¬[α](¬A1, . . . ,¬An) where each¬A1 is equivalent to a simple regular formula
in which all headed boxes are boxed atoms, hence so is[α](¬A1, . . . ,¬An). �

Proposition 26. Every definite SF from dRV is equivalent to a simple regular formula, and hence every SF from dRV
is equivalent to a conjunction of simple regular formulas.

Proof. FromProposition 4andLemma 25. Note that if A → C is a SF andA ≡ ¬B for some simple regular formula
B then A → C ≡ [ι2](B, C) is a simple regular formula, and also that applying disjunctions and polyadic boxes to
SFs not sharing variables preserves the independence of the essential variables.�

Actually, SRF properly extendsdRV. A simple example is

[2](¬[2](⊥, p), 〈2〉(p,�)),

where2 is a binary modality. It defines the frame condition∀xyz(R2xyz → ∃uvw(R2yuv ∧ R2zvw)).
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3.3. A simple syntactic extension of the classical monadic Sahlqvist formulae

The class of monadic Sahlqvist formulae can be simply extended if the notion of abox is generalized by allowing,
besides composition of box-modalitiesfrom the language, alsotests (in PDL-style).

Definition 27. Let L be a monadic (multi-)modal language and # be a symbol not belonging toL. Then abox-form
of # inL is defined recursively as follows:

• # is abox-form of #;
• If B(#) is abox-form of # and� is a box-modality inL then�B(#) is abox-form of #;
• If B(#) is abox-form of # andA is a positive formula inL thenA → B(#) is abox-form of #.

Thus, box-forms of # are, up to tautological equivalence, of the type

�1(A1 → �2(A2 → · · · �n(An → #) · · ·),
where�1, . . . , �n are (compositions of) box-modalities inL, andA1, . . . , An are positive formulae inL.

Definition 28. Given a monadic (multi-)modal languageL and a variablep in L, a box-formula of p is the result
B(p) of substitution ofp for # in any box-formB(#) in L.

Note that every box-formula�1(A1 → �2(A2 → · · · �n(An → p) · · ·) is equivalent to�1(¬A1 ∨ �2(¬A2 ∨
. . .�n(¬An ∨ p) · · ·) which can be represented as a headed box[α](¬A1,¬A2, . . . ,¬An, p) with a headp and all
other variables inessential there.

Definition 29. Simply generalized monadic Sahlqvist formulae are defined by replacing in the definition of
classical monadic modal Sahlqvist formulae ‘boxed atoms’ by ‘ box-formulae’, and further requiring that the set of
all these box-formulae occurring in the construction of the formula, is independent.

For instance,♦(�(�♦q → ��p1) ∧ ��(♦�q → �(♦q → p2))) → ♦(p1 ∧ �(♦p2 ∨ q)) is not a Sahlqvist
formula, but a simply generalized one.

The proof ofLemma 25andProposition 26can now be modified accordingly to obtain:

Proposition 30. Every simply generalized monadic Sahlqvist formula is equivalent to a conjunction of simple regular
formulas.

It should be noted that this extension of monadic Sahlqvist formulae is only syntactic, because all inessential
variables in thebox-formulae have only positive occurrences in the simply generalized Sahlqvist formula, and hence
can be eliminated by replacement with⊥, thus producing an ordinary Sahlqvist formula.

3.4. Inductive polyadic formulae

Let A = [α](¬H1, . . . ,¬Hn, P1, . . . , Pk) be a regular formula, whereH1, . . . , Hn are headed boxes with (not
necessarily different)heads respectivelyp1, . . . , pn, and P1, . . . , Pk are positive formulae (hence, equivalent to
negated headless boxes). In general, such formula need not have the virtues of a Sahlqvist formula. For instance,
de Rijke has shown in [11] that [ι2](¬[2]([2](p, p), p), 〈2〉(〈2〉(p, p), p)) is not FO definable. An even simpler
example is[ι2](¬[2](p, p), 〈2〉(p, p)) which defines the non-elementary frame condition “For every x the binary
relation Rx on the remaining two variables y and z has an unoriented cycle of odd length.”

Definition 31. Given a regular formulaA = [α](¬H1, . . . ,¬Hn, P1, . . . , Pk), thedependency digraph of A is a
digraphG = 〈VA, EA〉 whereVA = {p1, . . . , pn} is the set of heads inA, andpi EA p j iff pi occurs as an inessential
variablein a formula from{H1, . . . , Hn} with a headp j . A digraph is calledacyclic if it doesnot contain oriented
cycles.

Definition 32. An inductive (polyadic) formula is any regular formulaA with an acyclic dependency digraph.
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In particular, in any inductive formula[α](¬H1, . . . ,¬Hn, P1, . . . , Pk) all headed boxesH1, . . . , Hn are
essentially positive boxes of their respective heads.

The class of inductive formulae will be denoted byI. Note that the particular case when there are no arcs in the
dependency digraph corresponds to the classSRF, so every simple regular formula is inductive.

Example 33. The formula[3](¬[1]p,¬[2](¬p, q), 〈1〉[1]q) is an inductive formula but not a simple regular formula.

The classI can be further closed under conjunctions, and then it extends essentially the original class of monadic
Sahlqvist formulae. On a syntactic level, thiscan be easily seen from the following example.

Definition 34. Generalized monadic Sahlqvist formulae are defined by replacing in the definition of classical
monadic Sahlqvist formulae ‘boxed atoms’ by ‘ boxed formulae’, and further requiring that the set of all such boxed
formulae occurring in the antecedent has an acyclic dependency digraph.

Generalized monadic Sahlqvist formulae are essentially the restriction ofI to the monadic (multi)-modal language.

Example 35.

(1) The formula

D1 = p ∧ �(♦p → �q) → ♦�q

is not a Sahlqvist formula, nor it is tautologically reducible to one. Furthermore, its localFO correspondent:

FO(D1) = ∃y(Rxy ∧ ∀z(Ryz → ∃u(Rxu ∧ Rux ∧ Ruz)))

is not (syntactically) a Kracht formula (see [33] and [2], Sect. 3.7). On the other hand, written in a purely modal
polyadic language,D1 becomes a generalized monadic Sahlqvist formula, but not a simply generalized one:

D1 = [ι3](¬p,¬[α(ι2(α, α))](¬p, q), 〈α〉[α]q),

whereα is the modal term corresponding to�. However, it isnot difficult to check thatthis formula is frame
equivalent (and hence axiomaticallyequivalent) to the Sahlqvist formulap → ♦(♦p ∨ �⊥).

(2) The formula

D2 = p ∧ �(♦p → �q) → ♦��q

written in a purely modal polyadic language, is again a generalizedmonadic Sahlqvist formula:

D2 = [ι3](¬p,¬[α(ι2(α, α))](¬p, q), 〈α〉[α][α]q).

Its localFO correspondent:

FO(D2) = ∃y(Rxy ∧ ∀z(R2yz → ∃u(Rxu ∧ Rux ∧ Ruz)))

is not a Kracht formula either, and moreover, as we will prove inSection 7, D2 is not frame equivalent to any
Sahlqvist formula in the basic modal language. Still, this formula is frame equivalent toa Sahlqvist formula in the
basictemporal language:

Dt
2 = p → FGG P(Fp ∧ Pp).

Further we will prove that every inductive formula is locally first-order definable and canonical, thereby extending
the Sahlqvist theorem in allpreviously proved versions.

3.5. Equivalences, pre-processing, and reducibility to inductive formulae

The syntactic definition of the class of inductive formulae, just like that of the Sahlqvist formulae, is rather rigid
and sensitive to even very innocuous (e.g. tautological) transformations. For instance, the classI misses some quite
simple cases of locally first-order definable and canonical formulae, e.g. all those of the type[α](p → q) ∧ [β](q →
p) → POS(p, q) whereα, β are arbitrary unary modal terms andPOS(p, q) is any positive formula ofp andq. While
the dependency graph of such a formula contains a cycle{p, q}, the formula is easily seen to belocally equivalent to
the constant formulaPOS(⊥,⊥).
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It is natural, therefore, to attempt extending that class by closing under a suitable equivalence which preserves
the important semantic properties of the formulae fromI, while breaking their syntactic shape. For instance, such is
the tautological equivalence, which for a purely modal languageLτ should be understood as follows: the formulae
fromLτ are translated to the traditional polyadic language, i.e. all disjunctions and conjunctions are treated as logical
connectives rather than boxes or diamonds, and then tautological equivalence is defined as usual. Moreover, it is
decidable whether a modal formula is semantically equivalent to an inductive formula, and therefore the closure ofI
under semantic equivalence produces an even larger decidable class of elementary canonical formulae.

On the other hand, the undecidability ofaxiomatic equivalence to an inductive formula follows by an easy
adaptation of a similar result of Chagrov and Zakharyaschev (see [5]) for Sahlqvist formulae. Therefore, the largest
decidable extensions by equivalence ofI lie between semantic and axiomatic equivalences. This issue is explored in
more detail in [ 9] and [10].

Another, related approach to effective extension of the classI is by way of asyntacticpre-processing, i.e. systematic
syntactic transformations of modal formulae to locally equivalent inductive formulae. For instance in [42] a large class
of so called complex Sahlqvist formulae is introduced and shown to be effectively reducible to inductive formulae by
way of non-trivial substitutions, preserving the formula up to local equivalence.

The question of syntactic reducibility to inductive formulae is studied in more detail in [9]. Since this issue is
relatively unrelated to the rest of this paper, it will not be discussed here.

By further pre-processing, an inductive formula can, for instance, be made lean by eliminating all inessential
variables. Since these only occur positivelyin the formula, they can be all replaced by⊥ and that substitution would
preserve the formula up to local equivalence.

Also, the set of essentially positive boxes in an inductive formula can be made separated by means of successive
splittings of a common head of two essentially positive boxes into two different variables, illustrated by the following
example:[α](¬[β1]p,¬[β2]p, P(p, q)) is locally equivalent to[α](¬[β1]p1,¬[β2]p2, P(p1∨ p2, q)), wherep1, p2
are new variables. Thus we obtain the following.

Proposition 36. Any inductive formula can be converted into a locally equivalent one in the following standardform:

A = [α](¬H1, . . . ,¬Hn, P1, . . . , Pk),

where {H1, . . . , Hn} is a separated set of essentially positive boxes and P1, . . . , Pk are positive formulae.

Furthermore, if the inductive formula is simple regular, after elimination of the inessential variables every headed
box H in it becomes aunary box over its head, so it can be eventually converted into the following standard form:

[α](¬[β1]q1, . . . ,¬[βn]qn, P1, . . . Pk)

whereβ1, . . . , βn are unary modal terms,q1, . . . , qn are different propositional variables, andP1, . . . , Pk are positive
formulae. Each ofn andk above can be 0, and that standard form may become a constant formula. Note that all
primitive regular formulae are in standard form.

Unlike simple regular formulas, not all essentially positive boxes in an inductive formula can be made unary boxes.
Still, as we will realize later, these essentially positive boxes can be regarded asparametrized unary boxes.

We note that this pre-processing does not affect the (a)cyclicity of the dependency graph of the formula. Hereafter,
whenever suitable, we can assume that any inductive formula has been pre-processed to one in a standard form.

Finally, we note that another algorithmic approach has been proposed in [7] where analgorithm, called SQEMA,
has been developed, to identify elementary canonical formulae by systematic transformation to so called ‘pure
formulae’ (seeSection 10) in suitably extended languages, from which the local first-order equivalent can be readily
obtained.

4. Local definability of inductive and regular formulae

In this section we prove the first-order definability part of Sahlqvist’s theorem, extended to the class of inductive
formulae by adapting and generalizing the method ofminimal valuations of Sahlqvist–van Benthem (see [46,2]).

We then showthat all regular formulaehave equivalents in the extension of first-order logic with least fixed points
FO(LFP).
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4.1. Local first-order definability of inductive formulae

Theorem 37. Every inductive formula is locally first-order definable. Moreover, its local first-order equivalent can be
computed effectively.

Proof. Let A = [α](¬H1, . . . ,¬Hn, C1, . . . , Ck) be a pre-processed inductive formula, where{H1, . . . , Hn} is a
separated set of essentially positive boxes andC1, . . . , Ck are positive formulae. Letq = q1, . . . , qn be the variables
occurring in A, Q = Q1, . . . , Qn be the respective unary predicate variables, andy = y1, . . . , yn+k be a string of
fresh different individual variables. ByST(A) we denote the second-order closure ofST(A), which corresponds to
validity at a point in a frame. Then

ST(A)

= ∀ Q∀ y

(
Rαxy1 . . . yn+k →

(
n∨

i=1

¬ST(Hi)(yi/x) ∨
k∨

i=1

ST(Ci )(yn+i )

))

≡ ∀ Q∀ y

(
Rαxy1 . . . yn+k ∧

n∧
i=1

ST(Hi)(yi/x) → POS(yn+1, . . . , yn+k)

)

for some positive first-order formulaPOS.
First, let us consider the particular case whenA is a simple regular formula, so all essentially positive boxes are

unary boxes:H j = [β j ](q j ) for some modal termβ j and essential variableq j . Then

ST(H j )(y j/x) ≡ ∀z j
(
Rβ j y j z j → Q j (z j )

)
.

Note that, in anyτ -frameF = 〈
W, {Rα}α∈MT (τ )

〉
, once the variabley j is assigned a valueu there, the formula

above says that the setRβ j (y j ) of Rβ j -successors ofu in F is included in the interpretation ofQ j in F; in other words,
Rβ j (y j ) is theminimal interpretation of Q j that satisfies that formula inF for the given value ofy j . With this in mind,
we define the socalledminimal valuation Vm of the propositional variableq j uniformly in any givenτ -frameF as
follows:

Vm(q j ) = Rβ j (y j ).

With a slight (but harmless and justified) abuse of notation, in what follows we will treatVm(q j ) as a unary predicate
in the first-order language forτ -frames, and allow ourselves the liberty to substitute it forQ j in the formulaST(A).
Furthermore, we will useVm(q) as an abbreviation for the tupleVm(q1), . . . , Vm(qn).

It is now easy to see that for anyτ -frameF andw ∈ F:

F, w |� ∀ QST(A) iff F, w |� ST(A)(Vm(q)/Q),

hence

F, w |� A iff F, Vm, w |� A.

Indeed,ST(A) = ∀ y ∀ Q(ANT(Q) → POS(Q)) where Q is the string of predicates corresponding to all
essential variables andANT(Q) = Rαxy1 . . . yn+k ∧∧n

i=1 ST(Hi)(yi/x). Now, note again that, once the parameters
x, y1, . . . , yn+k are fixed so thatRαxy1 . . . yn+k holds, the valuationVm is the minimal one (in set-theoretic sense)
which makes eachHi , andhenceANT(Q), true.Therefore ifF, Vm, w |� A, wherew is the assigned value forx ,
thenPOS(Vm(q)) must be true in order forST(A) to hold atw. Now, take anyvaluation V . If it falsifies anyHi , then
ANT is rendered false, so the whole formula is true. Otherwise,Vm(q) ⊆ V (q) for every essential variableq. Then,
by monotonicity of positive formulae,POS(Vm(q)) → POS(V (q)) is valid, hencePOS(V (q)) is true, so the formula
turns out true again.

Thus,A defines the following local first-order condition on frames, equivalent toST(A)(Vm(q)/Q)(w/x) :

FO(A, x) = ∀ y
(

Rαxy1 . . . yn+k → POS(Vm(q)/Q)
)
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suchthat

F, w |� A iff F � FO(A, x)(w/x),

where� denotes first-order truth.
Now, the proof for the general case of an inductive formulaA essentially repeats in several steps the one above.

The key concern again is to define the right minimal valuation. LetG A be the dependency digraph ofA. First, note
that sinceG A does not contain cycles, it defines astrict partial ordering ≺ between the vertices:qi ≺ q j iff there is
an arc path leading fromqi to q j . Consider any linear extension of that partial ordering:q1 ≺ · · · ≺ qn. Following
that ordering, a minimal valuation can be defined on the set of essential variables inductively as follows.

Suppose all≺-predecessors (if any) of an essential variableq have already been assigned values. Let the string of
these predecessors beqq and let the string of second-order variables corresponding to them beQq .

Take any essentially positive boxH j with a headq j :

H j = [β j ](q j ,¬Pj1(q1, . . . , q j−1), . . . ,¬Pjn j (q1, . . . , q j−1))

wherePj1, . . . , Pjn j are positive, forj = 1, . . . n.
Then:

ST(H j)(y j/x) ≡ ∀z j ∀ u j

(
Rβ j y j z j u j1 . . . u jn j ∧

n j∧
i=1

ST(Pji )(u j i/x) → Q j (z j )

)
.

Note that all predicate variablesQk occurring in anyST(Pji )(u j i/x) above correspond to predecessors ofq j , so
theyare amongstQq j

and hence they have already been assigned their minimal values.
Then we put

Vm(q j ) =
{

z

∣∣∣∣∣∃u j (Rβ j y j zu j1 . . . u jn j ∧
n j∧

i=1

ST(Pji )(Vm(q
j
)/Qq j

)(u j i)))

}
.

In particular, ifqq j
is empty, i.e.q j is ≺-minimal, thenVm(q j ) is defined as before.

Now, an inductive argument on≺ proves thatVm has indeed the properties of the minimal valuation needed to
provefirst-order definability ofA as in the case of a simple regular formula.�

Example 38. Let us compute the local first-order equivalent for the inductive formula fromExample 33:

D3 = [3](¬[1]p,¬[2](¬p, q), 〈1〉[1]q).

Sincep ≺ q, we first computeVm(p) = R1(y1).
ThenVm(q) = {z|∃s(R2y2sz ∧ R1y1s). Thus,FO(B)(x) = ∀y1y2y3(R3xy1y2y3 → ∃v(R1 y3v ∧ ∀w(R1vw →

∃s(R2 y2sw ∧ R1 y1s)))).

Remark 39. Note that in the latter example above, onceVm(p) is determined, then[2](¬p, q) can be regarded as
a unary box[α1(Vm(p))](q) whereα1(Vm(p)) is a unary parametrized modal term, the relation of which can be
accordingly computed:Rα1xy iff ∃s(R2xsy ∧ Vm(p)(s)). This trick will be essential in the proof of canonicity of
inductive formulas.

4.2. Definability of regular formulae in FOL with least fixed points

Here we extend the definability result forI to the class of all regular formulae, by further extending the minimal
valuations technique. The minimal valuations now are recursively defined and eventually expressed in a first-order
logic with least fixedpointsFOµ. For background onFOµ see e.g. [15] or [1].

Proposition 40. Every regular formula has a local correspondent in the first-order logic extended with fixed point
operators FOµ.
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Proof. Let A = [α](¬H1, . . . ,¬Hn, C1, . . . , Ck) be a regular formula, where{H1, . . . , Hn} is a set of essentially
positive boxes andC1, . . . , Ck are negations of headless essentially box-formulae, i.e. positive formulae. The only
guaranteed effect of pre-processing here is that all inessential variables can be eliminated, i.e. we can assume thatA
is lean.

We will begin as in the procedure for computing the first-order equivalent of an inductive formula. Letq =
q1, . . . , qn be the essential variables occurring inA (not necessarily different),Q = Q1, . . . , Qn be the respective
unary predicate variables, andy = y1, . . . , yn+k be a string of fresh different individual variables. ByST(A) we
denote the universal second-order closure ofST(A), which corresponds to validity at a point in a frame. Then

ST(A)

= ∀ Q∀ y

(
Rαxy1 . . . yn+k →

(
n∨

i=1

¬ST(Hi)(yi/x) ∨
k∨

i=1

ST(Ci )(yn+i )

))

≡ ∀ Q∀ y

((
Rαxy1 . . . yn+k ∧

n∧
i=1

ST(Hi)(yi/x)

)
→ POS(yn+1, . . . , yn+k)

)

for some positive formulaPOS.
Now, instead of computing the minimal valuations ofq1, . . . , qn step by step explicitly, as in the case of inductive

formulas, we write for them a system ofrecursive equations of the type:


Φ1(Q1, . . . , Qn) ⊆ Q1,

. . .

Φn(Q1, . . . , Qn) ⊆ Qn,

where Φ1, . . . ,Φn are monotonic operators, uniformly composed from the headed essentially box-formulae as
follows. Let

H j = [β j ](q j ,¬Pj1(q1, . . . , qn), . . . ,¬Pjn j (q1, . . . , qn))

wherePj1, . . . , Pjn j are positive, forj = 1, . . . , n. Then:

ST(H j )(y j/x) ≡ ∀z j

(
∃u j

(
Rβ j y j z j u j1 . . . u jn j ∧

n j∧
i=1

ST(Pji )(u j i/x)

)
→ Q j (z j )

)

and we define

Φ j (Q1, . . . , Qn) =
{

z j | ∃u j

(
Rβ j y j z j u j1 . . . u jn j ∧

n j∧
i=1

ST(Pji )(u j i/x)

)}
.

Note thatΦ j is monotonic in eachQ1, . . . , Qn since allPjis arepositive.
The recursive system above has a least pre-fixed point solution (see [1]) which is also a least fixedpoint:

Vm(q1) = µQ1.Φ1(Q1, . . . , Qn), . . . , Vm(qn) = µQn .Φn(Q1, . . . , Qn).

Now, the localequivalent inFOµ of A is (as before):

FOµ(A, x) = ∀ y
(

Rαxy1 . . . yn+k → POS(Vm(q)/Q)
)

. �

We will illustrate the procedure described above with two well-known examples of non-elementary formulae.

Example 41. Gödel-Löb formula:GL = [1]([1]q → q) → [1]q.

(1) Pre processing into regular formula:

¬[1](¬[1]q ∨ q) ∨ [1]q ≡ [ι2](¬[α](¬[1]q, q), [1]q)

whereα = 1 ◦ ι2, resp.x Rα yz iff x R1y ∧ y = z.



V. Goranko, D. Vakarelov / Annals of Pure and Applied Logic 141 (2006) 180–217 195

(2) Composing the recursive equation(s) for the minimal valuationVm(q) for q. The only condition for Q is:
∀y∀z(x Rα yz ∧ R(y) ⊆ Q → Q(z)), i.e.∀y(x R1y ∧ R1(y) ⊆ Q → Q(y)).

This can be written as

Φ(Q) ⊆ Q,

where

Φ(Q) = {y | x R1y ∧ R1(y) ⊆ Q} .

Note thatΦ is a monotonic operator, depending on the parameterx . SinceVm(q) is to be theminimal valuation
satisfying the equation above, it must be theleast (pre-)fixed point ofΦ. Thus,Vm(q) = µQ.Φ(Q).

(3) ComputingµX.Φ(X) :
Φ0 = ∅;
Φ1 = Φ(∅) = {y | x R1y ∧ R1(y) = ∅} ;
Φ2 = Φ(Φ1) = {y | x R1y ∧ R(y) ⊆ Φ1}

= {y | x R1y ∧ ∀y1(y R1y1 → x R1y1 ∧ R1(y1) = ∅)} ;
Φ3 = Φ(Φ2) = {y | x R1y ∧ ∀y1∀y2(y R1y1

→ x R1y1 ∧ (y1R1y2 → x R1y2 ∧ R1(y2) = ∅))} ;
. . .

Φn+1(X) = {y | x R1y ∧ ∀y1 . . .∀yn(y R1y1 → x R1y1

∧ . . . (yn−1R1yn → x R1yn ∧ R1(yn) = ∅) . . .)} ,

from whichµX.Φ(X) becomes evident.
(4) Finally, computing theFOµ-equivalent:

FOµ(GL, x) = ∀u(x R1u → µX.Φ(X)(u)) = ∀u∃n

≥ 0∀y1 . . .∀yn(x R1u ∧ (u R1y1 → x R1y1 ∧ (. . . (yn−1R1yn → x R1yn ∧ R1(yn) = ∅) . . .)).

It is now easy to check that∀xGL(x) is equivalent to transitivity ofR1 and non-existence of infiniteR1-chains.

Example 42. Segerberg’s induction axiom

IND = [2](q → [1]q) → (q → [2]q).5

(1) Pre processing to regular formula

¬[2](¬q ∨ [1]q) ∨ ¬q ∨ [2]q ≡ [ι3](¬[α](¬q, q),¬q, [2]q)

whereα = 2(ι2(ι1, 1)), resp.x Rα yz iff x R2y ∧ y R1z.
(2) Composing the recursive equation(s) forVm(q). The conditions forQ are:

(a) ∀y∀z(x Rα yz ∧ Q(y) → Q(z)), i.e.∀z(∃y(x Rα yz ∧ Q(y)) → Q(z)), and
(b) Q(x).

These can be written as:

Φ1(Q) ⊆ Q,

Φ2(Q) ⊆ Q

Φ(Q) ⊆ Q where

Φ1(Q) = {z|∃y(x Rα yz ∧ Q(y))} ,

Φ2(Q) = {z|z = x} .

5 For proof of completeness of the logic axiomatized with this induction axiom alone with respect to the frame condition computed here see [41].
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Both equations refer to the same variable, so they can be put together as
Φ(Q) ⊆ Q,

where

Φ(Q) = {z|z = x ∨ ∃y(x Rα yz ∧ Q(y))}
= {z|z = x ∨ ∃y(x R2y ∧ y R1z ∧ Q(y))} .

Φ is a monotonic operator, depending on the parametersx, z. Again,Q must be the least pre-fixed point of
Φ. Thus,Q = µX.Φ(X)

(3) ComputingµX.Φ(X) : Φ0 = ∅, Φ1 = Φ(∅) = {x}, Φ2 = Φ(Φ1) = {x} ∪ {z|x R2x ∧ x R1z}. If ¬x R2x , this is
the fixedpoint:µX.Φ(X) = {x}, otherwise theunfolding continues:

Φ3 = Φ(Φ2)

= {x} ∪ {z|x R2x ∧ x R1z} ∪ {z|x R2x ∧ ∃y1(x R2y1 ∧ x R1y1 ∧ y1R1z)} ,

. . .

Φn+2 = Φn+1 ∪ {z|x R2x ∧ ∃y1 · · · ∃yn(x R2y1 ∧ · · ·
∧x R2yn ∧ x R1y1 ∧ y1R1y2 ∧ · · · ∧ yn R1z)} ,

from whichµX.Φ(X) is evident.
(4) Computing theFOµ-equivalent:

FOµ(IND, x) = ∀u(x R2u → µX.Φ(X)(u))

= ∀u(x R2u → x R2x ∧ (u = x ∨ ∃n ≥ 0∃y1 . . . ∃yn

(x R2y1 ∧ · · · ∧ x R2yn ∧ x R1y1 ∧ y1R1y2 ∧ · · · ∧ yn R1u))).

We note that an algorithm for computingFOµ-equivalents of classical modal formulae, based on Ackermann’s
method for second-order quantifier elimination, and in particular covering the two examples above, has been developed
in [35] and further extended in [40]. On the other hand, the algorithm SQEMA developed in [7] can be extended with
a recursive version of Ackermann’s rule to compute theFOµ-equivalents of all regular formulae. For more details,
see [8].

5. Polyadic descriptive frames and their topology

In this section we obtain results about descriptive frames for polyadic modal languages which will be used further.
Most of these will be generalizations of known properties of monadic descriptive frames, but we will establish some
important relations between them and will present them in a way suitable for purely modal languages.

Every generalτ -frameF = 〈
W, {Rα}α∈MT (τ ), W

〉
determines atopological space T (F) with a base of clopen sets

W. For detailed study of this topology, its properties and applications in modal logic, see [38] and for topological
treatmentof Sahlqvist formulae see [39].

Hereafter, aclosed set in a generalτ -frameF = 〈
W, {Rα}α∈MT (τ ), W

〉
will mean a subset ofthe domain closed

with respect to the above mentioned topology, i.e. an intersection of a family of admissible sets. LetC(W) be the set
of all closed subsets ofW in T (F).

5.1. Parametrized modal terms and formulae

We are nowgoing to extend the set of modal terms and the respective class of operators to allow parametrization
with closed sets and operators.

Definition 43. Let F = 〈
W, {Rα}α∈MT (τ ), W

〉
be a generalτ -frame. We define the setPMT(τ,F) of F-parametrized

modal terms and their respective operators onP(W ) by induction as follows:

PMT1: MT (τ ) ⊆ PMT(τ,F);
PMT2: For every(n + 1)-ary termβ ∈ PMT(τ,F) and a closed setZ in T (F), β(Z) is ann-ary term inPMT(τ,F)

suchthat〈β(Z)〉(X1, . . . , Xn) = 〈β〉(X1, . . . , Xn, Z).
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Accordingly, we defineRβ(Z)x, x1, . . . , xn iff there existsxn+1 ∈ Z suchthat Rβxx1 . . . xnxn+1. Also, note that
thedual of〈β(Z)〉 is [β(Z)] (X1, . . . , Xn) = [β] (X1, . . . , Xn,−Z).

We will further allow the parameter to be taken from any argument by putting

〈β( j )(Z)〉(X1, . . . , Xn) = 〈β〉(X1, . . . , X j−1, Z , X j+1, . . . , Xn) and respectively,

[β( j )(Z)](X1, . . . , Xn) = [β](X1, . . . , X j−1,−Z , X j+1, . . . , Xn) for j = 1, . . . , n.

Furthermore, the parameters canbe represented by formulae, too.

Definition 44. Given a generalτ -frameF, a F-parametrized formula is a formula in the extended language built
over the set of modal termsPMT(τ,F).

An F-parametrized formulaA is positive in a variable p if all occurrences ofp in A are positive;A is positive if
it is positive in every variable occurring inA.

Definition 45. Given a generalτ -frameF, anF-parametrized formulaA(p1, . . . , pn) is closed in F if the operator
λX1 . . . Xn .A(X1, . . . , Xn) in F is closed, i.e.A(X1, . . . , Xn) is closed wheneverX1, . . . , Xn are closed inT (F).

5.2. Descriptive frames and closed operators in them

Definition 46. Let F = 〈
W, {Rα}α∈MT (τ ), W

〉
be a generalτ -frame andβ ∈ PMT(τ,F). The relation Rβ is tight in

F if the following condition holds: for anyx, x1, . . . , xn ∈ W ,

Rβx, x1, . . . , xn iff

∀X1, . . . , Xn ∈ W(x1 ∈ X1, . . . , xn ∈ Xn ⇒ x ∈ 〈β〉(X1, . . . , Xn)).

Note that this condition is equivalent to: for everyx ∈ W ,

Rβx, x1, . . . , xn iff

x ∈
⋂

{〈β〉(X1, . . . , Xn)|X1, . . . , Xn ∈ W & x1 ∈ X1, . . . , xn ∈ Xn}.
In particular, everyRβ for a 0-ary termβ is tight.

Definition 47. A family of sets F has thefinite intersection property (FIP) if the intersection of every finite
subfamily ofF is non-empty.

Definition 48. A generalτ -frame
〈
W, {Rα}α∈MT (τ ), W

〉
is:

• differentiated if for every x, y ∈ W , if x �= y then there isX ∈ W suchthatx ∈ X andy /∈ X ;
• tight if for every basic modal termβ the relationRβ is tight inF;
• discrete if {w} ∈ W for everyw ∈ W ;
• compact if every family of admissible sets inF with FIP has a non-empty intersection;
• refined if it is differentiated and tight;
• descriptive if it is refined and compact.

We note that:

• The canonical general frame of every normal modal logic in any purely modal polyadic language without nominals
or any special inference rules is descriptive.

• the property of being differentiated is expressed by the tightness ofRι1, and so it becomes redundant. We keep it
in the definition mainly to respect the tradition.

• compactness of a generalτ -frame F, as defined above, is equivalent to the standard topological notion of
compactness ofT (F), i.e. every family ofclosed setswith the FIP has a non-empty intersection.

• by (a weaker version of) Tychonov’s theorem, ifF is compact then for everyn ∈ N , the product space(T (F))n is
compact, too.

Hereafter, closedness of Cartesian products of sets will mean closedness in the respective product topology.
It is immediate to see that for any compact and differentiatedτ -frameF, theT (F) is a compact Hausdorff space

with some additional properties, necessary to prove the canonicity of any inductive formula, which will be obtained
in the rest of this section.
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Proposition 49. In every discrete frame F the topology T (F) is discrete.

Proof. Every non-empty set is a union of its singleton subsets, which are open inT (F), hence every subset ofF is
open. �

Furthermore, every discrete frame is refined, while the converse need not hold, e.g. canonical general frames are
descriptive, but not discrete. In fact, no infinite descriptive frame is discrete.

Lemma 50. In any differentiated τ -frame F = 〈
W, {Rα}α∈MT (τ ), W

〉
, for any n-ary term β ∈ PMT(τ,F), Rβ is tight

iff for every x ∈ W the set Rβ(x) = {(x1, . . . , xn)|Rβxx1 . . . xn} is closed, i.e. Rβ is point-closed.

Proof. For 0-ary modal termsβ each of these conditions is trivially true, so we can assume thatρ(β) > 0.
First,note that

∀X1, . . . , Xn ∈ W(x1 ∈ X1, . . . , xn ∈ Xn ⇒ x ∈ 〈β〉(X1, . . . , Xn))iff

∀X1, . . . , Xn ∈ W(x ∈ [β](−X1, . . . ,−Xn) ⇒ (x1, . . . , xn) ∈ −(X1 × · · · × Xn)).

Therefore,Rβ is tight iff for everyx ∈ W ,

Rβ(x) =
⋂

{−(X1 × · · · × Xn)|X1, . . . , Xn ∈ W & x ∈ [β](−X1, . . . ,−Xn)}. �

Definition 51. A family F of subsets of a setX is called downwards directed if F contains a subset of the
intersection of any two (and hence,of any finite number of) members ofF .

Lemma 52. If A is a closed set in a τ -frame
〈
W, {Rα}α∈MT (τ ), W

〉
then there exists a downwards directed family

{Ai : i ∈ I } of clopen subsets (from W) such that A = ⋂
i∈I Ai .

Proof. SinceA is closed,A = ⋂
i∈J Ai for a family of clopen sets{Ai : i ∈ J }. Sinceany finite intersection of clopen

sets is clopen, we can close that family under finite intersections. The resulting family{Ai : i ∈ I } is now downwards
directed andA = ⋂

i∈I Ai . �

Lemma 53. If F = 〈
W, {Rα}α∈MT (τ ), W

〉
is a differentiated and compact general τ -frame, then the following are

equivalent for any n-ary term β ∈ PMT(τ,F):

(i) Rβ is tight.
(ii) (Esakia’s lemma) For any downwards directed family {X1i × · · · × Xni }i∈I of closed subsets of W n,

⋂
i∈I

{〈β〉(X1i , . . . , Xni )} = 〈β〉
(⋂

i∈I

X1i , . . . ,
⋂
i∈I

Xni

)
.

(iii) For every x ∈ W the set Rβ(x) is closed.

Proof. Again, the non-trivial case isρ(β) > 0.
(i) ⇒ (iii): Lemma 50.
(iii) ⇒ (ii): The inclusion⊇ follows from the monotonicity of〈β〉.
For the converse inclusion, letx ∈ ⋂i∈I {〈β〉(X1i , . . . , Xni )}. Then, due to the downwards directedness, the family

of closed sets

Rβ(x) ∪ {X1i × · · · × Xni }i∈I

has the FIP, so it has a non-empty intersection, i.e. there is a tuple(x1, . . . , xn) such that Rβxx1 . . . xn and
(x1, . . . , xn) ∈ ⋂i∈I {(X1i × · · · × Xni } = ⋂

i∈I X1i × · · · ×⋂
i∈I Xni .

Therefore,x ∈ 〈β〉(⋂i∈I X1i , . . . ,
⋂

i∈I Xni ).
(ii) ⇒ (i): The implication from left to right in the tightness condition forRβ holds by definition. For the converse,

it suffices to note that by (ii):⋂
{〈β〉(X1, . . . , Xn)|X1, . . . , Xn ∈ W ∧ x1 ∈ X1, . . . , xn ∈ Xn}
= 〈β〉({x1}, . . . , {xn}). �
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Lemma 54. In every descriptive τ -frame F, each of the conditions of Lemma 53holds for every term β ∈ PMT(τ,F).

Proof. We prove by induction onβ that Esakia’s lemma holds for everyβ. For the basic terms tightness holds
by definition, and hence the claim holds byLemma 53. The inductive step forβ = α(α0, . . . , αm) is quite
straightforward. Finally, suppose the claim holds for some(n + 1)-ary termβ ∈ PMT(τ,F) and letZ be a closed set
in T (F). Then

〈β(Z)〉
(⋂

i∈I

X1i , . . . ,
⋂
i∈I

Xni

)

= 〈β〉
(⋂

i∈I

X1i , . . . ,
⋂
i∈I

Xni ,
⋂
i∈I

Z

)

=
⋂
i∈I

〈β〉(X1i , . . . , Xni , Z)

=
⋂
i∈I

〈β(Z)〉(X1i , . . . , Xni ). �

Lemma 55. In any descriptive τ -frame F, for every positive F-parametrized formula A(p1, . . . , pn) the
corresponding operator in F λX1 . . . Xn .A(X1, . . . , Xn) satisfies Esakia’s lemma: for any downwards directed family
of closed sets {X1i × · · · × Xni }i∈I ,

⋂
i∈I

{A(X1i , . . . , Xni )} = A

(⋂
i∈I

X1i , . . . ,
⋂
i∈I

Xni

)
.

In particular, every positive F-parametrized formula A(p1, . . . , pn) is closed in F.

Proof. First,note that every positiveF-parametrized formulaA is equivalent to anF-parametrized formula built from
propositional variables and modal constants by applying onlypolyadic boxes and polyadic diamonds with terms from
PMT(τ,F).

We shall prove the statement by induction onA, assuming it is constructed as above. For propositional variables
and modal constants the claim is trivial. For〈β〉(X1, . . . , Xn) the inductive step is the Esakia’s lemma and follows
from Lemma 54.

Finally, for [β](X1, . . . , Xn) the inductive step follows from the identity

[β]
(⋂

i∈I

X1i , . . . ,
⋂
i∈I

Xni

)
=

⋂
i1∈I,...,in∈I

[β](X1i1, . . . , Xnin )

which easily follows from the definition[β](X1, . . . , Xn), combined with the equality⋂
i1∈I,...,in∈I

[β](X1i1, . . . , Xnin ) =
⋂
i∈I

[β](X1i , . . . , Xni )

which follows from the downward directedness. �

6. Canonicity of the inductive formulae

6.1. Local d-persistence via closed valuations

Definition 56. A formula A ∈ Lτ is locally d-persistent if for every descriptive generalτ -frameF = 〈F, W〉, where
F = 〈

W, {Rα}α∈MT (τ )

〉
, andw ∈ W ,

F, w |� A iff F, w |� A.

Theorem 57. Every inductive formula is locally d-persistent.
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Proof. We will follow the scheme of the proof of canonicity of Sahlqvist formulae presented in [2], to which the
reader is referred for those technical details which would not differ in the more general case presented here.

Again, as in the previous proof, let

A = [α](¬H1, . . . ,¬Hn, Q1, . . . , Qk)

be a pre-processed inductive formula, where

H j = [β j ](q j ,¬Pj1(q1, . . . , q j−1), . . . ,¬Pjn j (q1, . . . , q j−1))

for Pj1, . . . , Pjn j positive, j = 1, . . . n. Letagain the dependency digraph ofA determine a partial order on the heads,
extended to a linear ordering≺.

Take any descriptive general frameF = 〈F,W〉 suchthatF |� A. As we showed in theproof of Theorem 37, if
F,Vm |� A for the minimal valuationVm , defined as before, thenF,V |� A for any valuation V , so it suffices to prove
thatF,Vm |� A. Theproblem is thatthe minimal valuation need not be admissible in F. However, it will suffice to
show the following:

(C1) Vm is closed i.e. an intersection of admissible valuations.
(C2) For every closed valuationU in F and a positive formulaP, U(P) = ⋂

U⊆V V (P) where the intersection ranges
over all admissible valuationsV which extendU .

For (C1), wecan restrict our consideration to the variables occurring inA , i.e. the essential variablesq1, . . . , qn.
We shall prove by≺-induction that every valuation

Vm(q j ) =
{

z

∣∣∣∣∣∃u j

(
Rβ j y j zu j1 . . . u jn j ∧

n j∧
i=1

ST(Pji )(Vm(qq j
)/Qq j

)(u j i)

)}

is of the type Rβ(y j ) for someβ ∈ PMT(τ,F), andhence, byLemma 54, is closed inF.
For the≺-minimal variables the claim is immediate, becausetheir respective essentially positive boxes are unary

boxes.
Now suppose the claim holds for all predecessorsqp of the variable p = q j , i.e. for everyqi ∈ qp, Vm(qi ) =

Rβqi
(yi ) for someβqi ∈ PMT(τ,F), andhence is closed.

Let n j = n and denoteCi = Pji (Vm(qp)) for i = 1, . . . , n. Note that eachCi is closed by the inductive hypothesis
andLemma 55, sincePji is positive.

Consider theunary termγ = β(Cn) . . . (C2)(C1) ∈ PMT(τ,F), i.e. such that[γ ](A) = [β](A, C1, . . . , Cn) . Then
for anyz ∈ W , Rγ yz holds iff there existu1, . . . , un suchthat Rβ yzu1 . . . un andui ∈ Ci for i = 1, . . . , n. Therefore
Vm(p j ) = Rγ (y j ).

(C2) follows fromLemma 55.
Now, to complete the proof, let us see whyF, Vm |� A. As in theproof of 37, let ST(A) = ∀ y ∀ Q(ANT(Q) →

POS(Q)). Fix the parametersy consistently withANT (otherwise the formula turns vacuously true) and take any
admissible valuationU defined inductively on≺ and extendingVm . It will renderANT true, hencePOS true, because
F |� A. Then, by (C2),POS will be true forVm . �

Finally, we note that the local d-persistence and canonicity result forI does not extendto all regular formulae. In
particular, bothGL andIND are known not to be canonical. In fact, there are regular formulae which are not even
frame-complete. An example (see [3]) is the formula[1]([1]q ↔ q) → [1]q which is weaker thanGL but has the
same class of frames, and therefore is incomplete. That formula can be pre-processed into a regular formula, too:

[1]([1]q ↔ q) → [1]q ≡ ¬[1](([1]q → q) ∧ (q → [1]q)) ∨ [1]q
≡ ¬([1]([1]q → q) ∧ [1](q → [1]q)) ∨ [1]q
≡ ¬[1](¬[1]q ∨ q) ∨ ¬[1](¬q ∨ [1]q) ∨ [1]q ≡ [ι3](¬[α1](¬[1]q, q),¬[α2](¬q, q), [1]q),

whereα1 = 1 ◦ ι2, α2 = ι2(ι1, 1).

Remark 58. We emphasize that the minimal valuations for all essential variables in an inductive formula are of
the type Rβ(y) = 〈

β−1
〉 {y}, whereβ is an ordinary modal term in the case of a simple regular formula, and an
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appropriately parametrized one in the general case of an inductive formula. The closedness of these valuations would
therefore follow in anygeneral frame where the singletons are closed sets (incl. descriptive, discrete, and Kripke
frames) as soon as the operators

〈
β−1

〉
are proved to be closed there.

The following notion is the central one of the present study.

Definition 59. A formula A ∈ Lτ is anelementary canonical formula if it is locally first-order definable and locally
d-persistent.

The class of elementary canonical formulae will be denoted byECF. Some comments:

• The crucial property of an elementary canonical formula is the (local) d-persistence which implies its canonicity,
i.e. validity in every canonical frame of a logic containing the formula as an axiom. Therefore, every logic
axiomatized with elementary canonical formulae is complete. However, we note that this notion will have to change
accordingly for extended modal languages with nominals, or for modal logicsin which special additional rules of
inference are allowed, that alter the construction of canonical model and the notion of canonicity.

• The (local) first-order definability is nice but not really essential. In fact, one of the ultimate goals of this study is
to extend general completeness results to classes of formulae which are not necessarily first-order definable. This
issue will be treated in more detail in sequels to this paper.

• Locality is not essential either, but it is useful and natural, given the local nature of the notion of truth in modal
logic. Moreover, as noted in [46], over transitive frames local and global first-order definability coincide.

In this paper, by ‘Sahlqvist theorem’ for a set of formulaeS we will mean the claim that all formulae fromS are
elementary canonical in the respective sense of that term.

Corollary 60 (Sahlqvist Theorem for I). Every inductive formula is elementary and canonical.

7. The inductive formulae extend essentially the Sahlqvist formulae

As already noted, from a syntactical perspectiveI considerably extendsdRV. It is not clear yet, though, whether
every formula fromI is not semantically equivalent to a formula fromdRV. Thisquestion is particularly interesting
in the cases of the classical modal and temporal languages. We will show further that, up to axiomatic equivalence
(and hence frame-equivalence), and in terms of locally defined first-order propertiesI does not extend semantically
dRV in the classicaltemporal language. On the other hand, here we will show thatI extendsessentially the Sahlqvist
formulae inthe classicalmodal language (and in fact, in any non-reversive language). More specifically, we will show
that the formulaD2, defined inSection 3.4, is not frame equivalent (and hencenot semantically equivalent) to any
Sahlqvist formula in the classical modal language. For that we will have to determine a suitable semantic property of
the latter set which is not satisfied byD2.

Let us denote the classical modal language byLm . We begin by recallingProposition 26for the case ofLm : every
classical Sahlqvist formula is semantically equivalent to a conjunction of simple regular formulas inLm . It suffices,
therefore to show that D2 cannot be locally (and hence semantically) equivalent to a conjunction of simple regular
formulas.

Next, wenote that, as evident from the proof ofTheorem 37and noted inRemark 58, the minimal valuations for
all essential variables in a simple regular formula are of the typeRβ(y) = 〈

β−1
〉 {y}, whereβ is a modal term. All

modal terms inLm are, up to equivalence of their associated relations, disjunctions of compositionsαn whereα is the
basic unary modal term corresponding to the�. Thus, all minimal valuations in a frame〈W, R〉 for essential variables
of a simple regular formula inLm are finite unions of sets of the typeRn(y); the minimal valuations for the inessential
variables are either∅ or W . Thisobservation prompts the following definitions.

Definition 61. A general frame〈W, R, W〉 is ample if for everyw ∈ W andn ∈ N, Rn(w) = {u | wRnu} ∈ W.

Note that every ample general frame is discrete, forR0(w) = {w}.
Definition 62. A modal formulaA is locally a-persistent if for every ample general frameF = 〈F, W〉, where
F = 〈W, R〉, andw ∈ W ,

F, w |� A iff F, w |� A.
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A modal formulaA is a-persistent if for every ample general frameF = 〈F, W〉, whereF = 〈W, R〉,
F |� A iff F |� A.

Clearly, locala-persistence impliesa-persistence.

Proposition 63. Every simple regular formula in Lm is locally a-persistent.

Proof. According to theobservations above, the minimal valuations for all variables in a simple regular formula are
admissible in every ample general frame. The claim now follows from the fact the truth of a simple regular formula at
a state in a Kripke frame under the minimal valuation implies validity at that state.�

Corollary 64. Every conjunction of simple regular formulas with pairwise disjoint sets of variables is locally
a-persistent.

Proposition 65. The formula D2 = p ∧ �(♦p → �q) → ♦��q is not frame-equivalent to any classical Sahlqvist
formula.

Proof. Suppose the contrary. ThenD2 is frame equivalent toa conjunction of simple regular formulasA, which can
beassumed with pairwise disjoint sets of variables (otherwise, we apply suitable substitutions to the conjuncts, which
do not affect the frame equivalence). Since bothD2 and A are canonical, they axiomatize the same modal logic,
hence they must be valid in the same general frames. So, to reach a contradiction, it suffices to show thatD2 is not
a-persistent. With that aim we are going to define an ample general frameF = 〈W, R, W〉 as follows:

• Let Y = {y0, y1, . . . .}, Z = {z0, z1, . . . .}, Un = {un0, un1, . . . .}, for eachn ∈ N, be pairwise disjoint countably
infinite sets. LetU = ⋃{Un | n ∈ N} andx /∈ Y ∪ Z ∪ U . PutW = {x} ∪ Y ∪ Z ∪ U .

• R is definedpointwise as follows:

R(x) = Y ∪ Z ∪ U ;
R(yi ) = Ui ∪ {x}, for eachi ∈ N;
R(zi ) = {zi };
R(uik ) = {uik , zi }.

• To defineW we first introduce some terminology and notation:
For everyI ⊆ N we denoteUI = ⋃{Ui | i ∈ I }.
Two subsetsX1 andX2 of W will be calledalmost equal, denotedX1 ≈ f X2, if their symmetric difference is

finite. Note that≈ f is an equivalence relation onP(W ).
Now, consider the following family of subsets ofW :

W0 = {Y } ∪ {UI | I is a finitesubset ofN} ∪
{Z ∪ UJ | J is a co-finitesubset ofN} ∪
{Y ∪ UI | I is a finitesubset ofN} ∪
{Y ∪ Z ∪ UJ | J is a co-finitesubset ofN}.

Finally, we defineW to consist of all subsets ofW which are almost equal to some set fromW0.

Lemma 66. F = 〈W, R, W〉 is an ample general frame.

Proof. First, note that almost equality inP(W ) is a congruence with respect to (finite) unions and complements.
Besides,W0 contains∅ (takeU∅) andY ∪ Z ∪ U and is closed under finite unions and relative complements in
Y ∪ Z ∪ U , henceW is closed under finite unions and complements (i.e. under all Booleans). It remains to show that
W is closed under the modal operator� on 〈W, R〉.

Recall that�X = {w ∈ W | R(w) ⊆ X}. Hereafter in the proof we agree to denote byI finite subsets ofN, and
by J co-finite subsets ofN.

We consider all cases:

• If X ≈ f Y , X ≈ f UI , or X ≈ f Y ∪ UI then�X ≈ f ∅;
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• If X ≈ f Z ∪ UJ or X ≈ f Y ∪ Z ∪ UJ then�X ≈ f Y ∪ Z ∪ UJ ′ for some co-finite subsetJ ′ of N.

Thus,W is closed under all operators. An immediate inspection shows thatF is ample: first, note that it is discrete;
also, everyR(w) is inW. Further: for anym ≥ 0, R2m+1(x) = R(x) = Y ∪Z∪U andR2m(x) = R2(x) = {x}∪Z∪U ;
R(yi ) = {x}∪Ui , Rn+2(yi ) = Rn+1(x); R2m+2(yi ) = Y ∪ Z ∪U , R2m+3(yi ) = {x}∪ Z ∪U ; Rm+1(uik) = {uik , zi };
Rm+1(zi ) = {zi }. All these sets are inW. �

Now, to complete the proof of the theorem, it remains to show thatF|�D2, while 〈W, R〉 , x � D2.
First, we showF, x |� D2. We will reason set-theoretically, rather than semantically, i.e. treating formulae

as sets. SupposeF, x |�P ∧ �(♦P → �Q) for some P, Q ∈ W. Then x ∈ P, and R(x) ⊆ ♦P → �Q.
Besides,Y ⊆ ♦{x} ⊆ ♦P (since {x} ⊆ P), and Y ⊆ R(x), so Y ⊆ ♦P → �Q. Hence, Y ⊆ �Q,
i.e. R[Y ] = ∪{R(y) | y ∈ Y } = U ⊆ Q. Therefore Q ≈ f Z ∪ UJ or Q ≈ f Y ∪ Z ∪ UJ for some co-finite
J ⊆ N, henceQ ∩ Z �= ∅. Let z ∈ Q ∩ Z . Thenz ∈ ��Q (becauseR2(z) = {z}), sox ∈ ♦��Q, i.e.F, x |� ♦��Q.
Thus,F, x |� D2.

Now, checking thatF, yi |� D2: Let F, yi |� P ∧ �(♦P → �Q) for someP, Q ∈ W. ThenR(yi ) ⊆ ♦P → �Q,
in particularx ∈ ♦P → �Q, but x ∈ ♦P sincex Ryi , so x ∈ �Q, i.e. R(x) ⊆ Q, i.e. Y ∪ Z ∪ U ⊆ Q. But then
F, uii |� ��Q, soF, yi |� ♦��Q.

Then, checkingF, uik |� D2: Let F, uik |� P ∧ �(♦P → �Q) for someP, Q ∈ W. ThenR(uik ) ⊆ ♦P → �Q,
in particularuik ∈ ♦P → �Q, but uik ∈ ♦P sinceuik Ruik , souik ∈ �Q, i.e. R(uik) ⊆ Q, i.e. zi ∈ Q. But then
F, zi |� ��Q, soF, uik |� ♦��Q.

Similarly,F, zi |� D2.
On the other hand, the localfirst-order equivalent ofD2 :

FO(D2) = ∃y(Rxy ∧ ∀z(R2yz → ∃u(Rxu ∧ Rux ∧ Ruz)))

fails at x because every successor ofx can see in two steps an element ofZ and no elementz ∈ Z satisfies
∃u(Rxu ∧ Rux ∧ Ruz).

Thus,D2 is not a-persistent. �

Corollary 67. The frame condition defined by the inductive formula D2 is not definable by any classical Sahlqvist
formula.

8. Elementary canonical formulae in reversive polyadic modal languages

In this section we introduce extensionsof basic polyadic modal languages withreversive modalities, generalizing
the idea of how the temporal language extends the basic modal language (see [27] for moredetails). We will establish
several technical results in such extensions, which will shed extra light on the topological nature of the inductive
formulae and will eventually lead to a uniform proof of both parts of Sahlqvist theorem forI which will not hinge as
directly on the syntactic shape of the formulae, as the first proof given earlier. First, wewill prove that all diamond
operators in the reversive extension of a polyadic language act asclosed operators on descriptive frames in the basic
language. Then, we will show that all inductive formulae preserve local validity in descriptive frames when extending
the range of the valuations from admissible to closed sets. Finally, we will give an effective procedure of transforming
inductive formulas in any polyadic language to primitive regular formulae in the reversive extension preserving their
important properties, and will thus establish again the Sahlqvist theorem forI in arbitrary polyadic languages. At the
end of the section we will discuss some consequences and conjectures.

8.1. Reversive extensions and reversive polyadic languages

Definition 68. Thereversive extension Lτr of a (purely) modal polyadic languageLτ is the (purely) modal language
obtained by adding for everyn-ary modal termα ∈ MT (τ ) new distinct inverse terms α−1, . . . , α−n , such thatα−i

andβ− j are different wheneverα andβ are different. The set of terms inLτr will be denoted byMT (τr).

The semantics ofLτr is definedoverreversive extensions of τ -frames. These are frames for the language of the
reversive extension, in which for everyα ∈ MT (τ ) andk = 1, . . . , n the relationRα−k is defined as follows:

x Rα−k y1 . . . yk . . . yn iff yk Rα y1 . . . x . . . yn.
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Alternatively, we can think thatLτr is interpreted on standardτ -frames by extending the interpretation ofLτ to the
inverse terms as above.

Two modal terms inLτr aresemantically equivalent if they are interpreted inthe same relation in everyτ -frame.
For instance, ifα andβ are unary terms then(α(β))−1 andβ−1(α−1) are semantically equivalent.

Note that not every term in a reversive extension has inverses,even up to semantic equivalence, because inverses of
composed terms cannot always be expressed in terms of compositions of the inverses of the components. For instance,
the inverseδ−1 of δ = γ (β, α) whereα is a unary term andβ, γ are binary terms, is not expressible in terms of
α, β, γ and their inverses only, unless transposers are allowed in the language.

Still, by iterating the construction of a reversive extension, any (purely) modal polyadic languageLτ can be
extended to a languageLr(τ ) in which every term has all its inverses. More precisely,Lr(τ ) is obtained by extending
the definition of modal terms inLτ with the following clause:

Definition 69. (MT iv) If n > 0, k ≤ n andα is ann-ary modal term thenα−k is ann-ary modal term, too.

The languageLr(τ ) will be called thecompletely reversive extension of Lτ . Such languages will be called
reversive languages.

The notion of frame forLr(τ ) extends accordingly, via the clause:

Rα−k = {(x0, x1, . . . , xk−1, xk, xk+1, . . . , xn) ⊆ W n+1|
(xk, x1, . . . , xk−1, x0, xk+1, . . . , xn) ∈ Rα}.

The semantics ofLr(τ ) extends accordingly.
Thus,Rα−k is obtained fromRα by transposing the 0-th and thek-th arguments. In particular, for a unary termα,

Rα−1 is the usual inverse ofα, as expected.
We can relax a bit the notion of a reversive language, by only requiring that with everyn-ary modal termα the

language contains a termsemantically equivalent to α−k for eachk ≤ n. Thus, e.g. the classical tense language is
regarded as a reversive language.

We note that reversive polyadic languages are closely related to (yet, different from) Venema’sversatile languages
introduced in [47], and in fact have essentially the same expressivepower. For more details on the relations and
comparison between these, see [27].

The minimal normal modal logicKr(τ ) of a reversive polyadic languageLr(τ ) is axiomatized overKr(τ ) by adding
the followingaxiom schemata for the inverse modalities :

R1 A → [α](¬B1, . . . ,¬Bk−1, Ck ,¬Bk+1, . . . ,¬Bn),
whereCk = 〈

α−k
〉
(B1, . . . , Bk−1, A, Bk+1, . . . , Bn).

R2 [(α−k)−k](. . . , A, . . .) ↔ [α](. . . , A, . . .).

In particular, in a standard temporal language axiom R1 becomes

A → [α]
〈
α−1

〉
A.

From these axioms one can easily derive:

R3
〈
α−k

〉
(¬B1, . . . ,¬Bk−1, Dk,¬Bk+1, . . . ,¬Bn) → A,

whereDk = [α](B1, . . . , Bk−1, A, Bk+1, . . . , Bn).

8.2. Computing first-order equivalents of inductive formulae in reversive languages: Examples

To illustrate some ideas in what follows, we will compute again the first-order equivalents of theExamples 33and
35, this time in purely algebraic manner, and by considering the formulae as set-theoretic operators in the reversive
extensions of their languages.

Example 70. Consider again the inductive formula

D2 = p ∧ �(♦p → �q) → ♦��q.
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Let w be a state in a Kripke frameF with a domainW . Then the minimal valuation forp at w is P(w) = {w},
hence the minimal valuation forq is the minimal subsetQ(w) of W suchthatw ∈ �(♦{w} → �Q(w)) iff ♦−1{w} ∈
♦{w} → �Q(w) iff ♦−1{w}∩♦{w} ⊆ �Q(w) iff ♦−1(♦−1{w}∩♦{w}) ⊆ Q(w). Thus,Q(w) = ♦−1(♦−1{w}∩♦{w})
and the (set-theoretic record of the) local first-order equivalent ofD2 atw is

w ∈ ♦��♦−1(♦−1{w} ∩ ♦{w}).
Example 71. Now, consider the inductive formula

D3 = [3](¬[1]p,¬[2](¬p, q), 〈1〉[1]q)

and again, letw be a state in a Kripke frameF for the respective language, with a domainW . Let wR3u1u2u3. First,
the minimal valuationP = P(w, u1, u2, u3) for p at w associated withu1, u2, u3 is determined by the condition
u1 ∈ [1]P, i.e.

〈
1−1

〉 {u1} ⊆ P. Hence,

P(w, u1, u2, u3) =
〈
1−1

〉
{u1}.

Then the minimal valuation forq is the minimal subsetQ = Q(w, u1, u2, u3) of W such that u2 ∈
[2](¬P(w, u1, u2, u3), Q), hence〈

2−2
〉
(P(w, u1, u2, u3), {u2}) ⊆ 〈

2−2
〉
(P(w, u1, u2, u3), [2](¬P(w, u1, u2, u3), Q)) ⊆ Q (using monotonicity of〈

2−2
〉
and the set-theoretic analog ofthe reversive axiom R3). Thus,

Q(w, u1, u2, u3) =
〈
2−2

〉 (〈
1−1

〉
{u1}, {u2}

)
.

Then, the local first-order equivalent ofD3 atw in set-theoretic terms is

w ∈ [3]
(

u1, u2, 〈1〉[1]
〈
2−2

〉 (〈
1−1

〉
{u1}, {u2}

))
.

8.3. Closedness of the inverse operators in basic descriptive frames

Here we consider modal formulae as set-theoretical operators over general frames. In particular, we will consider a
moregeneral notion of uniform substitution in formulae, viz. substitutions ofset-theoretic operators for propositional
variables. In the particular case where these operators are defined in terms of formulae we talk aboutsyntactic
substitutions; more specifically, given a modal similarity typeτ , a substitution of formulae fromLτ (resp.Lτr ) for
variables will be called aτ -substitution (resp.τr -substitution).

Let τ be any modal similarity type, and letLτr be the reversive extension of the languageLτ . We recall that, since
everyτ -frame uniquely determines its reversive extension, all formulae fromLτr can be interpreted inτ -frames. The
situation is different if we want to interpret formulae fromLτr in generalτ -frames because these need not be closed
under the inverse modal operators. Still, we can define validity (local or global) of a formula fromLτr in a generalτ -
frameF as validity (local or global) in every model over the underlyingτ -frame assigning to the variables admissible
setsfrom F. This will be made precise further.

Theorem 72. Let α be an n-ary modal term in the language Lτ , k ≤ n and consider α−k as a modal term in Lτr . Let
F = 〈

W, {Rα}α∈MT (τ ), W
〉

be a descriptive τ -frame. Then
〈
α−k

〉
is a closed operator in T (F).

Proof. Given a tuple of closed sets(A1, . . . , An) in F we must show that
〈
α−k

〉
(A1, . . . , An) is a closed set inF . For

that we will prove the equality

(1)
〈
α−k

〉
(A1, . . . , An) = ⋂{B ∈ W : 〈α−k

〉
(A1, . . . , An) ⊆ B}.

The inclusion(⊆) is trivial.
For (⊇), suppose by contraposition that for somex0 ∈ W we have

(2) x0 /∈ 〈α−k
〉
(A1, . . . , An).

From (2) we obtain
(3) R−k

α (x0) ∩ A1 × · · · × An = ∅.
Now, from (3)we obtain
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(4) ∀y1 . . .∀yn((y1, . . . , yn) ∈ A1 × · · · × An → (y1, . . . , yn) /∈ R−k
α (x0)), which isequivalent to

(5) ∀y1 . . .∀yn((y1, . . . , yn) ∈ A1 × · · · × An → ¬Rα yk y1 . . . x0 . . . yn), (x0 is in thek-th position after y1).
By the tightness condition forRα , Rα(yk) is a closed set, so we have (recall the proof ofLemma 50)

(6) Rα(yk) = ⋂{−(−B1 × · · · × −Bn) : Rα(yk) ⊆ −(−B1 × · · · × −Bn), Bi ∈ W}, which isequivalent to
(7) Rα(yk) = ⋂{−(−B1 × · · · × −Bn) : yk ∈ [α](B1, . . . , Bn), Bi ∈ W}.

Then, from (4) and (7), denotingy = (y1, . . . , yn), weobtain
(8) (∀ y ∈ A1 × · · · × An)(∃B y

1 . . . B y
n )(yk ∈ [α](B y

1 , . . . , B y
n ) & (y1, . . . , x0, . . . , yn) /∈ −(−B y

1 × · · · × −B y
k ×

· · · × −B y
n ).

Equivalently:
(9) (∀ y ∈ A1 × · · · × An)(∃B y

1 . . . B y
n ∈ W)(yk ∈ [α](B y

1 , . . . , B y
n ) & y1 /∈ B y

1 , . . . , x0 /∈ B y
k , . . . , yn /∈ B y

n ).
From (9) weobtain the following inclusion:

(10) A1 × · · · × An ⊆ ⋃{−B y
1 × · · · × [α](B y

1 , . . . , B y
n ) × · · · × −B y

n : y ∈ A1 × · · · × An, x0 /∈ B y
k , & B y

i ∈ W},
where[α](B y

1 , . . . , B y
n ) is thek-th component of the product.

Note that the setA1 × · · · × An is a closed set because allAi are closed. The sets in the union from the
right hand side of (10) are open because they are products of elements ofW which are clopen. So, (10) says that
the closed setA1 × · · · × An is covered by a familyof open sets. SinceT (F) is a compact topological space,
there exists a finite subcover ofA1 × · · · × An, hence there exists a finite subset (of indices)A

′
1 × · · · × A

′
n of

A1 × · · · × An suchthat
(11) A1 × · · · × An ⊆ ⋃{−B y

1 × · · · × [α](B y
1 , . . . , B y

n ) × · · · × −B y
n : y ∈ A

′
1 × · · · × A

′
n & Bi ∈ W}.

By the monotonicity and the distributivity of
〈
α−k

〉
over (finite) unions, from (11) we obtain:

(12)
〈
α−k

〉
(A1, . . . , An) ⊆ ⋃{〈

α−k
〉
(¬B y

1 , . . . , [α](B y
1 , . . . , B y

n ), . . . ,¬B y
n ) : y ∈ A

′
1 × · · · × A

′
n& Bi ∈ W

}
.

Applying the inclusion
(13)

〈
α−k

〉
(¬B1, . . . , [α](B1, . . . , Bk, . . . , Bn), . . . ,¬Bn) ⊆ Bk ,

where[α](. . .) is in thek-th position (axiom R1), we obtain
(14)

〈
α−k

〉
(A1, . . . , An) ⊆ ⋃{B y

k : y ∈ A
′
1 × · · · × A

′
n & Bi ∈ W} = B0.

SinceB0 is a finite union of elements fromW it is itself an element ofW. But wehave thatx0 /∈ B y
k for all

y ∈ A1 × · · · × An. From here weobtain thatx0 /∈ B0.
(15) Thus we have foundB0 ∈ W suchthat

〈
α−k

〉
(A1, . . . , An) ⊆ B0 andx0 /∈ B0.

From (15) we obtain
(16) x0 /∈ ⋂{

B ∈ W : 〈α−k
〉
(A1, . . . , An) ⊆ B

}
.

By contraposition we obtain (1), which completes the proof.�

9. Persistence of inductive formulae in closed extensions of descriptive frames

Recall that the minimal valuations for the variables in inductive formulaeneed not be admissible in any descriptive
frame, but they areclosed, i.e. intersections of admissible valuations there, and that accounts for the canonicity of
inductive formulae. In this section we will revisit and analyze deeper this property of inductive formulae.

9.1. Closed extensions of general frames

Definition 73. Let F = 〈
W, {Rα}α∈MT (τ ), W

〉
be a generalτ -frame. Theclosed extension of F is the structure

C(F)= 〈
W, {Rα}α∈MT (τ ), C(W)

〉
whereC(W) is the set of all closed sets of the topologyT (F).

Note thatC(F) is not (necessarily) a generalτ -frame sinceC(W) is not closed (at least) under negations.
Nonetheless, we willdefine local validity of a modal formula fromLτr in C(F), using the idea described above.

Definition 74. Given a generalτ -frameF = 〈
W, {Rα}α∈MT (τ ), W

〉
, a model over C(F) is every Kripke model over〈

W, {Rα}α∈MT (τ )

〉
with a valuation of the variables ranging overC(W).

Definition 75. Given a formulaA ∈ Lτr , a generalτ -frameF, andw ∈ W , we saythat A is (locally) valid at w in
F, denotedF, w � A, if A is true atw in every model overF. Respectively, we say thatA is (locally) valid at w in
C(F), denotedC(F),w � A, if A is true atw in every model overC(F).
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Definition 76. A substitution σ is closed in a general τ -frame F if for every variable p, σ(p) is a closed operator in
T (F).

Lemma 77. Local validity in a closed extension of a general τ -frame F is preserved under Modus Ponens and closed
substitutions in F.

Proof. The claim for Modus Ponens is straightforward. For the preservation under closed substitutions, letF =〈
W, {Rα}α∈MT (τ ), W

〉
be a generalτ -frame,σ bea closed substitution inF andM = 〈

W, {Rα}α∈MT (τ ), V
〉

be any
model overC(F). ThenV assigns sets fromC(W) to all variables, hence for every variablep, σ(p) is a set inC(W),
too, becauseσ is a closed operator. Therefore, the effect ofσ can be simulated by a valuationVσ in C(F), respectively
defining a modelMσ overC(F), such thatM, w |� σ(A) iff Mσ ,w |� A for everyw ∈ W . Thus,C(F),w |� A
impliesC(F),w |� σ(A). �

9.2. Closure-persistence of inductive formulae

Definition 78. A formula A ∈ Lτ is locally closure-persistent if for every descriptive τ -frame F =〈
W, {Rα}α∈MT (τ ), W

〉
andw ∈ W ,

F, w |� A iff C(F),w |� A.

Theorem 79. Every inductive formula in Lτ is locally closure-persistent.6

Proof. Let A(p1, . . . , pn) be an inductive formula andF = 〈
W, {Rα}α∈MT (τ ), W

〉
be a descriptiveτ -frame. Without

loss of generality we can assume thatA has already been pre-processed, so all variables inA are essential and all
essential variables are different, i.e.A = [α](¬H1, . . . ,¬Hn, Q1, . . . , Ql ) whereH1, . . . , Hn are headed boxes with
(different) headsp1, . . . , pn andQ1, . . . , Ql are positive formulae. Furthermore,we can assume that the dependency
graph ofA generates the linear orderingp1 ≺ · · · ≺ pn and that

H1 = [β1](p1)

and

Hk = [βk](pk,¬Pk1(p1, . . . , pk−1), . . . ,¬Pklk (p1, . . . , pk−1))

wherePk1, . . . , Pklk are positive, fork = 2, . . . n.
The claim of the theorem can be rephrased as⋂

{A(p1, . . . , pn) : p1, . . . , pn ∈ W}
=
⋂

{A(p1, . . . , pn) : p1, . . . , pn ∈ C(W)}.
We will need the following main lemma:

Lemma 80. Let k, 1 ≤ k ≤ n, be fixed. Then:⋂
{A(p1, . . . , pn) : p1 . . . pk−1 ∈ C(W), pk . . . pn ∈ W}
=
⋂

{A(p1, . . . , pn) : p1 . . . pk ∈ C(W), pk+1 . . . pn ∈ W}.
Proof. Note that the inclusion⊇ is straightforward becauseW ⊆ C(W). For the converse inclusion, suppose that for
somex ∈ W ,

x /∈
⋂

{A(p1, . . . , pn) : p1 . . . pk ∈ C(W), pk+1 . . . pn ∈ B(W )}.
Then

x /∈ A(p∗
1, . . . , p∗

k , pk+1, . . . , pn)

6 The referee has noted that the approach followed here is close in spirit to [22,19] and [20].
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for somep∗
1, . . . , p∗

k ∈ C(W) and pk+1, . . . , pn ∈ W, so

x /∈ [α](¬H1, . . . ,¬Hn, Q1, . . . , Ql )(p∗
1, . . . , p∗

k , pk+1, . . . , pn),

i.e. there existy1, . . . , yn, z1, . . . , zl suchthat

(1) Rαxy1 . . . ynz1 . . . zl ,
(2) y j ∈ H j(p∗

1, . . . , p∗
j ) for 1 ≤ j ≤ k,

(3) y j ∈ H j(p∗
1, . . . , p∗

k , pk+1, . . . , p j ) for k + 1 ≤ j ≤ n,
(4) zi /∈ Qi (p∗

1, . . . , p∗
k , pk+1, . . . , pn) for 1 ≤ i ≤ l.

The formulaH j for k + 1 ≤ j ≤ n has the following form:

[β j ](p j ,¬Pj1(p∗
1, . . . , p∗

k , pk+1, . . . , p j−1),¬Pjl j (p∗
1, . . . , p∗

k , pk+1, . . . , p j−1)).

Here p j ∈ W, hence¬p j ∈ W and consequently¬p j is a closed element and can be taken as a parameter. Then the
formulaH j can be represented as

¬ 〈β j (¬p j )
〉
(Pj1(p∗

1, . . . , p∗
k , pk+1, . . . , p j−1), Pjl j (p∗

1, . . . , p∗
k , pk+1, . . . , p j−1)),

denoted briefly by¬C j (p∗
1, . . . , p∗

k , pk+1, . . . , p j )). Note that eachC j , k + 1 ≤ j ≤ n, is apositive parametrized
formula.

Now (3)has the following equivalent formulation

(3a) y j /∈ C j (p∗
1, . . . , p∗

k , pk+1, . . . , p j )), k + 1 ≤ j ≤ n.

Our strategy now is to find an elementpk ∈ W to be substituted in the place ofp∗
k in (3a), (4) and in (2) forj = k.

Sincep∗
k is a closed subset ofW we have

(5) p∗
k = ⋂{qi ∈ W : i ∈ I }

whereM = {qi ∈ W : i ∈ I } is a downwards directedfamily of clopen sets.
Now substitutep∗

k from (5) in (3a) and (4). By Esakia’s lemma we get:

C j (p∗
1, . . . , p∗

k−1,
⋂

{qi ∈ W : i ∈ I }, pk+1, . . . , p j )

=
⋂

{C j (p∗
1, . . . , p∗

k−1, qi , pk+1, . . . , p j ) : qi ∈ W, i ∈ I }, k + 1 ≤ j ≤ n.

Then by (3a), for eachj suchthatk + 1 ≤ j ≤ n there existss j ∈ I suchthat

(3′) y j /∈ C j (p∗
1, . . . , p∗

k−1, qs j , pk+1, . . . , p j )).

Analogously, we obtain from (4) that:

(4′) For everyi such that 1≤ i ≤ l there existsti ∈ I suchthat

zi /∈ Qi (p∗
1, . . . , p∗

k−1, qti , pk+1, . . . , pn).

Now, we define
(6) pk = (

⋂n
j=k+1 qs j ) ∩ (

⋂l
i=1 qti ).

Since all elements in this finite intersection are fromM and sinceM is closed under finite intersections we
obtain that

(7) pk ∈ M and, consequently,pk ∈ W.

By (6) and the monotonicity of theC j andQi we obtain from (3′) and (4′) that

y j /∈ C j (p∗
1, . . . , p∗

k−1, pk, pk+1, . . . , p j−1)), k + 1 ≤ j ≤ n, or equivalently

(3′′) y j ∈ H j (p∗
1, . . . , p∗

k−1, pk, pk+1, . . . , p j−1)), k + 1 ≤ j ≤ n, and
(4′′) zi /∈ Qi (p∗

1, . . . , p∗
k−1, qti , pk+1, . . . , pn) for 1 ≤ i ≤ l.

It remains to eliminate p∗
k from (2) for j = k. Note that

Hk = [βk](p∗
k ,¬Pk1(p∗

1, . . . , pk−1), . . . ,¬Pklk (p∗
1, . . . , p∗

k−1)).

By (7), pk ∈ M and hencep∗
k ⊆ pk . Then by the monotonicity of[βk] we obtain from (2) (forj = k) that
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(2k) yk ∈ Hk(p∗
1, . . . , p∗

k−1, pk).

From (1), (2) (for the cases 1≤ j ≤ k − 1), (2k), (3′′) and (4′′) we obtain that

x /∈ A(p∗
1, . . . , p∗

k−1, pk, . . . , pn)

for p∗
1, . . . , p∗

k−1 ∈ C(W) and pk, . . . , pn ∈ W. Therefore:

x /∈
⋂

{A(p1, . . . , pn) : p1, . . . , pk−1 ∈ C(W), pk, . . . , pn ∈ B(W )},
which completes the proof of the lemma.�

Now, the claim of the theorem follows immediately by applying the lemma consecutively fork = 1, . . . , n. �

9.3. Transforming an inductive formula into a primitive regular formula

We haveproved in [27] that every inductive formulaA in a reversive language can be effectively transformed into
anaxiomatically equivalent primitive regular formula Pr(A). As we will see in thenext section, both local first-order
definability and local d-persistence of primitive regular formulae are quite easy to establish, which thus yields the
Sahlqvist theorem forI in reversive languages. Moreover, the local first-order equivalent of an inductive formulaA
can be computed immediately from Pr(A) as indicated further.

Hereafter,Lτ is an arbitrary, possibly non-reversive polyadic modal language.
Here we replace the axiomatic equivalence ofA and Pr(A) by a stronger semantic equivalence, defined in terms

of local validity in closed extensions of descriptive frames, applying the results of the previous sections, and thus
extending the Sahlqvist theorem to arbitrary polyadic languages.

Hereafter we will denote local equivalence between formulaeA andB in a languageLτ by A ≈l
τ B.

Definition 81. Let A = A(p1, . . . , pn) andB = B(q1, . . . , qm) be formulae inLτr . We saythat A andB arelocally
closure-equivalent in Lτ , in symbols A ≈c

τ B, if for any descriptive or Kripkeτ -frameF = 〈
W, {Rα}α∈MT (τ ), W

〉
andw ∈ W ,

C(F),w |� A iff C(F),w |� B,

i.e. ⋂
p1...pn∈C(W)

A(p1, . . . , pn) =
⋂

q1...qm∈C(W)

B(q1, . . . , qm).

Clearly, ≈c
τ is an equivalence relation. Note that the closure equivalence for Kripke frames means simply

equivalence with respect to local frame validity.

Lemma 82 (Monotonicity Lemma). Let A, B, C be any modal formulae and p = p1, . . . , pm be a list of positive
occurrences of a variable p in a formula A. Denote by A(Q/p) the result of the uniform substitution of a formula Q
for the occurrences p in A. Then |� B → C implies |� A(B/p) → A(C/p).

Proof. Easy structural induction on formulae.�

Lemma 83. Let α, β be modal terms in Lτ , Q1, . . . , Qn, be positive formulae from Lrτ not containing
the variable p, and P1, . . . , Pm be any formulae from Lrτ positive in p. Then the formula A =
[α](¬[β](p,¬Q1, . . . ,¬Qn), P1, . . . , Pm ) is locally closure-equivalent in Lτ and is locally equivalent in Lrτ to
A p = [α](¬p, σp(P1), . . . , σp(Pm)) where σp(p) = 〈

β−1
〉
(p, Q1, . . . , Qn) and σp(q) = q for every q �= p.

Proof. First, we will prove the localclosure-equivalence inLτ . We recall the validity of the formulae[R1] and[R3]
in Lrτ , listed inSection 8.1.

Let F = 〈
W, {Rα}α∈MT (τ ), W

〉
be any descriptiveτ -frame andw ∈ W . SupposeC(F),w |� A and substitute〈

β−1
〉
(p, Q1, . . . , Qn) for p in A. SinceQ1, . . . , Qn are positive,

〈
β−1

〉
(p, Q1, . . . , Qn) is closed, byTheorem 72.

Then, byLemma 77we obtain

C(F),w |� [α]
(
¬[β]

(〈
β−1

〉
(p, Q1, . . . , Qn),¬Q1, . . . ,¬Qn

)
, σp(P1), . . . , σp(Pm)

)
. (*)
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From the validity of R1 weobtain by contraposition:

|� ¬[β]
(〈

β−1
〉
(p, Q1, . . . , Qn),¬Q1, . . . ,¬Qn

)
→ ¬p.

Now, from (*) by the monotonicityLemma 82and Modus Ponens we get

C(F),w |� [α](¬p, σp(P1), . . . , σp(Pm)).

Conversely, supposeC(F),w |� [α](¬p, σp(P1), . . . , σp(Pm)).
Let Q = 〈

β−1
〉
([β](p,¬Q1, . . . ,¬Qn), Q1, . . . , Qn). SinceQ1, . . . , Qn are closed (being positive), we claim

that the formula[β](p,¬Q1, . . . ,¬Qn) is closed inF . Indeed, for any closed sets assigned to the variables occurring
in Q1, . . . , Qn , the respective valuesQ1, . . . , Qn are closed sets, and therefore the positiveF -parametrized formula
[β(Qn) . . . (Q1)](p) defines a closed operator byLemma 55. Then, substituting[β](p,¬Q1, . . . ,¬Qn) for p, by
Lemma 77weobtain

C(F),w |� [α](¬[β](p,¬Q1, . . . ,¬Qn), P1(Q/p), . . . , Pm(Q/p)). (**)

Then, from the validity of R2, we obtain

|�
〈
β−1

〉
([β](p,¬Q1, . . . ,¬Qn), Q1, . . . , Qn) → p, i.e. |� Q → p,

whence, by the MonotonicityLemma 82

|� [α](¬[β](p,¬Q1, . . . ,¬Qn), P1(Q/p), . . . , Pm(Q/p))

→ [α](¬[β](p,¬Q1, . . . ,¬Qn), P1, . . . , Pm),

henceC(F),w |� [α](¬[β](p,¬Q1, . . . ,¬Qn), P1, . . . , Pm) by (** ).
The case ofF being a Kripke frame is an easy simplification of the argument above.
The argument for local equivalence inLrτ is essentially the same, but simpler, because it does not require any

restrictions on the substitutions.�

The lemma applies likewise when the argument¬[β](p,¬Q1, . . . ,¬Qn) is not in the first position.

Theorem 84. Every inductive formula in Lτ can be effectively transformed into a primitive regular formula Pr(A) in
Lrτ , such that A ≈c

τ Pr(A) and A ≈l
r(τ ) Pr(A).

Proof. Let A = [α](¬H1, . . . ,¬Hn, P1, . . . , Pk) be a pre-processed inductive formula with essentially positive boxes
H1, . . . , Hn and different heads resp.q1, . . . , qn.

Let the dependency digraph ofA determine a precedence order on these variables, extended to a linear
ordering ≺ such that q1 ≺ · · · ≺ qn. We transform A into Pr(A) through a sequence of intermediate
formulae A = A1, . . . , An = Pr(A) obtained by successive replacement of all essentially positive
boxes by variables, one by one inductively on≺, using Lemma 83. We have to show that the lemma
will remain applicable throughout that process. Indeed, we can show inductively onj = 1, . . . , n
that the formula A j will have the form [α](¬q1, . . . ,¬q j−1,¬H

′
j , . . . ,¬H

′
n, P ′

1, . . . , P ′
k) where H ′

i =
[βi ](qi ,¬Qi1(q1, . . . , q j−1), . . . ,¬Qini (q1, . . . , q j−1)) for some positive formulaeQi1, . . . , Qini . Assuming this,
we note thatQ j1, . . . , Q jn j do not containq j while all ¬H

′
j+1, . . . ,¬H

′
n, P ′

1, . . . , P ′
k are positive inq j , hence

Lemma 83applies to¬H
′
j in A j , so A j+1 = [α](¬q1, . . . ,¬q j ,¬H

′′
j+1, . . . ,¬H

′′
n , P

′′
1 , . . . , P

′′
k ) which again

satisfies the requirements of the lemma.
In the long run we obtain the primitive regular formula

Pr(A) = An = [α](¬q1, . . . ,¬qn, D1, . . . , Dk)

whereD1, . . . , Dk are positive formulae. ByLemma 83, A ≈c
τ Pr(A). �

In particular, every formulaA in a reversive language can be effectively transformed into a suitably equivalent
primitive regular formula Pr(A) in the same language. Furthermore, note that Pr(A) has the same variables as the
pre-processed inductive formulaA.
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Example 85. Consider the inductive formula

A(q1, q2) = [α](¬[β]q1,¬[γ ](¬Q(q1), q2), P(q1, q)).

The precedence order isq1 ≺ q2 and we transformA(q1, q2) in two steps. The first step is to substitute
〈
β−1

〉
q1 for

q1, and after that to replace¬[β] 〈β−1
〉
q1 by ¬q1 . The result is:

A1(q1, q2) = [α]
(
¬q1,¬[γ ]

(
¬Q

(〈
β−1

〉
q1

)
, q2

)
, P

(〈
β−1

〉
q1, q2

))
.

The second step is to substitute
〈
γ −2

〉 (
Q
(〈

β−1
〉
q1
)
, q2

)
for q2 (hereγ −2 is taken becauseq2 is the secondargument

in ¬[γ ] (¬Q
(〈

β−1
〉
q1
)
, q2

)
), and after that to replace¬[γ ] (¬Q

(〈
β−1

〉
q1
)
,
〈
γ −2

〉 (
Q
(〈

β−1
〉
q1
)
, q2

))
by ¬q2. The

result is the primitive regular formula

Pr(A)(q1, q2) = [α](¬q1,¬q2, P
(〈

β−1
〉

q1,
〈
γ −2

〉 (
Q
(〈

β−1
〉

q1

)
, q2

))
.

10. Inductive formulae and Sahlqvist theorem in languages with nominals

10.1. Adding nominals and universal modality to purely modal languages

Nominals (ornames in [18]) are a special sort of propositional variables in modal languages which can only be true
in a single possible world, i.e. their valuations are singletons. Adding nominals extends considerably the expressive
power of the modal language, while generally preserving its tractability and other good features (see [2]).

In order for nominals to work well in the language, we need an additional mechanism which allows references
(access) to the state named by a nominal from anywhere in the model. Such a mechanism is e.g. theuniversal
modality [u], the semantics of which in aτ -frame

〈
W, {Rα}α∈MT (τ )

〉
is given byRu = W 2.

Given a purely modal polyadic languageLτ , we denote byLn
τ its extension with countably many nominals

c1, c2, . . ., andbyLu,n
τ the extensionof Ln

τ with [u].
Henceforth by ‘variable’ we will mean an ordinary propositional variable, not a nominal. The definition of formulae

extends accordingly, adding the clause that every nominal is a formula, and extending the set of modal terms as
described below.

Definition 86. A formula ofLu,n
τ is pure if it does not contain propositional variables.

Now the definition of modal terms inLu,n
τ extends the basic one with the clause:

• Every pure formula is a 0-ary modal term,

i.e. modal terms can be parametrized with pure formulae. That clause essentially does not extend the expressiveness
of the purely modal languages, but gives them more flexibility and eventually enables us to extend considerably the
set of inductive formulae in languages with nominals at no extra cost.

Further, the definition of a model accounts for the restriction on the nominals: anLu,n
τ -model is a structure

M = 〈F, V 〉 where F is a Lτ -frame andV is a valuation for the propositional variables and the nominals such
thatV (c) for any nominalc is a singleton. To simplify notation we shall writeV (c) = w instead of{w}. Then:

M, w |� c iff V (c) = w.

Finally, the standard translationST extends by

ST (ci ) := (x = yi ),

wherey1, y2, . . . is a string of reserved variablesassociated with the nominalsc1, c2, . . ..

Proposition 87. Every pure formula is locally first-order definable.

Proof. The pure formulaA(c1, . . . , cn), wherec1, . . . , cn are all nominals occurring inA, locally determines the
conditionFO(A, x) = ∀y1, . . . ,∀yn ST (A). �
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For complete axiomatization of the basic normal logicKu,n
τ of Lu,n

τ see [27]. In particular, that axiomatization
involves an ‘unorthodox’ rule of inference forcing every state of a model to be named by a nominal. The notion
of ‘canonical model’ changes accordingly, but the respective property of ‘ discrete canonicity’, seeSection 11still
implies completeness. The following result (see [27]), in which ‘canonical’ refers to discrete-canonical, justifies the
importance of pure formulae as axioms.

Proposition 88. Every extension of Ku,n
τ axiomatized over Ku,n

τ with pure axioms is canonical.

10.2. Sahlqvist Theorem for inductive formulae revisited

Let Ln
τr be an extension ofLτr with a denumerable set of nominalsNom(L). If 〈W , . . .〉 is a frame thenNom(W )

denotes the set of all singletons{{x} : x ∈ W }.
Proposition 89. Let B(q1, . . . , qn) be a primitive regular formula in Lτ and F = 〈

W, {Rα}α∈MT (τ ), W
〉

be a
differentiated general τ -frame. Then⋂

q1,...,qn∈C(W)

B(q1, . . . , qn) =
⋂

c1,...,cn∈Nom(W )

B(c1, . . . , cn).

Proof. Let B = [α](¬q1, . . . ,¬qn, D1, . . . , Dk) whereq1, . . . , qn are different variables andD1, . . . , Dk are positive
formulae.

The inclusion(⊆) is obvious because all singletons are closed sets in a differentiated frame.
For (⊇) suppose that for somex ∈ W we havex /∈ ⋂q1,...,qn∈C(W) B(q1, . . . , qn). Then there existQ1, . . . , Qn ∈

C(W) suchthat x /∈ B(Q1, . . . , Qn). Then there arey1, . . . , yn, z1, . . . , zk ∈ W suchthat Rαxy1 . . . ynz1 . . . zk ,
and y1 ∈ Q1, . . . , yn ∈ Qn, z1 /∈ D1(Q1, . . . , Qn), . . . , zk /∈ Dk(Q1, . . . , Qn). As D1, . . . , Dk are monotonic
we get z1 /∈ D1({y1}, . . . , {yn}), . . . , zk /∈ Dk({y1}, . . . , {yn}), hence x /∈ B({y1}, . . . , {yn}), so x /∈⋂

c1,...,cn∈Nom(W ) B(c1, . . . , cn). �

Proposition 90. Let F = 〈
W, {Rα}α∈MT (τ ), W

〉
be a descriptive or Kripke τ -frame and A(q1, . . . , qn) be any

inductive formula in Lτ with a locally closure-equivalent primitive regular formula Pr(A) in Lτr . Then⋂
q1,...,qn∈W

A(q1, . . . , qn) =
⋂

c1,...,cn∈Nom(W )

Pr(A)(c1, . . . , cn).

Proof. By Theorem 79we have⋂
q1,...,qn∈C(W)

A(q1, . . . , qn) =
⋂

q1,...,qn∈W
A(q1, . . . , qn).

By Theorem 84we obtain⋂
q1,...,qn∈C(W)

A(q1, . . . , qn) =
⋂

q1,...,qn∈C(W)

Pr(A)(q1, . . . , qn).

Then byProposition 89we obtain the required equality.�

Thus, putting togetherTheorem 79and Proposition 90, we have obtained the following result which can be
regarded as a stronger form of the Sahlqvist theorem for inductive polyadic formulae.

Theorem 91. Every inductive formula in Lτ is locally closure-persistent and locally closure-equivalent to a pure
formula in the reversive extension Ln

rτ of Ln
τ .

Note that pure formulae, being 0-ary modal terms, trivially are inductive formulae.

Corollary 92 (Sahlqvist Theorem for I). Every inductive formula in Lτ is elementary canonical. Moreover, its local
first-order equivalent can be effectively computed from the formula.
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Proof. By Proposition 90, applied to Kripke frames, A has a local first-order equivalent determined by
Pr(A)(c1, . . . , cn). By the same proposition, applied to descriptive frames, the formula Pr(A)(c1, . . . , cn), andhence
the formulaA itself, is valid at every pointw of the underlying Kripke frame of any descriptive frame whereA is
valid at w. �

Applying Propositions 89and 90, we can describe a simple effective procedure for finding a local first-order
equivalent of every inductive formulaA:

(1) TransformA, considered as a formula in the languageLτ , into its primitive form Pr(A) in Lτr .
(2) Replace all variables of Pr(A) by different nominals. The result is a pure formulaLn

rτ . That formula encodes the
expected local first-order condition.

Let us demonstrate the procedure for computing the local first-order equivalent with the example from the previous
sections. Let

A(q1, q2) = [α](¬[β]q1,¬[γ ](¬Q(q1), q2), P(q1, q2))

with positiveP, Q. Then

Pr(A) = [α](¬q1,¬q2, P ′(q1, q2))

with P ′(q1, q2) = P
(〈
β−1

〉
q1,

〈
γ −2

〉 (
Q
(〈
β−1

〉
q1
)
, q2

))
.

Consider the caseQ(q) = [β]q ∨ q, P(q1, q2) = q1 ∧ 〈α〉 (q1, q2). Then

T(A) = Pr(A)(c1/q1, c2/q2)

= [α]
(
¬c1,¬c2,

〈
β−1

〉
c1 ∧ 〈α〉

(〈
β−1

〉
c1,
〈
γ −2

〉 (
[β]

〈
β−1

〉
c1 ∨

〈
β−1

〉
c1, c2

)))
with two different nominalsc1, c2. The meaning ofT(A) in descriptive and Kripke frames is derived by considering
c1, c2 ranging over the set of singletonsNom(W ) of the frame〈W, . . .〉, by the set-theoretic expressionFO(A)(x) :=
x ∈ ⋂

c1,c2∈Nom(W ) T(A). This is readily translated into a first-order formula as the standard translationST (T(A)),
thus producing the desired first-order local equivalent ofA.

11. Discrete-canonical formulae in reversive languages with nominals

Recall that a general frame
〈
W, {Rα}α∈MT (τ ), W

〉
is discrete ifNom(W ) ⊆ W.

11.1. Sahlqvist theorem for inductive formulae in reversive languages with nominals

Definition 93 ([47]). A formula A ∈ Lτ is locally di-persistent if for every discrete generalτ -frameF = 〈F, W〉,
whereF = 〈

W, {Rα}α∈MT (τ )

〉
, andw ∈ W ,

F, w |� A iff F, w |� A.

Clearly, every pure formula in a language with nominals is locally di-persistent. Also, note that any formulaA ∈ Lτ

is locally di-persistent inLτ iff it is locally di-persistent in the extension with nominalsLn
τ of Lτ , sincethe discrete

frames in both languages are the same.
Local di-persistence is important because the appropriately modified canonical general frames in languages with

nominals or difference operator (see [47,2]) are discrete, and therefore canonicity in a language with nominals
generally requires di-persistency. Thus, we have the following natural modification of the notion of elementary
canonical formulae in languages with nominals.

Definition 94. A formula A ∈ Ln
τ is discrete-canonical if it is locally di-persistent.

The following is a strengthening of Lachlan’s result that everyr -persistent modal formula is elementary (see [2],
Example 5.6.3, and also [46], Theorem 8.7 for the localized version). It can also be derived from results in [25].

Proposition 95. Every locally di-persistent formula in a language with nominals Ln
τ is locally first-order definable.
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Proof. We use a variation of van Benthem’s argument in [46], Theorem 8.7, proving that a modal formula is locally
first-order definable iff its local validity is preserved under ultrapowers. First, note that local non-validity of a modal
formula, being an existential second-order property, is preserved under ultraproducts. Therefore, in order to apply
Keisler’s characterization of first-order definable properties it suffices to show that local validity of locally di-persistent
formulae is preserved under ultraproducts. This follows from the fact that local validity of modal formulae is locally
preserved in ultraproducts of general frames (see [46], Theorem 4.12 for the classical modal language, routinely
generalized to arbitrary polyadic languages) and that any ultraproduct of Kripke frames regarded as general frames is
a discrete general frame.�

Proposition 96. Every primitive regular formula in Ln
τ is locally di-persistent.

Proof. Follows immediately from49and89. �

Corollary 97 (Sahlqvist Theorem for I in Reversive Languages with Nominals). Every inductive formula in a rever-
sive language with nominals is discrete-canonical.

Proof. Let F = 〈
W, {Rα}α∈MT (τr), W

〉
be any discrete general frame in the reversive language, which can be regarded

asLτr for a suitable typeτ . SupposeF , w |� A. ThenF , w |� Pr(A) by Theorem 84, whence the claim follows by
Proposition 96. �

A few comments of comparison with similar earlier results by Venema are in order here.Proposition 96was proved
for ‘very simple’ Sahlqvist formulae (subsumed here by‘primitive regular formulae’) in versatile languages with
difference operator by Venema in [47]. As a consequence, the respective Sahlqvist theorem was established there.7

Furthermore, the fact that every Sahlqvist formula in a temporal language is di-persistent is proved in [47], also noted
as an exercise in [2].

Another line of comparison and extension of the present results stems from the relationship between discrete frames
andatomic modal algebras in the respective polyadic languages. Indeed, every discrete generalτ -frame is an atomic
modalτ -algebra. Conversely, every atomicτ -algebraA is isomorphic, by the J´onsson–Tarski theorem to a general
τ -frameF = 〈

W, {Rα}α∈MT (τr), W
〉
which need not be discrete, because two or more states may not be separable by

W. However, as proved in [48], if in addition, all operators〈α〉 in A arecompletely additive, i.e. preserve arbitrary
joins, thenF can be constructed as a discrete frame over theatom structure AtA of A (see [48,49]) which is a Kripke
τ -frame based on the set of atoms ofA. In particular, this condition holds if the language is reversive or versatile
(see [49] for versatile languages). Venema has proved in [48] that the validity of all Sahlqvist formulae from the class
dRV is preserved when passing from atomicτ -algebras in versatile languages to their respective atom structures.
Since all primitive regular formulae are indRV, this result can be accordingly generalized to all formulae fromI
using the observations above,Theorem 84andCorollary 97.

11.2. Characterization of the discrete-canonical formulae in reversive languages with nominals

First, note that amongst all discrete general frames over a Kripkeτ -frame F there is aleast one in terms of
the family of admissible sets, viz. the one generated by all singletons inF , denoted here byS(F). Thus, local di-
persistence is equivalent to preservation of the local validity fromS(F) to F for every Kripkeτ -frameF .

Now, for every formulaA(p1, . . . , pn), in apolyadic language with nominalsLn
τ we define the set∆A of all pure

substitution instances of A, i.e. all formulaeA(P1/p1, . . . , P1/pn) where the variablesp1, . . . , pn are uniformly
substituted by pure formulaeP1, . . . , Pn .

The algebraic analogue of the following observation was proved in [49].

Lemma 98. For every τ -frame F, w ∈ F and a formula A ∈ Ln
τ ,

S(F),w � A iff F, w � ∆A,

(i.e. F, w � A′ for every A′ ∈ ∆A).

7 Venema also allows additional ‘non-orthodox’ rules in the axiomatic system. Since these rules donot affect the discreteness of the canonical
general frames, the canonicity of di-persistent formulae still holds if such rules are added to axioms fromI in an arbitrary polyadic language.
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Proof. First, note that every admissible set inS(F), beingconstructed from singletons by applying the set theoretic
and modal operators inLτ , is therefore of the typeP({x1}, . . . , {xm}) for some pure formulaP(c1, . . . , cm).
Therefore, every valuation inS(F) can be simulated by an appropriate pure substitution combined with an appropriate
valuation of the nominals inF .

Now, supposeA = A(p1, . . . , pn), and letS(F),w � A. Take anyA′ ∈ ∆A. ThenA′ = A(P1/p1, . . . , P1/pn)

for some pure formulaeP1, . . . , Pn . Consider any valuationV in F of the nominals occurring inP1, . . . , Pn . Then
V (P1), . . . , V (Pn) are admissible sets inS(F). Let V ′ be the valuation in S(F) assigning them top1, . . . , pn

respectively. ThenS(F),w �V ′ A, hence F, w �V A′. Thus,F, w � A′.
Conversely, supposeS(F),w � �V A for some valuationV in S(F). Then, according to the remark above, there is

an appropriate pure substitution instanceA′ of A and a valuationV ′ of the nominals inF suchthat F, w � �V ′ A′. �

Definition 99. FormulasA andB from Lτ arelocally di-equivalent if they are valid at the same states in the same
discrete general frames forLτ .

Note that local di-equivalence implies local frame equivalence, and for discrete-canonical formulae the latter
implies axiomaticequivalence, too.

Proposition 100. Every locally di-persistent formula A in a language with nominals is locally di-equivalent to a pure
formula.

Proof. Let A be a locally di-persistent, and hence locally first-order definable, formula inLu,n
τ with a local first-order

equivalentαA(x).
Let ΓA be the set of all local first-order equivalentsγP(x) of pure formulaeP ∈ ∆A. We will show that

ΓA � αA(x). Indeed, supposeF, w � ΓA. Then F, w � ∆A, hence S(F),w � A by Lemma 98. By local di-
persistence, it follows thatF, w � A, hence F, w � αA(x).

By compactness,Γ f
A � αA(x) for some finite subsetΓ f

A = {γP1(x), . . . , γPk (x)} of ΓA, and thereforeαA(x) is
equivalent toγ (x) = γP1(x)∧· · ·∧γPk (x), hence A is locally frame-equivalent to the pure formulaP = P1∧· · ·∧ Pk

locally corresponding toγ (x). In fact, A is locally di-equivalent toP due tothe di-persistence of bothA andP. �

The results above can be summarized in the following theorem, characterizing the discrete-canonical formulae in
reversive languages with nominals.

Theorem 101. For every formula A in a reversive language with nominals Ln
τ the following are equivalent:

(1) A is locally di-equivalent to an inductive formula.

(2) A is locally di-equivalent to a primitive regular formula.

(3) A is locally di-persistent.

(4) A is elementary and discrete-canonical.

(5) A is locally di-equivalent to a pure formula.

Proof. (1) implies (2) byTheorem 84. (2) implies (3) by Corollary 97, since local di-equivalence preserves di-
persistence. (3) implies (4) byProposition 95, and also from [25]. (4) implies (5) byProposition 100. Finally, (5)
implies (1) because every pure formula inLn

τ is an inductive formula by definition.�

We note that not all locally first-order definable andd-persistent formulae fall in the scope ofTheorem 101. A
counterexample is the formula(�p → ��p) ∧ �(�p → ��p) ∧ (�♦p → ♦�p) (see [46], Lemma 7.5), which is
easily seen not to be locally di-persistent.

Still, it would be nice if we could accordingly extendTheorem 101to any reversive language. The only non-
trivial implication there is from (5) to (1). However, at present even the question whether every formula in a reversive
language with nominalsLτ , which islocally di-equivalent to a pure formula inLn

τ , is locally di-equivalent to a locally
d-persistent formulais open to us.
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12. Concluding remarks

In this paper we have extended Sahlqvist formulae and Sahlqvist’s theorem, both in scope and depth, gradually
shif ting the focus on the semantic essence of these, captured by the concept of elementary canonical formulae. The
best syntactic approximation of this concept so far is the inductive formulae, but the class of elementary canonical
formulae still remains largely under-explored. Let us repeatthe main problem here: whilethe syntax is too restrictive
and only partly reflects that semantic idea, the latter seems too complex to be tractable.8 In a series of papers [6–10]
related to this study we explore further a hierarchy of natural and important classes of formulae betweenI andECF,
trying to bridge the gap between syntax and semantics in quest for deeper understanding of elementary canonical
formulae. In particular, in [7,8] we developan intermediate,algorithmic approach to elementary canonical formulae,
suggested by some algorithms for elimination of second-order quantifiers, such as SCAN ([17]) and DLS ([14,36]).
Each of these defines a set of modal formulae for which the algorithm computes successfully a first-order equivalent,
and for the case of SCAN, thatset has been recently proved in [29] to subsume all classical Sahlqvist formulae. The
relationship of these, and other algorithmically defined classes of formulae withECF is explored in [9]. An alternative
algebraic approach to some problems considered in the present paper is discussed in [43,44] in which the problem
of finding first-order equivalents of modal formulas is reduced to the problem of solving certain equations in modal
algebras by means of an algebraic modal generalization of the Ackermann lemma.
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