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Abstract

In this paper I submit that the “Chinese room” argument rests on the assumption that understanding a sentence necessarily implies being conscious of its content. However, this assumption can be challenged by showing that two notions of consciousness come into play, one to be found in AI, the other in Searle’s argument, and that the former is an essential condition for the notion used by Searle. If Searle discards the first, he not only has trouble explaining how we can learn a language but finds the validity of his own argument in jeopardy.

In the well-known “Chinese room argument,” John Searle argues against the idea that the process of understanding a language can be tantamount to mere manipulation of formal symbols. Over the years the argument, considered fatal against “strong Artificial Intelligence,” has provoked a number of objections (see commentary to Searle 1980; Carleton 1984; Rey 1986). Here I shall present another possible one. My hope is that this objection will shed some light on the relationship between understanding and consciousness. As I will argue, Searle’s position assumes that to understand a sentence one must necessarily be conscious of its content in a way I will specify later. So, the purpose of this paper, then, is, first, to differentiate understanding from being conscious of understanding and, second, to clarify the role that various notions of being conscious play in the argument. In this way I hope to show that in both cases Searle fails to make his point. Let’s start with the argument itself. 

Searle’s original purpose was to demonstrate that computer programs, however complex and accurate, will never be able to understand a language. Simplifying somewhat, Searle’s argument goes as follows: Searle, completely ignorant of Chinese, is locked into a room with a book of Chinese symbols and a book, in English, that explains how to combine and transform the Chinese symbols. Every now and then, sheets of paper with Chinese symbols written on them are slipped to him from under the door. His task is to give back a sheet of paper with Chinese symbols whenever he receives one. To do this, he compares the symbols on the incoming sheet with those on the Chinese symbols book, checks which rules are allowed for the occurring symbols, and transforms them accordingly. In this way, Searle transforms the symbols by means of a set of rules in a purely “formal” way, that is, by identifying the symbols just by looking at their shapes. Outside the room there is a Chinese person who is giving the sheets to Searle taking them to be “questions” and the sheets handed over by Searle to be “answers.” As a matter of fact, the Chinese person, a perfectly fluent native speaker, considers Searle’s answers to be adequate responses to the questions. Consequently he believes that inside the room there is somebody who understands Chinese, and grants in this way that Searle has passed the Turing test for Chinese. However, Searle’s comprehension of Chinese is not improved by his symbols processing. Hence, understanding a language is not equivalent to symbols processing, and the Turing test is not sufficient to determine understanding (Searle 1980).

Against this argument a number of objections are possible. The most interesting one is the so-called “systems reply.” According to this objection, even if Searle himself does not understand Chinese, the entire system, that is, the books, the room, the execution of the functions, etc., does. Searle has a rebuttal to this line of thinking: even if he memorizes all the contents of the books and the rules, and walks around uttering Chinese, he still wouldn’t be a Chinese speaker, insofar as he would not understand Chinese. Let’s inspect the main argument and this rebuttal more closely.

Consider the main argument from Searle’s point of view. It goes as follows (1):

i) I’m manipulating formal symbols for Chinese

ii) I do not understand Chinese

iii) The manipulation of formal symbols is not equivalent to understanding

This very argument has been transposed, by Searle himself, also in terms of syntax versus semantics (Searle 1990). The idea is that we may substitute “manipulation of symbols" with “syntax" and “understanding" with “semantics". Here is the new version of the argument:

i) I’m doing syntax for Chinese

ii) I’m not semantically competent with Chinese

iii) Syntax is not sufficient for semantic competence

Searle’s conclusion, in this new formulation, is that syntax is not sufficient for “taking care” of semantics (Haugeland 1981). Now, how does all this demonstrate the insufficiency of the Turing test as a test for linguistic competence and, hence, for understanding? 

We saw that, according to Searle, purely syntactical manipulation is sufficient for passing the test. So, in order to pass the Turing test it is not necessary to have semantics, that is, to have an intentional mind. Now, consider the problem of being a judge for a Turing test. The judge is a normal human being that, at the end of the test, supposes that there must be a  competent Chinese speaker inside the room or, in the systems reply, that Searle is a competent Chinese speaker. On what basis could the judge evaluate the adequacy of the responses by Searle? Given that he evaluates not only the syntactical correctness of the responses, but also -- and primarily -- their semantical adequacy to the questions, his judgments must be grounded in a semantical basis too. But since what Searle is doing is nothing but symbol manipulation, we conclude that syntax is sufficient for semantics. Therefore, in order to show that syntax is not sufficient for semantics, Searle has to suppose that syntax is sufficient for semantics. How is such a simple rebuttal of Searle’s argument possible? It seems to me that two different notions of semantics are at stake.

>On one side, say from the Turing test perspective, Searle may manage reference - for instance, he may perform correctly on questions like “could you indicate a red jacket?” - and truth - correctly replying to a list of true/false questions. On the other side,  say from the first person perspective of Searle himself, he does not know what he is doing; he cannot, as it were, “inspect” the contents of its own utterances. Analogously, since semantics was intended as a substitute for understanding, we have two notions of understanding either. 

>In one case, that of the Turing test, Searle does understand; in the other, that of the first person perspective, Searle does not understand what he is saying or doing. This second notion, however, is not the notion of understanding per se, but the notion of being conscious of understanding. Searle’s argument rests on the idea that understanding a language necessarily implies being conscious of the contents of utterances or mental states. It is Searle’s task to show that understanding necessarily implies consciousness.

Recently Searle has argued exactly along these lines, claiming that we must be able to be conscious of all the mental contents we have, at least in principle (Searle 1992). Now, what relationship between understanding and consciousness may we have in AI? Consider the case of AI program SHRDLU. SHRDLU simulates a robot arm which can move a number of solids, such as cubes, pyramids and spheres, in a fictional world, that is, in a world completely generated by the computer itself (Winograd 1972). A human being gives SHRDLU commands such as “pick up a pyramid and put it over a big blue block,” and SHRDLU reports what it is doing and why. Since SHRDLU may report what its final task is, and what the relevant steps it has to perform to accomplish the task are, I submit that it is conscious of what it is doing in the very simple sense that it is able to keep records of its  own steps. This should not be considered a trivial matter: for instance, sometimes we are completely unable to describe how we perform certain actions or what the basic elements of certain skills are. 

The situation with Searle’s reports, in the reply system response, is substantially the same. Searle may be conscious \it of \rm manipulating a certain symbol, i.e., the same symbol he used yesterday, even if he cannot be conscious \it that \rm he is manipulating a certain symbol, that is, he does not know what the symbol means (2). The very fact that Searle may report his own activity on all this symbols’ manipulation corresponds to being conscious of.

One may argue that Searle’s reporting activity actually is, again, symbols’ manipulation, so that no level of consciousness could be reached through this activity. I disagree. When Searle reports his activity about symbols, he is using the symbols to refer to the symbols themselves. To be adequate to the task, Searle has to differentiate between an object-language and a metalanguage, and it is exactly this feature that defines the kind of consciousness I am discussing. In the case of Searle’s native language understanding, on the other hand, the reports would be conscious reports in another sense.

Specifically, Searle would be conscious that the content of the proposition he has in mind or has pronounced is such and such. The that clause gives to the report the intentional character Searle considers proper to the domain of real conscious understanding. In this way understanding, an intentional notion, is explained exclusively in terms of conscious understanding or, more specifically, of being conscious that. 

The problem here is that the distinction between being conscious of p and being conscious that p is not taken into consideration in Searle's use of the notion of consciousness. On the contrary, Searle’s view seems to be committed exclusively with a notion of consciousness as a sort of “certainty” about what is going on in one’s own mind, that is, only  with the consciousness that. Considering the way in which we learn a language, this position could be disputed.

Suppose it is your first French class. The teacher tells you that “voiture” in French has the same meaning “car” has in English. As to your understanding, “voiture” was, up to five minutes earlier, a meaningless sound. It was exactly like a Chinese symbol for Searle. What differentiates you from Searle inside the Chinese room is that, in principle, you have direct access to the truth conditions for the correct use of “voiture.” Why do you have this special privilege? Because you are at the right level for the use of a certain symbol: that is, you are at the causal interaction level between macro physical objects and audible sounds. What you have to do, and what you may do, is to point to a car, pronounce [vwaty:r] and wait for your teacher’s reactions. In this sense you are in the same situation of Searle outside the Chinese room, i.e., you are in the same situation of Searle in his rebuttal of the systems reply. In this situation are you conscious of or conscious that? Until your teacher confirms the correctness of your pointing, or you have reached a reliable basis of confirmation on the use of the sound, you seem to be conscious of saying [vwaty:r], not being conscious that you are saying “voiture.”

If this is correct, then learning may be characterized as the passage from being conscious of to being conscious that or, in semantical terms, from semantic performance to semantic competence, and not the other way round. If one accepts this conditional, then one cannot presuppose that being conscious that must always be the case; otherwise learning would be impossible. Since the process of learning could be described in the same way with respect to our first native language, where we have to correlate behavioral reactions and initially meaningless sounds, it is not possible to suppose

that understanding is just a matter of being conscious that. So, if we are inclined to attribute forms of simple intentionality to kids, and perhaps to mute animals, we have to admit that being conscious \it that \rm is not a requisite for intentionality, but that being conscious of is. We have, then, two different morals, a weak and a strong one. 

The weak moral says that since Searle does not differentiate between being conscious of and being conscious that, and does not take into account the being conscious of  phase, he makes the process of learning more difficult to explain, leaving us without a clear idea on how we come to understand our first language. Therefore, while showing that -as beings capable of natural understanding- we are not computers, i.e., syntactical devices, the Chinese room argument fails to explain how we are capable of this natural understanding. 

The strong moral is the following: to argue against AI, Searle assumes consciousness that. Yet, as I have indicated, consciousness that requires consciousness of, this latter notion being perfectly “graspable” in strong AI. Since Searle does not take into consideration this distinction, he cannot have this latter notion. Consequently, without the consciousness of he cannot have the consciousness that either. If he cannot have this latter notion, the Chinese room argument is no longer compelling.

Notes

1) I am simplifying a little bit in assuming that Searle already knows that the experiment is on Chinese. The most radical translation would be something of the form 

i) I am manipulating formal symbols for who-knows-what

ii) I do not understand who-knows-what

iii) Understanding is not manipulating formal symbols

I think this further complexity may be avoided without losing anything in the argument

2) The distinction between being conscious of and that could be compared with that between awareness1 and awareness2 by Dennett (1969) or that between phenomenal consciousness and access consciousness by Block (1990, forthcoming).
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