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Almost twenty years ago Premack and Woodruff (1978) set forth the hypothesis that some species, notably humans and chimpanzees, have an innate "theory of mind." According to this hypothesis, some animals, and humans, are able to predict and explain the behavior of an  individual by attributing to them beliefs, desires and other intentional states. This means that these species would have the so-called "folk psychology" in an internalized form. Folk psychology, as a means for understanding behavior, is generallly accepted in an instrumental form. The problem is whether the attributed intentional states are really present in the mind, or have to be considered as fictional entities. These are the positions, in turn, of Fodor and Dennett. I will try to show that the data marshaled in favor of the theory of mind are better suited for Dennett's view on ontology of intentional states than for Fodor's view. However, as we will see, Dennett's position should be modified from a fictional toward a more realistic view. Let us start from the theory of mind.

In their original experiment, Premack and Woodruff (1978) showed to Sarah, a well-trained chimp, a video representing a person locked in a cage attempting to grasp a banana placed out of reach. After the person failed a series of attempts, the video was stopped and the chimp was asked to indicate the better instrument to satisfy the goal of the person in the cage. After 24 trials Sarah had given 21 correct answers. To this experiment others data have been gathered and the "theory of mind" hypothesis has been discussed at length (see Mitchell and Thompson 1986; Ristau 1991; Premack 1988; Whiten 1991). Additional data come from the so-called "tactical deception." Byrne and Whiten defined "tactical deception" as "acts from the normal repertoire of an individual, used at low frequency and in contexts different from those in which it uses the high frequency (honest) version of the act, such that another familiar individual is likely to misinterpret what the acts signify, to the advantage of the actor" (in Whiten and Byrne 1988, p. 233). It is useful to give an example of this kind of deception to see what is at stake.

The following example, reported by H. Kummer, deals with baboons: 

The unit was resting. An adult female spent 20 minutes in gradually shifting in a seated position over a distance of about 2 meters to a place behind a rock about 50 cm high where she began to groom the subadult male follower of the unit - an interaction often not tolerated by the adult male. As I was observing from a cliff slightly above the unit, I could judge that the adult male leader could, from his resting position, see the tail, back and crown of the female's head, but not her front, arms and face; the subadult male sat in a bent position while being groomed. The only aspect that made me doubt that the arrangement was accidental was the exceptionally slow, inch by inch shifting of the female. This had in fact caused me to focus on her behavior so long before she had reached the final position" (in Ibid., p. 236). 

The idea is that the female was checking the adult male by "projecting" herself in his position considering what he was able to see and believe from that point of view. 

Other experimental and observational data come from psychology. Studies in developmental psychology show that attributing beliefs and desires is something that humans develop at the age of 3.5 (see Perner 1991; Wimmer and Perner 1983), and the lack of this ability may explain the behavior of autistic children (Frith 1989). Let me describe a well-known experimental setting. The following problem  is presented  to children from 3 to 7: Sally and Anne are in the same room. Sally has a basket and Anne has a box. Sally puts her doll in the basket and then leaves the room. Anne moves the doll from the basket to the box. Sally then re-enters the room. Where will Sally look for the doll? No children between 3 and 4 gave the correct answer, 57% of those between 4 and 6, and 86% of those between 6 and 9 gave the correct answer (cfr. Frith 1989, Perner 1991).

What are the philosophically relevant issues raised by these experiments? Taking for granted that all these data are robust enough to support intentional attributions
, I think they show that, first, intentional behavior is possible in mute animals and, second, that there is some continuity between certain lack of competence in animals and in human infants, a continuity that may be considered in a more general perspective. What do these experiments demonstrate with respect to the ontology of belief? How should we consider intentional states? I will try to shed light on this theme, in particular with respect to the problem of animals' beliefs.

According to Fodor (1975; 1987), intentional states are symbols computated in a Language of Thought (henceforth LoT). This hypothesis is not linked to the presence of a public language. Such a LoT, in fact, is the precondition for the manifestation of certain cognitive processes such as decision making, inference from perception and concept acquisition. Since animals and infants exhibit these processes, they also must have such a LoT and thus LoT is not linked with natural language. Fodor supposes that the elements of the LoT are symbols in a computational medium. What are the key features of the LoT that justify the hypothesis also with respect to mute animals and infants? In Psychosemantics Fodor gives three arguments for defending the LoT hypothesis, all aimed in differentiating LoT from intentional realism. The main difference between the LoT hypothesis and intentional realism is that according to the latter, p & q is considered to be a non structured attitude of belief about a structured object, which is the composed proposition p & q. According to the former, the same belief is a structured attitude, believing that p and believing that q, concering a structured object, p & q. Following is a brief summary of Fodor's three arguments for supporting this distinction.

First of all, it is methodologically important to accept the principle according to which complex causal events are constituted by simple causal events plus relations that may be subsumed under generalizations. For instance, the sounds of some birds are complex in the sense that it is possible to segment them and establish generalizations on the segmented elements. Secondly, cognitive theories of psychological processes are established by supposing combinatorial structures, as is the case in psycholinguistics. Finally, there are, potentially, endless types of beliefs, that is, intentional states are productive and systematic. As previously stated, these arguments must support the LoT hypothesis independently from the exhibition of a public language. In other words, they must apply to non-human animals. We may then see whether it is possible to apply these arguments to those animals to which a theory of mind is attributed. I deem that this is not the case. I will show that the three arguments marshaled for defending the LoT hypothesis cannot be supported by mute animals.

Consider the third argument presented above. According to this, if an animal has a LoT, then it must be possible to attribute to him endless types of beliefs and desires. Is such an attribution possible? Take the more simplistic case of endless belief types in our species: mathematical beliefs. We may believe that x > y for any x and y. May a chimp have a similar belief? Let us suppose that it is possible to attribute to a chimp the belief that x is taller than y. Now, the chimp may have this belief just in presence of two individuals. The chimp cannot really believe that x is taller than y, but just that a is taller than b. The belief, then, depends from a perceptual presentation, and there is no evidence that an animal is able to have a general belief on free variables. Moreover, if a chimp, or other animal, had a LoT, since LoT is a system, then the animal would manage relations such as reflexivity, symmetry and transitivity. In fact, if something is a system, then its systematicity must be supported by some relation. If we consider the psychological studies, it seems clear that human beings, on whose cognitive processes the LoT hypothesis has been established, manage all these relations (cfr. Sidman and Tailby 1982). Do mute animals show something equivalent to the understanding of these relations? The answer seems to be "no," even if this answer must be specified. For instance, while pigeons show no ability in discriminating any of these relations, some monkeys seem able to manage reflexivity and transitivity. However, there is only one case, in the literature up to 1991, in which a single chimp understands and manages symmetry (cfr. Tomonaga et al. 1991). So, if animals had a LoT they should be able to manage these relationships. Since they, for the most part, fail, it is doubtful that they have a LoT. One could reply that animals have limited combinatorial capacities, in which some relations are excluded. It is possible, however, to consider this point in a second argument.

On what criteria is the LoT hypothesis based? It is based on the identification of semantic primitives, namely the symbols, of the LoT. The symbols are those elements that are combined together in representations, and the intentional states apply to representations. Is it possible to identify those symbols in mute animals? If the answer were "no" the LoT hypothesis would be weakened, at least with respect to animals. Consider the case of tactical deception. Suppose that the adult female believes that #the adult male cannot see me grooming or the groomed subadult#. Could this belief be decomposed to #the adult male cannot see me grooming# and #the adult male cannot see the groomed subadult# so that, eventually, the right symbols are identified? The decomposition is essential for the LoT hypothesis, since Fodor thinks that this feature distinguishes his position from intentional realism. So, if the composed belief could be attributed, the same must be true for the composing beliefs. This process of decomposition should be applied all the way down to symbols, the primitive elements of LoT. 

However, we have to consider that whenever the property *grooming* is instantiated, the property *cleaning from parasites* is instantiated too. However, these two properties activate two different sets of symbols or two different symbols in the LoT. But it seems to me that only humans are able to distinguish between these two different symbols, while chimps cannot tell the difference between grooming and cleaning from parasites. But, if chimps cannot distinguish between these two properties we do not have a clear way to distinguish the compositionality of their intentional state, the belief that #the adult male cannot see me grooming or the groomed subadult#, from the compositionality of the object of the belief, namely #the adult male cannot see me grooming and cannot see the groomed subadult#. If we cannot distinguish between these two forms of compositionality, the difference between LoT and intentional realism collapses. Let me explain this point in some detail.

If the property *grooming* is coextentional with *cleaning from parasites*, and if the baboons are not able to distinguish between these two properties, they are not able to distinguish between the two concepts *GROOMING* and *CLEANING FROM PARASITES*
. Consider the composed belief content #p&q# where #p# expresses the concept *GROOMING* and #p'# expresses *CLEANING FROM PARASITES*. Is a baboon ablt to distinguish the first concept from the second, the attributed belief that #p & q# cannot be differentiated from the belief #(p v p') & q# where #p# and #p'# have the same truth value but different representations. If we cannot distinguish between these attributed beliefs, we cannot differentiate the content of the belief (namely #p# or #p'#) from the state of belief with different composition (namely #p & q# or #(p v p') & q#). If we cannot differentiate these two aspects, the argument for the LoT collapses. Since baboons do not show any behavior that would justify the differentiation of these two concepts, there is no way to identify the primitive elements of their LoT, and with no primitive elements, no LoT. Thus, the second argument for the LoT, which looks at the postulation of combinatorial structures as in psycholinguistics, is not sufficient to justify the hypothesis that mute animals have a LoT.

Finally, the first argument, the one dealing with causality, is in itself clearly not sufficient for a defense of the LoT hypothesis. If animals have a theory of mind, they have intentional states. However, the LoT hypothesis is not the right way to describe the kind of states these animals may have. Animals, therefore, do not have a LoT. Since LoT was supposed to be a general hypothesis on the ontological status of any intentional state, it loses much of its force. Intentional states, ontologically speaking cannot be considered as abstract symbols in a LoT.

In what follows I will suggest that Dennett's position best addresses the problem at stake. According to Dennett, intentional states are the result of a stance that observers assume in order to describe, predict, and explain the behavior of various "systems," such as human beings, animals, and some artificial devices. The application of this stance amounts to the attribution of a given system of beliefs and desires. The stance is justified if it allows the observer to predict of the system's behavior better (cfr. Dennett 1987). This position, however, has been criticized as too instrumentalistic. Intentional states would depend on the observers, so that the system would not really have such states. Against this objection, Dennett argues that it presupposes that intentional states are "real" entities present somewhere in the system's brain. This idea is, however, far from clear. First of all, many objections to this realistic attitude toward intentional states have been put forward (see Dennett 1982); secondly, with respect to the beliefs of animals this position is far from tenable, as we have seen from the previous discussion. So, from Dennett's point of view, the attribution of a "theory of mind" to an animal depends on the kind of behavior the animal exhibits plus the gain in predictivity that the attribution gives to the interpreters (cfr. Dennett 1983).

From this perspective, the hypothesis that animals have a theory of mind is not equivalent to their having beliefs and desires represented in the brain, let alone in the mind, but is equivalent to the exhibition of behavioral patters that have certain features that an interpreter may pick up by attributing beliefs and desires to them (cfr. Dennett 1991). I present here a recent version of Dennett's position with respect to the general issue of animals' beliefs: 

Do animals have beliefs, then? It all depends on how you understand the term "belief." I have defended a maximally permissive understanding of the term, having essentially no specific implications about the format or structure of the information-structures in the animals' brains, but simply presupposing that whatever the structure is, it is sufficient to permit the sort of intelligent choice of behavior that is well-predicted from the intentional stance. So yes, animals have beliefs. Even amoebas - like thermostats - have beliefs. Now we can ask the next question: what structural and processing differences make different animals capable of having more sophisticated beliefs? We find that there are many, many differences, almost all theoretically interesting, but none of them, in my opinion, making a well-motivated chasm between the mere mindless behavers and the genuine rational agents" (Dennett, forthcoming).

Is this position sufficiently robust to support the kind of ability the attribution of a theory of mind presupposes? I doubt this. As we saw in the discussion of Fodor's position, there are certain behavioral patterns that call for the attribution of intentional states as states that guide the behavior of the animal. The problem is how to describe the supposed content of these intentional states. Here Dennett and I part company. Dennett thinks that there is no need to specify the content of these intentional states, since its specification would ask for a verificationist discussion on whether we identified the "right" content or not, a discussion Dennett refuses to be involved in from the very beginning. My view is instead that we need to specify the intentional content by constraining it to the conceptual abilities of the animal, as exhibited in all its behavioral repertoire.

Consider again the belief of the baboon that #the adult male cannot see me grooming or the groomed subadult#, and consider the problem of distinguishing between the concept *GROOMING* and the concept *CLEANING FROM PARASITES*. Now if there is no evidence to suppose that baboons can differentiate the two concepts, various options are available. While Fodor gets in trouble, Dennett argues that this indeterminacy shows there are no such things as beliefs and desires as inner representations. However it could be argued, and this is the line I maintain, that we must constrain the kind of beliefs we are attributing to baboons. Language is "too rich" for expressing baboons' intentional states, and we need to suppose a weaker notion, such as "proto-thought" (cfr. Dummett 1988; Dennett 1996)
. This hypothetical notion would assume the same role in baboons, and other animals' lives, that intentional notions assume in our, human, lives: it should be conceived as a guiding behavior. This notion, as that of intentional state, should be considered part of a system of procedures and abilities that allows various systems, animals or human beings, to behave adequately in complex social circumstances. If this notion was not causally active in the systems' brains it would not have been positively selected during evolution. So, while Dennett conceives of folk psychology as a stance that we, as observers, assume whenever we have to explain or predict the behaviors of some system, I think that it is a set of rules and procedures that systems with complex behavior, in particular with forms of social behavior, have in the biological setting
. However, it must be acknowledge that Dennett has recently developed a more realistic attitude toward animals' beliefs, considering the importance of calibrating our attribution to the kind of concept they may manage  (cfr. Dennett 1996).

The following example explains a way in which we are able to secure our attributions to animals. Let us consider two dogs pretending to fight. Suppose a third dog comes on the scene. If the third dog were able to interpret the scene both as two dogs fighting and as two dogs pretending to fight, and if the third dog showed a behavior of warning and readiness for fight with respect to the other two, we could attribute to the third dog the belief, or the quasi-belief, that #the two dogs are fighting# and not the belief that #the two dogs are pretending to fight#. On which basis can we be sure that it is possible to attribute this kind of belief to the third dog? It seems to me that there are evolutionary reasons that support these possible attributions. First of all, the two dogs pretending to fight must differentiate, behavioristically, the pretense of fighting from a real fight, otherwise they would always react in the same manner and there would be no instances of pretense of fighting as opposed to real fighting. This means that, in general, a dog may differentiate a pretense of fighting from a fight. Hence, the third dog may grasp this difference too. And this is an important difference to grasp. In this way we would make sense of errors in the dog's mind. In fact, the third dog is wrong in interpreting the movements patterns of the other two dogs. Since error is fundamental in admitting the possibility of attributing intentional states, we have a case in which certain attributions are secured because they are constrained to the dog's mind, and these attributions give the possibility of error in the dog's mind, granting that a dog is an intentional system in a more realistic sense. What differentiates this approach from the one defended by Dennett is that the attribution of intentional states is constrained not with respect to the better explanation alone, but with respect to the better explanation established in accordance with the conceptual ability of the system under investigation. I am proposing to constrain the intentional stance to the systems' conceptual abilities, interpreted in the light of behavioral advantages, and advantages that natural evolution gave to him as a member of a certain species.

Summing up the entire discussion, I want to underline that intentional states, seen as states that guide the behavior of certain kinds of systems, for instance animals and non speaking humans, should not be considered as particular entities represented in the mind, as is supposed in Fodor's theory, nor as fictional entities, as supposes Dennett's original theory. Rather, we should understand them as parts of a biological setting that allows systems of a certain complexity to manage social interactions and exchanges. It is through such a naive theory that these systems have been able to evolve in the way that we can now see, and it is the possession of this theory that collocates some systems to a higher position on the evolutionary ladder. Evolution is carried out more often through virtuous circles rather than through a trade-off between costs and benefits. We have then a conditional overall conclusion: if the theory of mind will prove to be a robust hypothesis, it will be best supported by a general dennettian view on the ontology of belief rather than by that expounded by Fodor. Beliefs, desires, and other intentional states, should best be viewed as procedures and abilities on which combinatorial structures, as those expressed in language, may evolve, and not the other way round.
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� Some authors argue that animals cannot be credited with any intentional attribution (cfr. Heyes 1993). There is also debate on the validity of the psychological data. I acknowledge these difficulties, but I think it is worth discussing their consequences from a philosophical perspective.


� Here #p# expresses the content of a belief, namely a proposition; *p* expresses a property and *P* expresses a concept.


� However, I disagree with Dummett on what a "proto-thought" amounts to. 


� So far I am restrincting myself to those intentional states that guide non verbal behavior, both in animals and human beings. When language enters onto the stage, the situation becomes more and more complex. I leave this issue aside.





