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Chapter 26

Computational Modeling
as a Philosophical
Methodology

Patrick Grim

Since the sixties, computational modeling bas
become inereasingly important in both the phys

ical and the social sciences, particularly in physics,
theoretical biology, sociology, and cconomics.
Since the cightics, philosophers too have begun
to apply computational modeling to questions in
logic, epistemology, philosophy of science, philo

sophy of mind, philosophy of language, philo-
sophy of biology, ethics, and social and political
philosophy. This chapter analvzes a selection ot
interesting examples in some of these areas.

Computer Models in the Sciences
and Philosophy: Benefits and
Limitations

What qualifics as a computer model or a com

puter simulation has itself” been subject to philo

sophical scrutiny, but without clear consensus.
In a classic statemen, 1. Navlor (1966) defines
computer simulation as

a numencal technigue for conducting experi
ments on a digital computer which involves
certain wypes of mathematical and  logical

maodels  that desenbe the behavior of ..
systems over exiended periods of ume. (p. 3}

On the other hand, Fritz Rohrlich {1991} and
Paal Humphrevs {1991), among others, em-
phasize the importance of tractability as a
motivation for computer modeling. Humphreys
builds that feature into his working definition:

A computer simulation is any  computer
implemented method for explonng the prop-
eriies of mathematical models where analvtic
methods are unavailable. {1991: 501)

Most authors have not attempied strice definition,
conceding thar the notion of a “maodel™ is vague
and mav even have several distinet senses | Fetzer
1999, Still, several important features of med

cls are repeatedly emphasized in the literature:
{11 models occupy a concepiual role somewhere
between empirical data and traditional theory;
{2) modeling represents a wide varety of tech

nigues, rather than a single tool; and (3§ model
construction self is part of the “art”™ ot sdence
(see especially Rohrlich 19913, There i also
general agreement on reasons for welcoming
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computer modeling in particular: (1) increased
mathematical tractability, particularly in under
standing complex and dynamic processes over
time; {2) a methodologically important vividness
or graphic immediacy that is often charactenstic
of computer models; and (3) the possibility of
computational “experiment.” This last feature is
clear 1o anyone who has worked with computer
models, and is noted in almost every outline off
computational modeling since Naylor (1966),
quoted above,

A number of authors portray computer experi
mentation in general as a technological extension
of an ancient tradition of thought experiment.
It is this “esperimental™ aspect of computational
modeling that has been seen as o particularly
important addition to philosophical methodo
logy. Kyburg (1998: 37) speaks of a “kind of
philosophical laboratory or tesung  ground.”
Grim, Mar, and St. Denis (1998 10) speak of
“an important new environment for philosoph
ical research,” and Bynum and Moor (1998: 6)
speak of computing as “a medium in which to
model philosophical theories and positions™;

Computing and related concepts significantly
enhance philosophy by providing a kind of
intellectual clay that philosophers can mold and
shape and study. Through computing, abstract
ideas — which philosophers like 1o manipulate
- ¢an be instantiated and investigated. There
is nothing wrong with good armchair reflection
... Bur armchair reflection has its himitations,
(1998: 2-3}

The exploration of abstract philosophical ideas
by means of computer models offers a number
of major bencfits. One benefit is an astounding
increase in manageable complexity. Although
philosophers have long appealed to thought
csperiments, practical necessity has limited these
to our individual human powers of calculation.
As Bvnum and Moor note, "armchair recursion
doesn’t recur very many times.” With computer
models, on the other hand, the computational
ceiling is lified on philosophical imagination.
Complex interactions that previously could only
be vaguely guessed at can now be caleulated with
case, and consequences of such interactions can
be revealed with a depth previously impossible.

IPatrick Grim

The development of complex systems over time
could hardly have been envisaged at all before
the computer, but has now become a topic of
philoso-phical thought experiment in a wide
range of arcas,

Another benefit of computer modeling is thar
its methodological demands work as a counter-
force against philosophical vices of imprecision,
vagueness, and obscurity. The environment of
computer modeling enforees *unflinchingly and
without compromise, the central philosophical
desiderarum of clarity: one s forced to consrruet
theory in the form of tully explicit models, so
deniiled and complete that they can be pro-
gramued ™ (Grim, Mar, & St. Denis 1998: 103,
Jahn Pollock has emphasized that one constraing
imposed by computer modeling is simply thar
the theory at issue must actually work the way it
is supposed to. *As mundane as this constraint
may seem, [ am convinced that most epistemo
logical theories fail to satisfy it.” The fact that
computer modeling imposes demands of preci
sion and detaid “can have a very therapeutic effect
on a profession that is overly fond of hand
waving™ (Pollock 1998: 34).

Another benehit of a computational environ
ment is the prospect of exploring possible vari
ations on theory. With a computer model in place,
variations on the model are generally casy. One
can explore consequences of epistemological,
biological, or social theories in slightly difterent
environments or with slightly different para
mweters. The result is that the theory with which
one begins may be replaced by a varation that
APpLars More promising in action.

As has always been true of the interplay
berween technology and pure scrence, it is also
possible for the application of philosophical idvas
in computational models ar the bottom to sug,
gest new and intrigaing philosophical ideas at
the top. Tt was computer work in graphing the
semantics of infinite-valued paradox, for example,
that suggested the proof for a theotem on tormal
undefinabilicy of chaos (Grim, Mar, & St Denis
1998). Models developed in order 1o tackie old
problems may open up new ternitory for philo
sophical exploration as well. A central question
in Hobbes s how cooperation can emerge in a
society of seltserving egoists, Gamie-theoretic
attempts to answer that question have bueen
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developed and expanded in computer maodels
(see Chapter 22, Gami THEORY) Those models
have in tarn raised further questions regarding
evolution and cthics, rationality and justice, and
the unpredictability of social behavior in even our
simplest models (Axelrod 1984, Daniclson 1992,
Skyrms 1996, Grim, Mar, & 5t Denis 1998).
Some benefits of computational modeling are
evident even in aspects for which it is occasionally
crticized. Formal models in general and philo-
sophical computer models in particular are bound
to be abstract. The high level of abstraction,
however, can be seen not as a weakness but as
an indication of potential power and promise.
Distinct phenomena that appear in quite dif-
ferent contexts — biology and economics, for
example, or logic and physics — may nonctheless
have a simitar structure or exhibit a similar dy-
namics. The search for patterns that hold across
different disciplines has characterized new ficlds
such as chaos theory and artificial life (sec Chap-
ter 15), and promiscs to be an area in which
philosophical computer madeling could flourish
as well. As Bedau (1998: 135) ‘rcmarks,

By abstracting away from the details of chaotic
systems (such as ecologics, turbulent fluid fow,
and economic markets), chaos science seeks
fundamental properties that unify and explain
a diverse range of chaotic systems. Similarly,
by abstracting away from the details of life-like
systems {(such as ceologics, immune systems,
and autonomously evolving social groups) and
synthesizing these processes in artificial media,
wpically computers, the field of artificial hfe
secks to understand the essential processes
shared by broad classes of life-hke systems.

One promise of philosophical computer modeling
is highly abstract crossdisciplinary work of pre
cisely this wpe.

Models in the physical and particularly the
social sciences are also sometimes met with the
objection that they are were models:  that
the phenomena being modeled are complex in
wavs to which a simple model could not pos
sibly do justice. The same is to be expected as an
oceasional response to philosophical computer
modeling. In reply, it must simply be admitted
that all models have major limitations built in.

Computational Modeling

"That is part of wiat makes them models. Modcls,
like abstract laws, prove uscful in both explana
tion and exploration precisely becanse they are
simpler than the full phenomenon, and thus casice
to handle and track. We need simple models
because we need a simpler way of understanding
complex phenomena, and because we need to
scparate what is important in what happens from
the distracting but unimportant details.
One can then argue that neither the abstract
level nor the simplicity of models requires fur-
ther defense, With computational modeling as
with any methodology, however, there are some
real inteliectual dangers. New methodologies
always offer new ways of approaching particular
kinds of questions. There is thus always a tempta:
tion to phrase questions in only those ways that
the new method can handle, or to ask only those
questions that the new method can casily address.
We may end up considering only those versions
of a theory that can be readily modeled, for
example, or attending only to those types of
theory that can be modeled at all. The only
known cure for such a danger is to be aware of
it. Although we do not want to ignore promis-
ing, new techniques, we must be aware that they
will inevitably come with limitations. For any
promising new tool, there will always be further
questions, equally deep and serious, for which it
may #et be the best approach.

Computational models carry a more specific
danger as well. As models increase in sophistica-
tion in a particular tradition of model building,
they are inevitably built out of their simpler pre
decessors. Computational models often incorpor
ate carlier passages of code wholesale. Thus, if carly
models in a tradition carry an inessential feature
or an unexamined assumption, that feature or
assumption is likely to remain, unquestioned and
uncriticized, throughout later work as well. One
of the carliest models to be applied to questions
in ceononycs, for example, was built using a
quite particular balance of potential gains and
losses: the gains and losses characteristic of the
Prisoner’s Dilemma, discussed further below.
“There is now extensive research in theoretical bio
logy, evolutionary psychology, and philosophy
using the descendants of that original model.
But it is almost never asked whether the particu
lar gains and losses built into the model reflect
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realistic assumptions for the specific applications
at issue,

It must finally be admitted that individual
models can certainly fail. Within both philosophy
and the sciences a simple model may tum out 1o
be too simple, or may be simple in the wrong
ways. It may abstract not from accidental fea-
tures but from fundamentally essential aspects ol
what is being modeled. The possibility always
remains that a model captures too few aspects of
the phenomenon, or the wrong ones. That models
can go wrong in these ways is grounds for criti-
cism of individual models, of course, but it con-
stitutes no objection against a methodology of
model-building in gencral. When a maodel falls
short it quite generally suggests a better model.

The following sections emphasize several areas
of current exploration in philosophical computer
modeling. Evident in much of this work is a
strong interdisciplinany or cross-disciplinany tend-
ency. Maodeling techniques developed prinarily
within physics have been applied within logic
{Grim, Mar, & St. Denis 1998); techniques
developed within computer science have been
brought 1ogether with traditions in economics
and sociology and applied to questions ot ethics
and social-political philosophy (Skvrms 1996,
Danicison 1992, Grim, Mar, & St. Denis 1998),
I'be comments of Clark Glyvmour and his collab-
orators with regard to “android epistemology™
can be applied to philosophical computer mudel
ing more generally:

The torce of this idea can be seen in the wav
in which it violues all kinds of traditionat
disaiplinary boundaries in science, bringing
wgether engineering and the life sciences,
placing mathematical linguistics in the heart
of clectrical engineering and requiring moral
philosophers to understand computation the-
orv. University deans, forced 1o work within
the old hierarchics, weep with frustration, and
the work often has to be done in new inter-
disciplinan™ - and  often  undisciphned
research centers and institutes which escape
the old categories, We live in interesting times.
{Ford, Glvmour, & Hayes 1995; xi1)

The rest of this chapter is devoted to some key
cxamples of philosophical modeling being done
in these interesting times.

Patrick Grim

340

Logic

At a fundamentai level, computers are logical
machines: their basic operations can be outlined
in terms of standard logical connectives. This
immediately suggests the possibility of turning
to computers as tools for extending work in tra-
diional logic. One might expect intensive work
on theorem-proving programs, for example, and
indeed research of this type has an impressive
histon: (see especially the bibliography on logic
and automated theorem proving at <www.es,
cmu.edu/afs Sos /project /pal /bibs / Logictext.
bib=). What is interesting, however, is that com
puters have also played a key role in the devel
opment of rentraditional logical models
Suppose we start from a set of premises £, and
add a few more to create a larger set of premises
P In traditional fogie, anvthing we could have
deduced from premises Py will also be deducible
trom the inclusive set Py classical logics are
monotonic. Much of evervday reasoning, however,
scems 0 be nonmonotome. 161 am told thae
Tweety is a bird, | conclude thar Tweery can fly.
If given more information = that Tweery is a
bird and a penguin, for example = 1 may with
draw that comnmutment, The oeed 1o handle
*defeasible™ or nonmonotonic reasoning, of this
kind quickiy became evident in attempts at
modeling patterns of reasoning in arnificial intel
ligenee, and the development of rival approaches
is active and ongoing (Pollock 1998, Kyvburg
1998, Gabbay, Hogger, & Robinson 1994},
The fact that computer models can otfer vivid
images ol abstract phenomena is exploited for
logical purposes in Grim, Mar, and St Denis
1998. Here simple considerations from truth
table semantics are extended o construct “value
solids,” which portray in spatial terms the com
binatory operation of connectives within particn
lar systems ifigure 26.1). Spaual representation
of logical properties can make formal relations
immediately apparent: in figure 26.1, for example,
the dualiv of conjunction and disjunction is
reflected in the fact tha the value sohid for
“and™ could be inverted and inseried into thar for
“or.” Modcling of this sort has also produced
some surprises, such as the persistent reappear
ance of the fractal Sierpinski gasket in 3 range of
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Fupnre 26,10 Value sohids for AND {left) and OR (right)

value solids and the possibility of generating value
solids by ccllular-automata-like rules.

The fact that computer models can capture

complex dynamics is used by Grim (1993) and
Grim, Mar, and St. Denis (1998} in work on sclf~
reference and parados in infinite-valued logics.
Informally presented, the Liar sentence i “This
sentence is false™ ) seems 1o produce an altemation
between truth and falsity: “if'its true, since it says
it's false, it must be flse . . . but ifics false, and it
savs it’s false, it must be true .7 That dvnamics
is modeled in the first frame of figure 26.2.
The authors consider relatives of the Liar within
infinite-valued logics, such as the Chaotic Liar =
“this sentence is as true as vou think it is false”
~ which has a dynamics fully chaotic in the math-
cmatical sense, illustrated for slight differences
in initial estimated value in the second frame of
figure 26.2.

Computer-modeling prospects for new ap-
proaches to togic are developed ina different way
in John Barwise and Jon Erchemendy’s Hyperproof
(1994), In previous work, Barwise and Etche-
mendy had developed Tarski's World as a visual
aid for teaching quantificational logic, with
Turing’s World as a similarly visual introduction
to Turing machines. Sensitized from that experi-
ence to the power and ubiquity of visualization
in reasoning, Barwise and Etchemendy’s goal in
Huperproofis to expand logic bevond its current
ties to sentential syarax 1o a formalization of
information-processing that can exploit various
forms of representation, diagrammatic as well as
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sentential {figure 26.3). Their purposes go far
beyond the pedagogical. Traditional logic, as they
portray it, has concentrated on only a “narrow
slice™ of a broader realm of valid information

extraction. “In the long run, logic must come to
grips with how people use a multitude of rep-
resentations in rgorous ways. This will foree us
to extend and enrich the traditional notions of
syntax, semantics, logical consequence and prool
... In the process, what scemed like a finished
success story in philosophical and mathematical
analysis will be refashioned in exciting new ways”
(Banwise & Erchemendy 1998: 112).

Epistemology

One of the goals of epistemology is to under
stand how we come to know, It is related forms
of engineering — cpistemology “from the design
stance,”  “cpistemological  engincering,” - or
“android epistemology™ = that have produced
exciting research programs in philosophical com-
puter modcling. It is ¢lear that all of these will
overlap with the rasks of artificial intelligence
more generally (see Chapter 9, Tk Prirosovin
or Al axp 1rs Crortgue), Here as elsewhere in
computer modeling, interdisciplinary collabora
tion is the rule rather than the exception.

John Pollock’s OSCAR Project takes as its
abjective “the construction of a general theory
of rationality and its computer-implementation
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Figure 26.2: Dvnamics of the Liar and the Chaotic Liar over progressive iterations, The Chaotic Liar is

shown tor small ditterences in inigial values

in an artificial racional agent™ {Pollock 1998: 17).
The general epistemic task is taken 1o be that of
systematically updating a set of beliefs towards
those which are warranted, and OSCAR is
designed to exploit techniques of both defeasible
and deductive logic toward thatend. Pollock places
particular emphasis on control of an epistemic
system in terms of interests and goals. In epi-
stemology, as elsewhere in phitosophy, one of the
benefits of computer modeling is the neeessity
of making assumptions explicic in a way that also
exposes them to fruitful criticism. The fact thav
the program avoids Bayesian probability theory
is taken as a point in favor of OSCAR’s rational-
ity by Pollock, but forms the basis for a number
of criticisms in Kyburg (1998). The project is
described in Pollock (1989) and (1995), and a
current version of OSCAR is downloadable from

<www.uarizona.edu/~pollock />.
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Paul  TFhagard has used compurational
modeling in pursuing a wide range of issues in
philosophy of science and epistemology more
generally (see Chapter 23, CoMmputing IN THI
Prrosorny or Sciexce ). ECHO was developed
as a conncctionist  computational model of
explanatory coherence, and Thagard has applied
it to a number of examples from the history of
science and in critique of other approaches
{ Thagard 1992, Eliasmith & Thagard 1997 ). He
has also artempted to model major aspects of
analogical thinking using the programs ARCS
and ACME (Holvoak & Thagard, 1997). The
deeply interdisciplinary  character of much of

his research is particularly clear in the work on
induction (Holland, Holyoak, Nisbett, &
Thagard 1987), in which Thagard works with
wwo psychologists and a computer scientist in
attempting to construct a computational model
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3 Proof esample (solution) | E_-
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Fiqure 26.3: A diagrammatic proof from Barwise and Etchemendy’s Hyperproof®

of scicntific reasoning which avoids traditional
philosophical problems.

The TETRAD project should also be men
tioned as a rigorous compurational attempt 1o
treat  epistemological  issues regarding  causal
inference and probability with an eye to 1ssucs in
experimental methodology {Spirtes, Glymour, &
Scheines 2001). A very different computational
approach cxplores the complex cpistemological
dynamics ol competing information. Some of the
information received by an cpistemic agent is
abour the accuracy or reliability of information
sources. In simple models, this can both pro-
duce a variety of epistemic chaos and suggest
maps for the management of epistemic chaos
(Grim, Mar, & St. Denis 1998).

Philosophy of Mind, Philosophy
of Language, and Philosophy
of Biology

It could be argued that the cntire field of Al
qualifies as computational modeling in philo-
sophy of mind, Traditional debates regarding
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innatism and empiricism, the character and linvits
of the human mind, and even freedom and con
sciousness are now debated with  illustrations
deawn from competing computational architec-
tures. Work by John Searte, Daniel Dennett, Jerry
Fodor, and David Chalmers features prominently
in the philosophical debate, if not so prominently
in the derails of computational modeling. Re
scarch by the Churchlands is noteworthy for
framing contemporary debates in terms of cur
rent resources in neurophysiology and computer
science, with an emphasis on neural networks
as models for both the power and the peculiar
inscrutability of the workings of the human mind
(P. §. Churchland & Sejnowski 1993, . M.
Churchland 1995). A varicty of attempts 1o
approach issues in philosophy of mind using the
tools of dvnamical systems theory are represented
in Robert Port and Timothy van Gelder (1997).
Some attempts have recently been made to
apply wols of computational modeling to issues
in the philosophy of language. Structural mapping
approaches to analogy and ambiguity appear in
Holyoak and Thagard 1997. They form the core
of a program designed to gencerate and interpret
metaphors in Steinhart and Kittay 1994 and




o L ——

i T O e O e

e T T,

e e

Cro

E
!
1
|

Y o W Do

s

P

Steinhart 1995, Computer modeling can also be
expected to play an important role in the inevit-
able conflict between Chomskian models of lin
guistic representation and language learning and
alternative connectiomst proposals (McClelland,
St. John, & Taraban 1992). A game-theoretic
attempt o understand  linguistic  convention
initiated in Lewis's Convention (19691 is further
developed with the 1ools of replicator dvnamics
in Skvrms’s  Evolution of the Social Comtract
{1996). In this same tradition, simple computa
tional environments which show emergence of
coordinated signaling behavior are offered as
models for a theory of meaning as use in Gom,
Kokalis, Tafti, & Kilb 2000 and 2002, and Gnm,
St. Denis, & Kokalis 2003,

Much as Al can be seen as a computational
version of philosophy of mind, Arificial Life
{ALife) can be seen as a computational version
of philosophy of biology {(see Chapier 13). Mark
Bedau uses ALife to illusiraie both his theory
of Iife as supple adapration (1996) and his ¢con
sideration of emergent phenomena in biology
(1997). In time, it seems inevitable that tools
from AI and ALife wilt be brought together to
answer questions in philosophy of mind and
philosophy of biology. Some simple mathematical
models in this direcion are oftered in Peter
Godfrey-Smith 1996,

Ethics, Social and Political
Philosophy

Computational modeling and ethics might scem
an unlikely combination, but these are linked
in an intriguing interdisciplinary history, Game
theory {see Chaprer 22 was developed by von
Neumann and Morgenstern { 1944) as an attempt
at a mathematical theony applicable 1o cconomics
and political strategy, The Prisoner’s Dilemma,
a two-person game that seems to capture a basic
tension between individual and collective advant-
age, quickly became a paradigm for work in
aspects of economics, theoretical sociology, and
eventually theoretical biology. Plaved in terms
of “cooperations” and *defections™ on cach side,
the Prisoner’s Dilemma has been referred to as
the e eoli of social psychology,

Patrick Grim

In 1980, political sciendst Robert Axclrod
nvited experts in game theoey from various fields
to submit programs for a Computer Prisoner’s
Dilemma Tournament {Axclrod 1984). Sub
mitted strategies played 200 gamwes against all
other strategivs, themselves, and a strategy that
chose responses at random. The winner of tha
tournament was a strategy called “Tit for Ta™
(TFT). Cooperate with TFT and it will co
operate with you on the next round. Defeat
against TFT and it will defect against vou. The
fact that such a cooperative strategy trivmphed
in the first tournament was a surprise. Its con
tinued success in later tournaments, where s
reputation clearly made it the strategy to beat,
was a further surprise. Axclrod and Hamilton
{1981} replaced the rournament competition
with an *ccological model,” which emplovs the
replicator dynamics of theoretical biology: more
successful strategies “breed” o occupy a larger
percentage of the population. Here oo TFT
triumphs. The affinity of these resubts with the
Hobbesian question of how social cooperation
can grow in a community of self serving egoists
is striking, and the contemporary models inevit
ably drew the awention of philosophers. Could
the triumph of something thar looked like altru
ism in this formal model be telling, us something
abown the dynamics or nature of social coopera
tion and ethics? Brian Skyrms has pursued this
cluster of philosophical questions using the tools
of computer modeling, adding also techniques
drawn from dynamical systems or chaos theory,
“Using these wools of evolutionany dynamics, we
can now study aspects of the social contract from
a fresh perspective™ (1996: p. x). In Evolution
and the Social Contrace, Skyrms shows that an
evolutonary model using replicator dynamics goes
bevond rational decision ctheory in producing
particular principles of tair division and a “law of
mutual aid.” The potentally chaotic dynamics
of a bargaining game is illustrated in figure 26,4,

Grim, Mar, & St. Denis (1998) emphasize
spatialized models of emerging  cooperation,
Figure 26.5, for example, shows a spatialized
conquest by TFT in a ficld of 8 simple steategies,
Nowak and Sigmund (1992) showed that a
greater level of cooperation (“gencrous TFT,”
which forgives defection against it in 1/3 of
all cases) tedumphs in versions of Axelrod and

i .
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Hamilton’s model that are arguably more real

istic in incorporating stochastic or probabilistic
imperfections, Grim, Mar and St. Denis show that
spatialization of such models results in an even
higher level of cooperation. They also consider a
version of the spatialized model with “fuzay™
values of intermediate cooperation and defec

tion, show a formal undecidability result for the
Spatialized Prisoner’s Dilemma, and take some
first steps toward applying the model 10 ques
tions of racial discrimination.

Peter Danielson characterizes his work in this
tradition as “anificial morality,” intended to com
bine game theory and artificial intelligence in the
development of “instrumental contractarianism”
1s an ethical theorv. Building on the work of
David Gauthier's Morals by Agrecmens (1986)
and constructing, a range of PROLOG models,
Daniclson’s atrempt is to show at least that it
can be rational 1o be moral. Daniclson scems
more willing than other researchers in the area,
however, to use madeling as an argument for
something more: for a version of cthical natural
ism in which morality stmply fs that strategy that
proves suceessful. In some forms of such a view,
such as Michae! Ruse™s Darwinian naturalisen,
the conclusion is that morality is something other
than what we have thought it 10 be: “Morality

is no more than a collective illusion fobbed oft

on us by our genes for reproductive ends™ (Ruse

1991: 506). The use of computational models
to demonstrate naturalistic conclusions of this
sort is contested in Grim, Mar, and 51, Denis
1998, They offer as a counterexample the suc

cess of certain discriminatory strategics, which
play TFI with others of their own color bur
always defeet against outsiders. Strategic suceess
cannot simply be identified with morality, they
argue, since discriminatory strategics are clearly
successiul in such models, but it is clear that
analogous racial discrimination is morally wrong.
How social strategies may develop or propagate
is one question; whether they should be judged
as genuinely cthical is another,

Powerfu) new tools are now available for
further research in this general tradivon. TIERRA
and the later AVIDA are ALite platforms that
may be customized 10 pursue questions in both
philosophy of biology and social and polcal
philosophy. TIERRA is available by anonymious
fip from <fip:/alife.santate.cdu>, A good intro
duction to AVIDA, packaged with the soltware,
is Adami, [utreduction to Avtifican] Life (1998).
SWARM is a powerful general plaform for agent
based modeling, developed by members of the
Santa Fe Institute as a way ol offering rescarchers
in various ficlds a powerful “lngua franca™ for
computational experimentation. The program
can be downloaded at ewwwswarniorg=. A

good introduction 1o this platform is j.uma and
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TFT eventually conquers the entire field.

Stefansson (2000), which offers a SWARM in
stantiation for the Spatialized Prisoner’s Dilemma
as one of its opening examples.

Conclusion

Computational modeling otters not a single sys

tematized method but an enormous toolbox of
potential models and techniques. A number of
basic modeling tools - the tools of dynamical
systems, neural nets, and cellular automata, for
example - have found application across the
physical and social sciences. The result has
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been active model-borrowing between different
rescarch programs and a flourshing interdiscip
linary awareness. The application of computa
tdonal modeling to philosophical questions has
just begun, and first returns are promising in a
number of areas.

It must be recognized thar novel techniques
carry some intellectual risks. Powertul
methods inevitably draw attention to those ques
tions, or those forms of questons, for which the
methods hold out the most promise. In philo
sophy as elsewhere it must be remembered that
the new echnigues should take cheir place among
a range of traditonal tools for approaching a
range of perennial questions. It is also important

new
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10 beware of Axing on a few simple models oo
carly. Continning development of new variations
is important in order to avoid narrow assump
tions and to facilitate wide exploration,

Progress in philosophical computer modeling
is already proceeding so swittly that any over
view is bound to be partial and incomplete. In
this chapter, the atempt has been to emphasize
the general promise of such an approach by high
lighting a few examples of intriguing and note
worthy current work
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