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Abstract: The application of machine learning technologies to medical practice promises to enhance 

the capabilities of healthcare professionals in the assessment, diagnosis, and treatment, of medical 

conditions. However, there is growing concern that algorithmic bias may perpetuate or exacerbate 

existing health inequalities. Hence it matters that we make precise the different respects in which 

algorithmic bias can arise in medicine, and also make clear the normative relevance of these different 

kinds of algorithmic bias for broader questions about justice and fairness in healthcare. In this paper, 

we provide the building blocks for an account of algorithmic bias and its normative relevance in 

medicine. 

Keywords: Fairness; Machine Learning; Algorithmic Bias; Discrimination; Medical Practice 

1. Introduction 

https://doi.org/10.1017/S0963180121000839
mailto:gkeeling@stanford.edu


  Please cite published version
    

2 
 

Recent developments in machine learning have seen the application of data-driven 

technologies to the assessment, diagnosis, and treatment, of medical conditions. The 

potential benefits of these technologies are manifold. Consider some examples. In radiology, 

dermatology and ophthalmology, machine learning algorithms have achieved a level of 

detective accuracy comparable to that of medical professionals in the classification of medical 

conditions.1 For instance, an algorithm trained by DeepMind was able to predict the risk of 

an eye developing ‘wet’ age-related macular degeneration within the next six months at a 

higher level of accuracy than most experts.2 In a similar manner, said algorithms can be 

utilised for the prediction of mental health problems. Notably, these algorithms can be also 

used to predict the occurrence of mental-health problem, such as predicting a post-traumatic 

stress course for patients suffering from a traumatic event.3 

These algorithms thus lay the ground for advanced decision support systems that enable 

physicians to minimise diagnostic errors. Finally, there are high hopes that machine learning 

will pave the way for prescriptive analytics, whereby we mean recommender systems which 

can provide personalised treatment plans supplemented with relevant medical evidence to 

assist doctors and patients in making informed treatment decisions.4  

As the predictive accuracy of diagnostic systems surpasses that of medical professionals, and 

decision support algorithms facilitate increasingly personalised healthcare, it is only a 

matter of time before machine learning systems become an integral part of medical practice. 

While chances are high that the incorporation of machine learning will improve the accuracy 

of medical decisions, there is also a rich body of evidence indicating that machine learning 

algorithms are at risk of being unreliable outside of training conditions.5 This is particularly 

evident for biases against social minority groups, such as women or people of non-European 

ancestry.6 The bottom line is that due to these biases they are at risk of receiving unfair 

treatment in clinical settings. 
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The implementation of machine learning thus threatens to exacerbate existing inequalities 

in healthcare, prompting urgent reflection on the means to ensure algorithmic fairness in 

medical practice. That said, whereas there has been a surge of interest in the (philosophical) 

ethics of medical AI,7 remarkably little has been written on the issue of algorithmic fairness 

in in medical practice. Why is that? Our conjecture is that the oversight can at least in part 

be attributed to the predominantly individualist approach in medical ethics, that makes it 

difficult to account for issues of healthcare inequalities and distributive justice. As a 

consequence, much of the current literature is focussed on examining the potential threats of 

machine learning for patient autonomy. By contrast, we address the problem of algorithmic 

fairness at the population level while making clear why our considerations matter for 

medical practice.  

With that in mind, our paper has three objectives:  

(i) We try to provide an account of the ways that algorithmic discrimination 

manifests in medical practice. 

(ii) We try to examine the underlying mechanisms of algorithmic bias. 

(iii) We try to identify the appropriate normative standards for fair algorithmic 

decision-making in medical practice. 

In addition, one upshot of the paper is that it ties together certain themes in the emerging 

literature on ‘fairness in machine learning’ with the philosophical debate on justice in 

healthcare. The remainder of the paper will be structured as follows: In section II, we give 

an outline on the different mechanisms of algorithmic bias in medical practice, whereby we 

distinguish between formal, substantive, and normative notions of algorithmic bias. Thereafter, 

section III will discuss to what extent different standards of fairness help to counteract the 

threat of algorithmic discrimination. Here, we argue that fairness cannot be restored merely 

by mitigating the differences in the algorithm`s predictive accuracy for different 

demographics. Instead, a wider array of normative criteria needs to be taken into account. 
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By discussing the constraints of formal accounts of algorithmic fairness, we hope to provide 

building blocks for a comprehensive theory of algorithmic fairness in medical practice.  

 

2. Mechanisms of Algorithmic Bias in Medical Practice 

Machine learning algorithms are statistical models that are trained to perform domain-specific 

tasks such as prediction and classification. For example, a machine learning algorithm in medicine 

might be trained to answer questions such as ‘Is this macule a tumour?’ or ‘Is this patient at risk 

of having a stroke?’. What sets machine learning algorithms apart from handcrafted statistical 

models is that developers will not manually set the model parameters. Instead, in a supervised 

learning setting,  the algorithm learns through a process of trial-and-error training which 

modelling parameters are best suited to the task at hand.8 The upshot is that these models 

prove to be more flexible than handcrafted models, at least under the assumption that the 

target category to predict is narrowly defined and that large volumes of training data are 

available.  

Consider an example. Suppose that a hospital wants to train an algorithm to predict the risk of 

patients suffering a heart attack within the next year. The developer will first assemble a large 

dataset that contains information about various features of patients and their medical histories. 

For example, their gender, ancestry, medical conditions, weight, dietary habits, family status, 

employment, and so on. The data will also include information about whether each patient 

suffered a heart attack within a year of the data being recorded. The developer will then build an 

algorithm that takes as its inputs the data of particular patients, and outputs a prediction about 

whether the patient will suffer a heart attack within the next year. The parameters in the model 

will initially be set randomly. The developer will then run a trial-and-error training process to 

fine-tune the parameters of the model. Each time the algorithm correctly identifies whether a 

patient in the training data had a heart attack within a year, the parameters are left alone; and each 
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time the algorithm outputs the wrong prediction, its parameters are revised to compensate for the 

error. Over time, the algorithm will converge on a set of parameters that reliably predicts the risks 

of patients of having a heart attack within the next year conditional on a patient’s input data. The 

art and craft of developing machine learning algorithms amounts to training a model, which 

captures the regularities in the training data, while also generalizing well for data that it has not 

encountered in training (to prevent overfitting).  

Machine learning algorithms lend themselves naturally to two applications in medicine: medical 

diagnosis via image recognition, and the prediction of health risks. In both areas, there is a wealth 

of studies in which the relevant algorithms have exceeded the predictive and diagnostic 

capabilities of medical experts.9 However, these models are vulnerable to biases when assessing 

patient-groups that are insufficiently well-represented in the training data. In that case, the 

algorithm will perform worse when predicting health-related properties for a given 

underrepresented group of patients. Oftentimes, these biases will affect members of salient social 

groups, meaning groups who are vulnerable across a wide range of social contexts, such as 

women or people of a certain race or ethnicity.10 In the context of medical practice, algorithmic 

bias has therefore an inherent moral dimension.  

Before we discuss the moral significance of algorithmic bias, it is necessary to make some 

conceptual clarifications. For a start, we distinguish between three kinds of algorithmic bias: 

formal, substantive, and normative. In drawing this distinction, it is helpful to consider two 

examples from medical practice which are fictional, yet are likely to occur in spite of the 

functioning of current machine learning algorithms: 

Medical Diagnosis: A hospital utilises an algorithm to examine potential cases of skin-cancer 

based on medical images. As it turns out, its general accuracy is 20% lower when assessing 

images from Black patients as compared to White patients. 
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Prediction of Health Risks: A hospital decides to use an algorithm to monitor the health risks 

of patients. Once a certain threshold has been reached, a given patient will be referred to 

intensive care. When revalidating the algorithm, it becomes apparent, that in order to reach 

the very same risk score, women are, on average, in a more health-critical state than men 

before being referred to intensive care.  

The formal notion of algorithmic bias holds that an algorithm is biased if, and only if, there exists 

some property P such the algorithm’s predictive accuracy is worse for patients with property P 

than for patients who lack property P. The subpar performance of an algorithm for a certain 

group of patients can be attributed to some form of model bias. What this means is that when 

examining some ambiguous input, a given model will favour certain interpretations over 

others or exclude certain interpretations altogether.11 Consequently, the predictive accuracy 

will be lower for patients with property P, as compared to other patients. In machine 

learning parlance, we might also say that the model underfits for said group of patients. 

Notice that this kind of algorithmic bias is purely extensional, in the sense that if the algorithm is 

biased with respect to property P, then it will also be biased for any property Q which is 

coextensive with P. Thus, formal algorithmic bias may be uninteresting from the point of view of 

justice and fairness, insofar as certain properties for which the algorithm is biased may have no 

independent moral significance.  

By contrast, the substantive notion of algorithmic bias is hyperintensional. That is, an algorithm 

might be biased with respect to property P, but not biased with respect to Q, even though P 

and Q are necessarily coextensive. To make this clear, let us take a step back and consider, 

why algorithmic bias arises in the first place. Here, we can distinguish between three 

different sources:12 

(i) Population Inequity: patients with the property P, might be underrepresented in 

the training data, which is why the model underfits for them.  
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(ii) Human Bias: patients with the property P, might have been treated worse than 

other groups by medical professionals and these tendencies carry over to the 

training data. 

(iii) Problem Formulation: the developers might have defined the algorithm`s target 

category in a way that patients with the property P, are disadvantaged in 

comparison to other groups. 

Now, in Medical Diagnosis, what explains why the algorithm is biased against Black patients 

is that the training set was insufficiently diverse with respect to skin colour. Thus, the 

property of having black skin can feature in explanations of why the algorithm is less 

accurate for Black patients (whereas any other property that is necessarily coextensive with 

having black skin would not do this). Due to a lack of exposure to medical images from 

patients with black skin-color, the model overfits for some populations (i.e. Whites) while 

underfitting for Black patients. Conversely, there may exist properties that are necessarily 

coextensive with being Black that do not explain the algorithm’s bias.  

It needs to be emphasized that Population Inequity in datasets poses a huge problem for 

medical machine learning, even more so in the case of the Prediction of Health Risks. As 

health risks can be attributed to a combination of different factors, e.g. gender, ancestry, 

lifestyle choices, dietary habits or the environment, it is a necessary prerequisite to have 

large quantities of data from diverse populations in order for an algorithm to predict equally 

well for different demographics.13 

The problem, however, is that depending on where the medical data has been collected, some 

populations will almost inevitably be underrepresented. As an example, an academic hospital 

somewhere in Central Europe will most likely have many fewer Black patients than Whites. 

This leaves the developers of the algorithm with two options. First, they might try to merge 

medical data from different sources (i.e. other academic hospitals around the globe). Second, 

they over-proportionately collect medical data from underrepresented populations (i.e. by 
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persuading them to donate their data). The crux is that both options face moral and legal 

constraints.  

For a start, it is not adequately understood who owns (or should own) said medical data.14 

The more concerning issue however is that medical data contains sensitive information on 

patients. Although medical data are stored anonymously, there is an underlying worry that 

machine learning methods can be used to re-identify patients. A worst-case scenario might 

be that the genetic data of individual leaks to the public and an insurance company or an 

employer then find out of an applicant’s pre-dispositions to diseases. By collecting and 

sharing medical data, patients are therefore exposed to risks concerning their privacy 

rights.15 In the European context, where the sovereignty of citizens over their personal data 

might be even deemed as a foundational right, there are thus strong barriers to collecting 

and sharing medical data.16 

Especially for social minority groups, this creates a dilemma: if there is not enough medical 

data available, there is a high chance that the algorithm will generate more false findings for 

them. At the same time, by trying to over-proportionately collect their medical data to 

compensate for Population Inequity, the privacy rights of individual members of given social 

minority groups are disproportionately exposed to risks. Either way, they are at risk of 

being treated unfairly. As of now, many of the currently existing medical datasets only 

include information on a rather homogeneous population.17 

Concerning Human Bias, there are two sorts of problems. First, it is well-established that 

medical judgement is affected by racial and gender bias. For instance, Black patients tend to 

be underdiagnosed and undertreated for pain in comparison to White patients.18 Second, in 

clinical trials ethnic minority groups and especially women tend to be underrecruited and 

gender-related data is underreported. We thus have little information about the effects of 

medical drugs on women.19 And of course, the same argument holds true for children! When 
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training an algorithm which assesses the health risks of patients, this disparity will reflect in 

the dataset. 

Of all the sources of bias which we discuss, Problem Formulation might be the most intricate 

one. The issue may be subsumed as follows: To predict a health-related property P, the 

algorithm makes inferences from a set of proxy features Q, which act as predictors. The 

selection of these proxy features can give rise to biases in that a given prediction will be 

more accurate for some demographics than for others. This has become apparent due to a 

widely acclaimed study by Obermeyer et al.,20 in which the researchers scrutinized an 

algorithm that is widely used in the United States to predict health care needs of patients. As 

evidence shows, the relevant algorithm was miscalibrated for Black patients. They were, at a 

given risk score, considerably sicker than White patients. One of the key-factors which the 

researchers attributed to this miscalibration has been that the health-costs of individual 

patients were used as the main predictor. Due to various socio-economic factors, Black 

populations have less access to healthcare than Whites. In consequence, they might visit the 

hospital less frequently than their White counterparts and this leads to disparities in health-

costs and the perception that they are less interested in their own health. This constitutes a 

form of indirect discrimination.21 

There are two lessons to be drawn from the study. The first one is simple: developers should 

be wary of the larger social context when choosing the target category for an algorithm. By 

contrast, the second one is that there may be profound problems in the way that machine 

learning algorithms operate, namely by making predictions in virtue of exploiting 

correlations in the data while being unable to capture potentially discriminatory factors. We 

will address this issue in the subsequent chapter. In sum, the substantive notion helps us to 

understand the various pragmatic and normative constraints which give rise to algorithmic 

bias. It does not, however, grasp the whole morally normative dialectic of algorithmic bias.  
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This makes it necessary to introduce the normative notion of algorithmic bias. Thus, the 

objective is to understand what it is that makes (certain types) of algorithmic bias morally 

reprehensible in the context of medical practice. As a starting point, there is a close link 

between bias and unfair treatment as is showcased by the example of Medical Diagnosis, 

where Black patients receive worse medical treatment due to algorithmic bias. However, not 

every unfair treatment against a given certain social group might be morally reprehensible. 

Suppose that instead of discriminating against women or Black patients, the algorithm`s 

accuracy would be worse when examining data from golf players as compared to non-golf 

players. The bias might be deemed to be a flaw in the model, but not necessarily as a moral 

wrong. The reason is that being a golf-player is not a morally relevant property in the sense 

that ethnicity, race, or gender are.22 

What should be the morally relevant reference class within the context of algorithmic 

fairness in medical practice? In the literature on justice in healthcare, we basically find two 

answers: either the relevant inequalities are defined in terms of a difference between two or 

more social groups23 or, since health is not a property of groups, it is assumed that health 

differences across  individuals are what is what matters morally.24 Both options have 

different implications with regards to the metric of fairness. We might either compare the 

performance of the algorithm for members of social groups or we might measure how 

individuals with similar properties are being treated (this is typically being referred to as 

Individual Fairness). In either case, some higher-order normative problems arise. For 

instance, how should we sub-divide a given population into sub-groups25 and which 

properties of individuals should be determinative when measuring the performance of the 

algorithm? 

3. From Algorithmic Bias to Fairness 
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In this section, we now step fully onto normative terrain as our objective is to develop an 

account of fairness for algorithmic decision-making in medical practice. We start with some 

brief remarks with regards to fairness in machine learning. 

As machine learning has become ubiquitous in many societal domains, consequential 

decisions are increasingly made by algorithms. Oftentimes, the rationale is that the 

involvement of machine learning will foster fairer decisions. Suffice it to say, various reports 

on algorithmic bias against salient social groups in hiring, policing or judicial decisions cast 

doubts on whether this optimism is still apt. When considering the detrimental effects of 

machine learning on social justice, a study on the COMPAS-algorithm by ProPublica proves 

to be a particularly instructive example.26 The algorithm, which is used in many states in the 

US, is utilized to assess the risks of criminals to become recidivist and thus it informs 

sentencing decisions in court. As the study revealed, the algorithm reflects racial bias in that 

the algorithm overpredicted the risks of Black defendants (the ratio of false positives was 

twice as high as compared White defendants) while underpredicting the risks for White 

defendants (the ratio of false negatives was twice as high as compared to Black defendants).  

It might be fair to say that example of the COMPAS-algorithm has become an anchor point 

in the debate on fairness in machine learning.27 For the aims of our paper, it proves to be an 

interesting contrast foil when comparing the requirements of algorithmic fairness in the 

contexts of judicial- and medical decision-making. 

Fairness in Machine Learning has emerged as an interdisciplinary field of research that is 

driven by two related questions: 

(i) Which standard of algorithmic fairness should be adopted within a given 

context? 

(i) How can the given standard of fairness be implemented into algorithmic 

decision-making? 
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The first question is concerned with the normative side, whereas the second`s emphasis lies 

on technical feasibility. As an example, how can different notions of fairness such as ‘equality 

of opportunity’ or ‘equality of outcome’ be formalized? Our concern lies in the normative 

claims of fair machine learning. That said, the aim is not to give a comprehensive overview 

of the debate, but we will focus on those aspects which we consider pivotal for algorithmic 

fairness in clinical settings. 

Our starting point is that fairness is not a uniform concept. Instead, there are a bundle of 

different criteria about what should count as fair and these refer to distinct normative ideas – 

an insight which may not exactly come as a shock to philosophers.  

a) Distributive Accounts of Algorithmic Fairness in Medical Practice 

The literature on fairness in machine learning is vast and various accounts on how to ensure 

fairness in algorithmic decision-making are still contested.28 With that in mind, most of 

these accounts can be classified as distributive accounts of fairness, whereby an algorithmic 

decision counts as unfair if X has been treated worse than Y without good cause. 

Consequently, the currency of fairness is that of equality of outcome. Where there is 

disagreement within the literature is what should be the reference classes for the 

comparison. We might either compare the fairness in treatment across individuals with 

similar properties or we take social groups as the point of reference. Moreover, one might 

also consider how X has been treated by an algorithm, as compared to groups or individuals 

not affected by the algorithm.  

Aside from the selection of the reference classes, there is also widespread disagreement with 

respect to how the equality of outcome should be measured. Therefore, different technically 

nuanced solutions have been developed, such as ‘equalized odds’, to ‘equality of opportunity’. 

To illustrate the differences between the two concepts, 'equality of opportunity' might be 

conceived as a relaxation of 'equalized odds'. The later tries to make sure that both the true 
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positive rate and the false positive rate for different groups is the same, while the former 

focuses on making the true positive rate to be the same across groups. In plain words, equal 

opportunity ensures that the probability of granting a loan to individuals that would ‘repay 

the loan’ should be the same across different social groups. Equalized odds also need to 

ensure that the probability of making an error by denying the loan to people that would 

repay should be the same across groups.  

In our view, the most promising candidate as a metric of fairness within the context of 

medical practice is what Deborah Hellman refers to as ‘error ratio parity’. The underlying 

idea is that since medical diagnosis will not yield bulletproof findings, the harms need to be 

balanced for different subjects of algorithmic decision-making. Since reporting the false 

positive and false negative rate has become the default in medical testing, as a metric of 

fairness, the error ratio parity does align with the norms of medical reasoning. Notably, the 

error ratio parity does not assume that the ratio of false positives and false negatives is 

identical for different groups but that the harms are distributed fairly. If an algorithm which 

diagnoses skin-cancer generates a slightly higher rate of false negatives for Black patients 

while generating a slightly higher rate of false positives for White patients, the outcome is 

fair, if the harms have been distributed equally. This however raises the question how to 

weigh the harms of false positives and false negatives in medical practice.29 

Notwithstanding its appeal, it also needs to be emphasized that as a standard of fairness, 

error ratio parity has its shortcomings. In particular, it is a purely formal account of fairness, 

which does neither tell us something about how to choose the reference classes, nor does it 

say anything about the broader aims of what fairness in medical practice ought to achieve. 

And to sharpen things, on a purely formal account, we could also achieve fair outcomes 

between two groups A and B, simply by making the position of B worse off.30  

b) Procedural Fairness 
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A first step to develop a more substantive theory of fairness within the context of medical 

practice is to widen the scope by not only considering whether a given decision has been fair 

for the parties involved in terms of equality of outcome, but also whether the procedure is 

such, that a fair outcome is likely to obtain.31 With regards to the application of machine 

learning for judicial- or policing-decisions, the most common route is to regulate the use of 

certain labels in the dataset. For instance, the discrimination law in the US prescribes that 

information concerning a person’s racial identity should be protected.32 It needs to be 

pointed out, that this approach has clear limitations as socio-economic factors are oftentimes 

highly correlated with a person’s racial ancestry. In a city with high racial segregation, data 

concerning a person`s zip code or her income can be indicative of her race. Hence, there is a 

threat that making inferences on these proxy data can lead to racial discrimination. Inspired 

by a recent paper from Sandra Wachter and Brent Mittelstadt,33 the task to ensure 

procedural fairness of algorithmic decision-making within healthcare consists in: (i) 

identifying which data form a normatively acceptable basis from which to draw inferences, 

(ii) making clear, why the data is both relevant and normatively acceptable for a certain type 

of prediction and (iii) whether the data and methods used to draw the inferences are accurate 

and statistically reliable.  

It might be fair to say that the relevant task proves to be challenging on many levels. For a 

start, it is controversial to what extent racial classification is epistemically useful, if any, 

within the context of medicine.34 At the centre of the debate lie the questions, whether racial 

categories possess biological reality and if so, whether these allow for reliable inferences 

when predicting health-related properties. Do they for example help us to predict the health 

risks for members of salient social groups more accurately with regards to certain types of 

diseases? Likewise, the same problems arise with regards to gender-related categories. 

While we do not attempt to resolve the debate in this paper, let us raise a few normative 

concerns about the use of racial categories with regards to the application of machine 
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learning in medical practice. The first concern is that by making inferences based on racial 

categories, we run a risk of approaching health-related differences between races in 

biologically essentialist terms. In that respect, the study from Obermeyer et al.,35 which we 

discussed in the previous section exemplifies how health-related characteristics are 

oftentimes grounded in social factors. Hence, the worry is that by incorporating said racial 

categories in medical datasets, they might act as colliding/confounding variables, which 

mask structural injustices.  

This also gives rise to a second (higher-order-) concern, which relates to the functioning of 

machine learning algorithms within the context of healthcare. Broad brush, to predict a 

health-related property X, the algorithm makes inferences by exploiting correlations within 

a given set of data. However, the medical data is not underpinned by a background theory 

and is stripped off the larger social context (i.e. what is the meaning of certain labels? What 

are potentially discriminatory relationships in the data?). Furthermore, due to the 

complexity of the machine learning model, the causal pathways which give rise to a given 

prediction oftentimes are elusive to developers or medical professionals.36 A solution which 

has recently proposed by Matt Kusner and Joshua Loftus37 is to run different types of causal 

tests which try to identify a machine learning model`s causal pathway. By knowing of a 

given algorithm`s causal pathway, inappropriate relationships can be captured and 

mitigated. In their words: “[I]f ‘health-care access’ is not observed in a model to predict 

‘health need’, then it is crucial to identify any potential impacts it might have on ‘health-

costs’ as well as how it is affected by ‘ethnicity’”38. 

c) Revisiting the Normative Foundations of Algorithmic Fairness in Medical Practice 

What is distinctive about fairness as a good is that it is a second-order good.39 Theories of 

fairness disagree about how first-order goods such as health, utility, money, life years, and so 

on, ought to be distributed between persons. We have seen that theories of fairness in 

machine learning have sought to locate fairness and unfairness in facts about distributions 
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that pertain to algorithmic decisions. The two candidate distributions are the ex post 

distribution of errors, that is, the relative frequencies of false positive and false negative 

errors across different sub-groups in the population; and the ex ante chances that persons in 

different sub-groups will be subject to these errors. Roughly, fairness in the first distribution 

reflects equality of outcome; and fairness in the second distribution reflects procedural 

fairness. The idea is that fairness demands parity in error frequencies either before or after 

the decisions have been made. This approach gets a lot right. But our aim in this last section 

is to develop a more plausible normative framework in which to understand algorithmic 

fairness in medical decisions. 

It is helpful to distinguish algorithmic decisions and final decisions. When there is a human in 

the loop, these two decisions are separate. For example, the COMPAS algorithm makes a 

prediction about an individual’s risk of recidivism. This is the algorithmic decision. Then a 

judge makes the final decision about the appropriate sentence for that individual. When 

there is no human in the loop, the algorithmic decision is identical to the final decision. For 

example, a triage algorithm that allocates hospital beds to patients based on relevant 

features of the patient’s history makes both an algorithmic decision and a final decision 

about which bed the patient is allocated. The first point we want to make is this: When there 

is a human in the loop, the fairness of the algorithmic decision is of merely instrumental 

importance. To illustrate: That a diagnostic algorithm is unfair in the sense that it is less 

accurate for patients in a particular minority group is morally uninteresting if the extent of 

the bias is known and the bias is properly accounted for in the eventual treatment decision. 

When there is no human in the loop, the algorithmic decision is the final decision, and thus 

it has intrinsic moral significance. Thus, what a fair algorithmic decision looks like will 

crucially depend on the role of the algorithm. 

It is also helpful to distinguish algorithmic bias and decisional fairness. On one hand, 

algorithmic bias is a descriptive or empirical feature of the algorithm that might roughly be 
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understood as disparities in predictive accuracy over normatively salient sub-groups in the 

population. On the other hand, decisional fairness is an evaluative feature of the final 

decision made, i.e. whether or not the final decision is fair. The relation between algorithmic 

bias and decisional fairness depends on whether the system in question has a human in the 

loop or not. In both cases, the relation is an explanation relation. When there is no human in 

the loop, algorithmic bias can fully explain decisional unfairness. When there is a human in 

the loop, algorithmic bias provides a partial explanation of decisional unfairness. These 

distinctions put us in a better place for developing a normative framework for algorithmic 

fairness.  

There are, in effect, three questions that need to be answered by any theory of fair 

algorithmic decision-making in medicine. First, what makes a decision fair or unfair in this 

context? Second, how exactly does algorithmic bias feature in explanations as to why a 

particular decision is fair or unfair (in both human in the loop cases and fully automated 

decisions)? Third, given the role that algorithmic bias plays in explaining decisional 

unfairness, what concrete steps can clinicians and algorithm designers take to ensure that 

decisional unfairness is counteracted? In what remains of this section, we shall say 

something about each of these questions.  

First, what makes a decision fair? There is a minimal sense of fairness according to which a 

decision is fair if, and only if, the rules governing that decision are applied impartially. Brad 

Hooker40 calls this formal fairness. In general, formal fairness is necessary but insufficient for 

a decision to be fair. The problem is that rules can be applied impartially where those rules 

are substantively unfair. For example, we can imagine a fully-automated triage algorithm that 

systematically prioritises White patients. This algorithm is formally fair if the rule is applied 

without making exceptions for particular non-White patients here and there. But the rule is 

substantively unfair because it is based on a morally irrelevant distinction. Exactly what 

substantive fairness consists in is a matter of dispute.41 But the leading account is due to 
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John Broome.42 According to Broome, fairness consists in the proportional satisfaction of 

claims, where claims are to be understood as moral duties owed to the relevant parties43. 

Second, how does algorithmic bias feature in explanations of unfairness? Questions about 

resource allocation in medicine are difficult.44 But what is ultimately at issue from the point 

of view of fairness is that medical resources are distributed so as to give the greatest 

proportional satisfaction to the moral claims that members of the population have on those 

resources. Here a person has a claim on a medical resource if the patient has a medical need 

for that resource.45 Given this account of fairness, it is obvious how algorithmic bias could in 

principle provide an explanation of why resources are not being allocated in accordance with 

needs. The algorithm is – directly or indirectly – assessing a patient’s need for a resource, be 

it a treatment of a particular kind, or a drug, and so on. Thus, if an algorithm has better 

predictive accuracy for some normatively salient groups in the population, it follows 

immediately that unfairness will result in the allocation of resources. The situation is more 

complex when there is a human in the loop. However, it is more or less clear that the fact of 

algorithmic bias, in conjunction with the failure on the part of clinicians to recognise and 

correct for that bias in the allocation of medical resources, explains how medical resources 

might end up being distributed unfairly. 

Third, what concrete steps can clinicians and the designers of medical algorithms take to 

ensure algorithmic fairness? The first is to develop plausible metrics for algorithmic bias, 

and to examine the ethical costs and benefits of different methods for collecting the data that 

is required to make these assessments. A great deal of progress has already been made in the 

literature on fairness in machine learning. Second, it matters that the fairness of algorithmic 

decisions is understood in the broader context of fair resource allocation in medicine. This is 

ultimately what matters from the point of view of fairness. Thus, it is important to make 

precise existing health inequalities and what the causes of these inequalities are. Third, 

regulators and the developers of predictive algorithms in medicine need to pay close 
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attention to the role that these algorithms will play in the process of medical decision-

making. When developing medical algorithms, there is good reason to bring in stakeholders 

from different parts of the medical profession, including clinicians, patients, and other 

healthcare workers. What is required to fully understand how algorithms might contribute 

to or mitigate unfair resource allocation in medicine is a broad and inclusive discussion 

about these algorithms and their role in medical decisions. This dialogue will help to identify 

the means to account for algorithmic biases in the broader decisional context to ensure a fair 

allocation of medical resources.  

What we are suggesting matters both for fairness in the allocation of medical resources; and 

for the related problem of structural injustices in medicine. As we increase the use of novel 

machine learning technologies in medical decision-making, there is scope both to rectify 

existing disparities in health across normatively salient groups of the population, and, 

conversely, to exacerbate these health inequalities. By paying close attention to fairness in 

the allocation of resources, and the role of algorithmic bias in explaining the fairness or 

unfairness of resource allocation decisions, we are well placed to reduce and perhaps 

eliminate these unjust health inequalities. 

 

4. Conclusion 

The incorporation of machine learning in medical practice threatens to exacerbate health 

inequalities across salient social groups. In this paper, we have identified different 

mechanisms which give rise to algorithmic bias and have discussed pragmatic and moral 

constraints of bias mitigation strategies. Building thereon, we tried to lay the ground for an 

account, which involves both formal and normative criteria for measurements of outcome 

and decisional procedures for algorithmic fairness within the context of medical practice. 

Finally, we put these criteria into a wider context by reflecting on the moral aims of fairness 
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and by pointing out possible directions which developers of algorithms and other 

stakeholders might pursue to remedy potentially discriminatory effects brought about by 

implementing machine learning systems into healthcare settings. In that respect, we hope to 

have defined the parameters within which a theory of algorithmic fairness in medical 

practice should operate. Yet, we are happy to admit that before our account developed here 

can be translated into a set of actionable policies, much further work will be required, ideally 

in a joint effort alongside medical professionals, machine learning researchers and 

policymakers.  
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