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Abstract

The philosophical debate around the impact of machine learning in science is often framed
in terms of a choice between Al and classical methods as mutually exclusive alternatives
involving difficult epistemological trade-offs. A common worry regarding machine learning
methods specifically is that they lead to opaque models that make predictions but do not lead
to explanation or understanding. Focusing on the field of molecular biology, I argue that in
practice machine learning is often used with explanatory aims. More specifically, I argue that
machine learning can be tightly integrated with other, more traditional, research methods and
in a clear sense can contribute to insight into the causal processes underlying phenomena of
interest to biologists. One could even say that machine learning is not the end of theory in
important areas of biology, as has been argued, but rather a new beginning. I support these
claims with a detailed discussion of a case study involving gene regulation by microRNAs.

1 Introduction

Artificial intelligence (AI) methods based on machine learning techniques have recently led to
some spectacular advances in many different fields, such as image recognition, language transla-
tion, or games like chess and Go. In the scientific context, the most recent example is the success
of the Al system “AlphaFold” in predicting the folded structure of proteins based on their amino-
acid sequence (Callaway, 2020; Jumper et al., 2021). Machine learning gives rise to a number of
epistemological issues due to the differences from classical computational methods. A common
question is whether the widespread application of machine learning methods will limit scientific
activity to a merely predictive enterprise that does not provide any insight into the causal pro-
cesses underlying the investigated phenomena. Already more than a decade ago, Chris Anderson
made the provocative claim in an article in WIRED that big data will herald the “end of theory”
and make the traditional scientific method obsolete (Anderson, 2008). The topic does not seem to
have lost its appeal, as Laura Spinney recently discussed in The Guardian the question of whether
we are “witnessing the dawn of post-theory science” (Spinney, 2022). Philosophers of science
and scientists have taken up the central question of this debate by addressing the impact that the
introduction of Al and machine learning is likely to have on the general character of scientific re-
search (e.g. Pietsch, 2015; Canali, 2016; Coveney et al., 2016; Boon, 2020; Creel, 2020; Ourmazd,
2020; Boge and Poznic, 2021; Lopez-Rubio and Ratti, 2021; Boge et al., 2022; Krenn et al., 2022;
Duede, 2023; Andrews, 2023). The areas of genetics and molecular biology, which over the last
few decades have become highly “data-centric” (Leonelli, 2016), seem particular prone to making



the shift from a theory- or hypothesis-driven mode towards purely data-driven modes of research.
While several philosophers have highlighted that the idea of a choice between hypothesis-driven
and data-driven science is based on a false dichotomy, and that the more important question is how
these modes of research can be integrated in scientific practice (e.g. O’Malley and Soyer, 2012),
the discussion around machine learning seems to be commonly framed in terms of Al and classical
methods as mutually exclusive alternatives.

Based on a case study from the field of microRNA research (McGeary et al., 2019), I show
in this paper how in practice machine learning is often tightly integrated with mechanistic and
explanatory research strategies. Far from precluding mechanistic insight, machine learning can
actually contribute to the understanding of the causal factors underlying complex phenomena. My
case study suggests that machine learning may in some scientific contexts not represent the end of
theory, but rather a new beginning.

At this point, perhaps a comment on my use of the term “theory” is in order. Biologists often
reserve this term for highly general principles that can be applied across a wide variety of contexts
(e.g., Darwin’s theory of natural selection, Schwann and Schleiden’s cell theory, or Burnet’s clonal
selection theory of immunity). Consistent with other contributors to the machine learning and Al
debate, I use the term "theory" here in a much broader sense to refer to an aspect of science
that looks at the underlying causes of observed phenomena and uses that understanding to make
predictions and propose interventions. Some biologists seem to believe that their work is not based
on any kind of theorizing because their knowledge claims are somehow “directly” derived from
experiments, or because they do not use formal or quantitative tools. I think this is misleading,
and that theory and theorizing permeate biology whenever biologists use mechanisms or models
to explain the phenomena they study.

The article is organized as follows. In Section 2, I present some basics of machine learning
methods. By surveying the existing philosophical literature on the subject, I then point out that
machine learning and more conventional modeling methods are generally viewed as alternative
and mutually exclusive approaches. In Section 3, I describe McGeary et al.’s microRNA repres-
sion model in which machine learning plays a central role, but is integrated in a more complex
research constellation involving different methods. In Section 4, I use the insights from this case
study to argue for three claims of increasing strength: machine learning can be tightly coupled
with conventional methods; it can indeed contribute to explanation and understanding; and it may
even represent a new form of theorizing in the context of biology. Section 5 contains concluding
remarks, discussing in particular the generalizability of the results of my case study.

2 Machine Learning and the End of Theory

The term “machine learning” refers to a set of computational methods that are capable of solving
complex tasks not by explicit instructions, but by learning from data. Exactly what this “learning”
means depends on the specific type of method being used. A basic distinction that is often made is
between “supervised” and “unsupervised” learning methods. In supervised learning one trains an
algorithm by providing not only a set of data, but also information about the right kind of output
that the algorithm should produce for a given piece of input data. For example, if the task is to
classify images, one also provides a set of labels (“cat”, “dog”, “ball”, etc.) that corresponds to the
desired classification. In unsupervised learning, by contrast, one does not provide any additional
information, but lets the method find features or structure in the data set by itself. Unsupervised
learning can be used to sort observations into a set of groups and thus achieve a classification of



potentially relevant groups, for example to identify cell types in single-cell gene expression data.
Artificial neural networks (ANNs) are arguably the best known examples of machine learning
methods. They consist of several layers of artificial neurons, which can be understood as simple
computational units that convert a set of inputs into an integrated output according to specific
parameters. The first layer (“input layer”) takes the data input directly, while the last layer (“output
layer”) produces a numerical output. In numerical prediction (regression) tasks, this output is
directly interpreted as a prediction of the model, while in classification tasks the output can be
interpreted as a vector of probabilities corresponding to the set of possible classes. The layers
between input and output are called “hidden layers”. In the supervised setting, “learning” consists
in incrementally updating the parameters in order to minimize the deviation (also known as the
“cost”) between the predicted and the desired output. Depending on the task, such networks can
be enormously complex with thousands or millions of parameters. Machine learning is considered
“deep” to the extent that there are multiple hidden layers in the model architecture that correspond
to successive transformations of the input data.

The complexity of the models and the fact that the details of the learning process are not ex-
ternally controlled by human agents makes it extremely difficult, if not impossible, to understand
how a task that has been learned by such a model is actually carried out. This is also known as the
problem of the “opacity” of machine learning algorithms (Burrell, 2016; Creel, 2020; Boge, 2022;
Zerilli, 2022). In the scientific context, machine learning models can be extremely accurate at
predicting certain outcomes, but this accuracy seems to come at the cost of not knowing how they
generate these predictions. This might be seen as problematic for several reasons. For example,
it could undermine trust in or reliance on such models (Duede, 2023), in particular when it comes
to generalizing beyond the kind of input data that the model has “seen” in the training phase (Réz,
2022b). On the other hand, we may be troubled by the fact that we have only a limited idea of how
the structure of the models incorporates features of the external world to which they are supposed
to refer (Alvarado and Humphreys, 2017). In particular, their way of making predictions seems to
be altogether different from the “traditional” way of predicting based on an explicit representation
of underlying processes occurring in the target system. Two different problems of understanding
should be distinguished in this context: understanding of a model and understanding with a model
(Réz and Beisbart, 2022). First, machine learning methods often lead to models that are very diffi-
cult or even impossible to understand themselves, i.e. the way in which they predict certain outputs
given certain input data. Second, these models seem to be useless for the purpose of understanding
features of the world, given that there does not seem to be any obvious representational relation
between model and target system. Both of these problems add to the feeling that scientific research
based on machine learning deviates considerably from the traditional theory-based approach.

In line with this, the philosophy of science literature has tended to discuss machine learning
mostly in terms of a choice between competing epistemic values. For example, Boge and Poznic
(2021) raise the worry that machine learning will turn science away from the aim of explanation
towards mere pattern recognition and prediction. If explanations remain an important goal, it is
argued, then additional “second-order” explanatory efforts must be made to first understand how
machine learning models perform their predictive tasks (cf. Zednik, 2021). This is the goal of the
“explainable AI” (xAI) movement, which has received considerable attention (see e.g. Watson and
Floridi, 2021; Watson, 2022a; Zednik and Boelsen, 2022; Zerilli, 2022; Beisbart and Réz, 2022;
Réz, 2022a), but also generated skeptical reactions (e.g. Rudin, 2019). In any case, such explana-
tions aim at making the decision-making of algorithms transparent without thereby achieving the
goals of providing explanation and understanding about phenomena in the world.



Similarly, Lépez-Rubio and Ratti (2021) frame the issue in terms of a choice between black
box machine learning models and mechanistic strategies when scientists are confronted with com-
plex and chaotic systems. They suggest that there is a direct trade-off between the explanatory
and predictive aims of science. Boon (2020) asks whether the traditional toolkit of science, i.e.
concepts, laws, models, and theories will become superfluous with the advent of machine learning.
She argues that such a transition would be in line with a purely empiricist stance on the aims of
science that does not worry about the unobservable causes that bring about the observed phenom-
ena. In a very similar vein, Hooker and Hooker (2018) see the contrast between machine learning
and conventional methods as an expression of the “realist/anti-realist cleavage that runs through
the philosophy of science” (Hooker and Hooker, 2018, 3).

Creel points out that to the extent that explanation requires insight into underlying mechanism,
opacity will be an obstacle to the explanatory goals of science (Creel, 2020). Sreckovi¢ et al.
(2022) imagine that machine learning is likely to lead to the emergence of two separate strands of
scientific activity, one “purely predictive and detached from any explanatory efforts”, and one that
is “faithful to the anthropocentric research focused on the search for explanation” (Sreckovic et al.,
2022, 179). Finally, Boge (2022) argues that deep neural nets are purely instrumental models that
do not deliver explanations and stand in the way of proper conceptualizations of the target system.

While I do not want to deny the problematic aspects of machine learning, I agree with Duede
(2023) when he states that “the disconnect between philosophical pessimism and scientific opti-
mism is driven by a failure to examine how Al is actually used in science” (Duede, 2023, 1). In
particular, it seems to me that most philosophical discussions are implicitly based on the idea that
given a certain problem, scientists are faced with a choice between machine learning method or a
“traditional” method as mutually exclusive alternatives.

Some philosophers have questioned the idea that machine learning models are incompatible
with scientific understanding. Sullivan (2022), for example, argues that it is not the complexity
or opaqueness of a model that limits understanding, but rather a property that she calls “link
uncertainty”, or “the extent to which the model fails to be empirically supported and adequately
linked to the target phenomena” (Sullivan, 2022, 110). As a case study, Sullivan discusses the
“deep patient model”, a deep learning model that allows the prediction of health states of patients
from electronic health records. Similarly, Kniisel and Baumberger (2020) aim to assess the extent
to which models can serve as vehicles for scientific understanding based on their representational
accuracy and coherence with background knowledge. They compare different climate models and
conclude that machine learning models can serve as vehicles for understanding under the right
circumstances.

However, both Sullivan and Kniisel and Baumberger consider scenarios in which the machine
learning model is used in isolation for a particular scientific task. This overlooks the possibility
that the most interesting contribution of machine learning to explanation or understanding may lie
in combining these methods with others (Baker et al., 2018).

Underlying all views discussed so far is the notion that ML and traditional modeling methods
actually differ in epistemologically relevant aspects. This “distintness claim” is challenged by An-
drews (2023). She argues that it is a mistake to consider data-intensive methods such as machine
learning to be theory-free, since they are typically applied in highly context-specific environments
and the construction of models and preparation of data sets are theory-laden in important ways.
Although I am broadly sympathetic to this position, I think there remain important methodological
differences, and it seems that the theory-ladenness discussed by Andrews (2023) is largely exter-
nal in the sense that it does not imply any specific assumptions about the causal structure of the



phenomena under study (Pietsch, 2015). In this regard, it is useful to consider the distinction be-
tween “‘process-based models” and “data-driven models”, introduced by Kniisel and Baumberger
(2020). While the former explicitly represent the causal processes that are assumed to occur in the
target system, the latter are created using statistical learning methods in order to capture depen-
dencies between observable features of the system. A standard example of a process-based model
is the Hodgkin-Huxley model which describes the initiation and propagation of action potentials
in neurons (see e.g. Weber, 2005; Craver, 2008). Here, the equations of the model directly rep-
resent characteristics of excitable cells, with the variables and parameters of the model standing
for measurable quantities such as the capacitance of the lipid bilayer constituting the cell mem-
brane or the voltage of ion channels. Experimental measurements serve as valuable information
both to infer the basic organization of the mechanism (e.g. which components causally interact)
and to determine the quantitative parameters figuring in the mathematical description of the mech-
anism. Process-based models can be used to make predictions, but because of the inclusion of
causal processes, they are also considered capable of explaining properties of the target system. In
data-driven models, by contrast, there is not necessarily a straightforward mapping between model
components and features of the world. In a deep neural network, for example, the architecture,
i.e., the number of layers, the number of nodes in those layers, and their connections, is usually
unrelated to the structural features of the target system. Data is used to tune the parameters of
the model in such a way that the model reproduces the observed input-output relationship, but the
same type of model could in principle be used to fit many different kinds of such relationship.
Figure 1 shows schematically the respective roles of the two types of models in scientific contexts.
It should be noted that the nature of the mathematical formalism by itself does not determine
whether it is used for process-based or data-driven modeling. For example, ordinary differential
equations can be used in a purely data-driven manner, while neural networks can sometimes be
used as process-based models, e.g., to represent the architecture of parts of the nervous system
(Chirimuuta, 2021; Stinson, 2020; Cao and Yamins, 2021).
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Figure 1: Two different kinds of modeling approaches according to the distinction proposed by
Kniisel and Baumberger (2020). Process-based models (top panel) explicitly represent entities
(indicated by the variables X, y, z) and causal processes occurring in the target system and are
often used for explanation. Data-driven models (bottom panel) are constructed using techniques
of statistical learning and do not aim at representing underlying causal structure. They are typically
used for prediction.



However, it is clear that both of these scenarios abstract from important aspects of scientific
activity. In practice, computational models are rarely used in isolation and are typically integrated
in larger research contexts. It seems that most philosophical discussions of machine learning
methods take the form of an explicit comparison with more traditional forms of theorizing in
science. While such comparisons are generally informative and useful, they can be misleading
if they imply that one has to choose between machine learning and conventional methods, or
between process-based and data-driven models, as if they were mutually exclusive alternatives. It
seems more productive to think of machine learning as an addition to the toolkit of scientists that
is appropriate in certain contexts and that can be complemented with other kinds of methods. In
such a bigger picture, machine learning does not necessarily threaten to turn science into a merely
predictive endeavor based on opaque models, but can, on the contrary, contribute to the articulation
of explanations and to the illumination of phenomena and their underlying causal processes. In the
next section I will provide a detailed case study from the field of molecular biology that illustrates
this productive explanatory role.

3 Case Study: A Biochemical Model of microRNA Affinity

3.1 Biological Background

For a long time, ribonucleic acid (RNA) was considered to play a subordinate role in molecular
biology, compared to DNA and proteins. According to the so-called “central dogma” formulated
by Francis Crick (1958), its main function was to act in the form of messenger RNA (mRNA)
as an intermediary “transcript” to transmit the information contained in gene sequences in DNA
required for the synthesis of proteins. The prevailing view that emerged in the following decades
was that gene regulation, that is, the set of processes that determine which genes are expressed by
the cell in a given context and at what levels, was due to the action of specialized proteins called
“transcription factors” (Morange and Cobb, 2020). However, early on some mechanisms were
described in which RNA molecules intervened more actively in this process. These were based
on the principle of sequence complementarity, i.e., the idea that RNA can recognize and bind to
specific sequences of DNA when the “letters” (called nucleotides) in both sequences correspond
exactly. One class of such regulatory RNA molecules, later called microRNAs, was discovered
in the late 1980s when scientists were unable to explain the phenotypic characteristics of a ge-
netic mutant in the nematode worm C. elegans using the traditional model of gene regulation.
When they investigated the underlying gene, they found that it did not give rise to a messenger
RNA molecule encoding a protein, but instead produced a short non-coding RNA that contained
sequences partially complementary to multiple sequences in another (conventional) gene, which
suggested that complementary binding of the RNA was involved in the repression of the target
gene.! Later discoveries showed that this regulatory mechanism is not peculiar to worms, but is
ubiquitous in the animal world. It is now known that microRNAs are small (~22 nucleotides long)
RNA molecules that act mainly by complementary binding to the untranslated portion of mRNAs
(i.e., the part of the sequence not involved in specifying the synthesis of proteins), causing their
increased degradation and thus decreased expression of the corresponding genes (see Fig. 2). The
number of different microRNA species in humans has not been determined with precision, but is
estimated to lie somewhere between 600 and 2000, and biologists assume that most conventional

"For a more extensive account of the history of microRNA discovery, see Burian (2007); O’Malley et al. (2010).



genes are targets of at least one microRNA. They are involved in important biological functions
and have been implicated in a number of human diseases (Bartel, 2018).
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Figure 2: Schematic illustration of gene regulation by microRNAs.

Importantly, an individual microRNA can target a set of different mRNA molecules, and a
particular mRNA can have binding sites for several different microRNAs. Therefore, a critical task
in understanding the specific ways in which microRNAs affect gene regulation is to determine the
targets for a given microRNA in a given cellular context and, conversely, to determine the set of
microRNAs that affect a given mRNA. The suppressive potential of a given microRNA appears to
be very specific and directly related to the number and affinities of the binding sites on the target
molecule. In particular, complementary binding of nucleotides 2-7 of the microRNA, the so-called
seed region, is of central importance. However, not all of the binding sites with direct seed pairing
are equally effective, and non-canonical sites (i.e. with non-perfect pairing) have been shown to be
relevant in some cases as well. Importantly, microRNAs do not act alone, but are incorporated into
a protein complex called RISC (for “RNA-induced silencing complex’), which affects the binding
characteristics of a microRNA molecule by modifying its three-dimensional configuration. As a
result, the affinities of microRNA binding sites depend in complex ways on the wider molecular
context and are very poorly predicted based on chemical principles of RNA site pairing alone. Up
to recently, the most successful methods in predicting target affinity relied on indirect, correlative
approaches, fitting multiple linear regression models based on the main features thought to be
informative, including, for example, the conservation of binding sites across different organisms.
However, even the best of these models have been shown to explain only a small fraction of the
effects on gene expression that are attributable to microRNAs.

3.2 Predicting and Understanding Gene Regulation by microRNAs

In 2019, the group of David P. Bartel at MIT, one of the key figures in microRNA research, pub-
lished a study called “The biochemical basis of microRNA targeting efficacy” that aimed at pro-
viding the foundation for a more detailed mechanistic understanding of microRNA action, while
at the same time generating more accurate predictions of target repression (McGeary et al., 2019).
Interestingly, machine learning played a key role in this endeavor together with an innovative
experimental technology, called RNA Bind-n-Seq (RBNS). In addition, the approach included a
second model, which the authors call a “biochemical model,” that describes the interaction of mi-



croRNA and mRNA molecules. And finally, it relied on so-called “transfection experiments” in
human cell lines. The cell lines were genetically engineered to express high levels of a specific
microRNA, and the effect of this overexpression on the cellular levels of mRNAs was measured
by genome-wide RNA sequencing. To appreciate the role of machine learning in the context of
this project, it is important to clearly understand how these different components were integrated
into the overall approach.

3.2.1 Experimental Approach

In the RBNS experiments the binding affinities of a small set of six microRNAs to all 262,144 pos-
sible 12 nucleotide long RNA sequences with at least four contiguous matches to the microRNA
seed were determined in vitro, that is, in a controlled chemical test-tube environment contain-
ing only the RNA molecules and AGO2, the relevant component of the RISC protein complex.
These experiments were interesting in their own right, as they provided an exhaustive view on the
possible transcript interactions and led to the discovery of several new types of binding sites. In
addition, the measurements showed that the affinity for the same type of binding site can differ
substantially between microRNAs, thus further highlighting the importance of taking into account
the wider sequence context. As expected, the measured affinities also differed substantially from
direct predictions based on the free energy of site pairing. In the transfection experiments five
of the six microRNAs already used in the RBNS experiments, as well as 10 others, were over-
expressed in a human cell line (HeLa) in order to measure resulting changes in gene expression.
Both types of experiments were used to generate data to train and test the combined model of
microRNA regulation.

3.2.2 Two Types of Models

Since it is not realistic to measure for each microRNA the affinities for all possible sequences, the
authors decided to use a convolutional neural network (CNN) model to “learn” the affinity between
the sequence of any microRNA and any target sequence based on the experimental data generated
in the first step. CNNs are often used to analyze images, and their architecture is inspired by the
organization of the visual cortex in animals. They allow for the detection and subsequent combi-
nation of complex features in the data by using filter functions that combine information coming
from contiguous patches of an image and that are optimized along with the other parameters of
the model. The input data used by McGeary et al., which consisted in partial sequences of the
microRNA and the mRNA, were presented to the CNN as 10 x 12 x 16 matrices, correspond-
ing to 10 nucleotide positions of the microRNA, 12 nucleotide positions of the mRNA, and 16
possible pairings of the four RNA nucleotides (adenine (A), cytosine (C), guanine (G) and uracil
(U)), which is in line with the three-dimensional input format of image data (image height x im-
age width x number of color channels). While convolutional layers are typically used to capture
spatial dependencies between pixels in an image, McGeary et al. used them to capture depen-
dencies between adjacent nucleotide positions in the molecular interactions between mRNA and
microRNA. In addition to two convolutional layers, they added two fully connected layers in order
to allow for more general types of interaction between the two molecules (see Fig. 3, top).

Based on the idea that binding affinity is directly related to the target repression observed in
cells, they additionally built a model that infers the degree to which a given microRNA represses a
given mRNA. This model considers full length mRNA transcripts and predicts the total occupancy
of this transcript by the microRNA (i.e. how many copies of the microRNA are on average bound
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Figure 3: The two models used in the study. The pyramidal shapes connecting the layers of the
CNN indicate the size of the convolutional filters (1x1 or 2x2). Both are simplified and modified
versions of diagrams found in McGeary et al. (2019).

to the mRINA at equilibrium) by aggregating the affinities of all potential binding sites on the
mRNA. This “biochemical” model was derived from an explicit description, in terms of ordinary
differential equations, of the dynamic processes by which microRNAs bind to and detach from
the mRNA and of the enhanced degradation caused by this occupancy. Apart from the site affini-
ties, the model contained parameters describing the relative concentration of unbound microRNA
complexes and the repression caused by a single bound microRNA, as well as a parameter that
accounts for the fact that sites within translated regions are less effective for repression than sites
in untranslated regions.

Figure 4 schematically describes the training process, which consisted in linking both models
to both sets of experiments. The CNN was used to predict binding affinities of microRNAs to
12 nucleotide length sequences, and the biochemical model to in turn link those affinities to ex-
perimentally measured intracellular repression levels. The overall cost function to be minimized
during training was composed of two parts: the cost due to the differences between affinities
measured in the RBNS experiments and those predicted by the CNN, and the cost due to the
differences between the gene expression changes measured in the transfection experiments and
those predicted by the biochemical model. The parameters of both models were simultaneously
optimized in the process.

After training, McGeary et al. tested the combined model using microRNAs not present in
the training set and additional transfections experiment performed in a different human cell line
(HEK). They found that their new method showed an impressive 50% improvement over the best
existing prediction tools.
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Figure 4: Schematic illustration of the training setup. This is a simplified and modified version of
the diagram shown in Fig. 6A of McGeary et al. (2019).

4 Analysis of the Case Study

In this section I derive several insights from the microRNA case study. These insights go against
the picture, widespread in the literature on Al, according to which there is a trade-off between
the predictive and explanatory aims of science, and that machine learning stands in the way of
mechanistic insight or theoretical understanding due to the opacity of its models. Clearly, a single
example is not sufficient to understand the evolution of an entire field of science, but as I will
suggest, it is plausible to view this example as representative of a broader trend at least in the
domain of molecular biology.

For the purposes of this article, it will not be necessary to go into the intricacies of the debates
over mechanistic explanation and scientific understanding. My arguments rest on assumptions that
I think are fairly uncontroversial: I assume that an account of the causal processes, or the mecha-
nism, underlying a phenomenon of interest can, under the right circumstances, serve as a means of
explaining that phenomenon. Furthermore, I assume that such causal or mechanistic explanations,
again under the right circumstances, can serve as vehicles for scientific understanding. The “right
circumstances” may be formulated, for example, in terms of a criterion of intelligibility (De Regt
and Dieks, 2005) and the resulting understanding may be considered as a skill rather than as a
special type of knowledge (De Regt, 2015). Note that in saying this, I am not assuming that all
explanations are causal or mechanistic, nor that I hold any particular view of causal or mechanistic
explanation. Nor do I assume that all scientific understanding is based on explanations (cf. Lipton,
2009). Although there has been some debate about whether explanations involving mathemat-
ics or computational models should be distinguished from mechanistic explanations (e.g. Bechtel
and Abrahamsen, 2010; Lange, 2013; Issad and Malaterre, 2015; Craver and Povich, 2017), I be-
lieve that most philosophers agree that mathematical or computational modeling techniques are
sometimes successfully used by scientists to describe causal processes or mechanisms and thereby
contribute to the goals of explanation and understanding. This is the way in which I understand the
contribution to explanation and understanding of process-based models as characterized in Section
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4.1 Machine learning is tightly integrated with traditional ‘“mechanistic’” methods

The case study shows that scientific projects involving machine learning are not necessarily limited
to generating data and training a model for purposes of prediction. McGeary et al. combined ma-
chine learning with detailed experimental analysis of the causal factors underlying the regulatory
role of microRNAs and with process-based modeling.

First, they used the RBNS experiments not only as a training set but also to gain very specific
insights into the causal determinants of microRNA binding affinity. Thus, they discovered, for
example, that some of the experimentally investigated microRNAs have binding sites in which
complementary binding is extended beyond the seed region. Furthermore, they found pronounced
differences in the affinities of the same type of binding site across different microRNAs, pointing
to the causal importance of the sequence and conformation of the whole microRNA molecule.
Finally, they gained insight into the importance of the nucleotides directly flanking the seed regions
on the target sequences and explained their effect in terms of “the propensity of these nucleotides
to stabilize RNA secondary structure” (McGeary et al., 2019, 8).

Second, they developed their “biochemical model” by connecting the affinity values deter-
mined in the RBNS experiments (or predicted by the CNN) to the mRNA repression observed
in the cellular context of the transfection experiments. In the terminology proposed in Section 2
this is clearly a process-based model, in the same way as the Hodgkin-Huxley model, because
it explicitly represents the process of microRNAs occupying their target transcripts in terms of
causally interpretable variables and parameters (e.g. the dissociation constant of target binding,
the concentration of free microRNA molecules, the transcript degradation rate). Such a model can
be interpreted as a mathematical representation of a causal mechanism and therefore as potentially
conducive of explanation and understanding.

The CNN model had a particular role in the overall project: to transfer the causal-mechanistic
insights from the experiments and the biochemical model to other microRNAs that were not among
the ones studied experimentally. There is thus a direct continuity between the causal-mechanistic
analysis and the machine learning part of the study. As shown in Figure 4, the CNN was directly
integrated with the biochemical model to turn sequence-based affinity predictions into predictions
of transcript repression. Thus, the integration of data-driven and process-based models occurred
in a very direct sense as the integration of different software modules in the overall computational
approach.”

In addition to this very explicit type of integration, it is also worth noting that the CNN model
itself can be understood to some extent as integrating causal-mechanistic knowledge. For example,
McGeary et al. did not use a generic neural network, but the architecture of the model actually
reflects features of the target system, with nodes corresponding to nucleotide positions and the
choice of convolution filters corresponding to molecular interactions considered relevant. More-
over, the choice of training data amounts to selecting mechanistic features of the target system that
seem important to the scientists.?

2 As can be seen in the accompanying software repository (https://github.com/kslin/miRNA_models).
31 thank one of the anonymous reviewers for highlighting this point. A much more detailed account of the “theory-
ladenness” of machine learning applications in science can be found in Andrews (2023).
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4.2 Machine learning does not impede but contributes to mechanistic insight

As we have seen, it is a common view that machine learning models will enable scientists to make
predictions about the behavior of very complex systems without providing any insight into how
this behavior is brought about by the interplay of the systems’ components. Consequently, ma-
chine learning is seen as impeding mechanistic insight and understanding. The example of the
microRNA study shows this does not have to be the case. As discussed in the previous section,
machine learning can go hand in hand with mechanistic methods, but based on the case study one
can even make the stronger claim that it actually contributes to mechanistic understanding. This
is because the predictions generated by machine learning in the microRNA study are not “high-
level phenomena” like, for example, the disease status of a patient. Instead, the predictions serve
to quantify the affinity of microRNA molecules to their target binding sites, which is a relatively
“low-level” mechanistic feature that is used by biologists in detailed explanatory accounts of spe-
cific gene regulation mechanisms, and the fact that these affinity values are generated by a machine
learning method does not necessarily make these accounts any less explanatory. However, in line
with Machamer et al. (2000), one might object that a model containing machine learning based
predictions is merely a “mechanism sketch”, i.e., an incomplete explanation containing “black
boxes” that have yet to be filled in. Accordingly, the explanation would not be truly complete until
the machine learning prediction is replaced by an explicit description of the causal factors that give
rise to the affinity between molecules. It is clear, however, that the obligation to open black boxes
cannot apply unconditionally, since biologists are not usually required to go to the level of elemen-
tary particle physics in their explanations. Indeed, Machamer et al. themselves emphasize that the
accounts of nested mechanisms “bottom out” in a discipline-specific lowest level of description.
For the scientists of this discipline this is the level where “[t]he explanation comes to an end, and
description of lower-level mechanisms would be irrelevant to their interests” (Machamer et al.,
2000, 13). Coming back to the case study, it seems that a detailed account of the interactions of
the individual nucleotides participating in the bonding between the two RNA molecules lies below
the bottoming out level of most biologists who are interested in mechanisms of gene regulation.
Thus, even if it does not provide an explanatory account of molecular affinity, the CNN provides
important information about who interacts with whom, and therefore directly contributes to the
construction of causal-mechanistic explanations. In further support of this idea, it seems highly
plausible that biologists would accept an account of microRNA repression as mechanistic if the
affinity values were not determined by machine learning, but by experimental measurement, even
though this would not illuminate the causal factors underlying affinity either.*

One reason that this type of explanatory role has not been considered may be that typical ex-
amples of machine learning involve high-level predictions based on a broad and undifferentiated
database, e.g., disease diagnoses based on gene expression (Watson, 2022b). In such circum-
stances, it appears that the machine learning approach is diametrically opposed to a representation
of the actual causal processes mediating between the different levels and replaces it with a purely
correlative model. In my case study, however, the machine learning approach remains confined to
the molecular level, and the data were processed to ensure causal relevance. Due to these features,
it can be integrated with a mechanistic account rather naturally.

To make this point, I have not even considered whether it might be possible to learn something
about the causal factors underlying binding affinity from the machine learning model itself. As

*This is similar to the idea that AI sometimes functions like a “computational microscope” (Krenn et al., 2022).
Nevertheless, there are important epistemological differences between machine learning and the use of scientific instru-
ments (Duede, 2022).
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detailed above, McGeary et al. used a specifically designed convolutional neural network for the
task of affinity prediction. This allowed them to adapt the network architecture to specific features
in the data that they expected to be particularly relevant:

The first layer of the CNN was designed to learn important single-nucleotide interac-
tions, the second layer was designed to learn dinucleotide interactions, and the third
layer was designed to learn position-specific information. (McGeary et al., 2019, 10)

Thus, even though the study itself does not elaborate on this, it is plausible that such a network
can be interrogated using techniques of xAl in order to gain more insight into the relevant causal
factors underlying microRNA binding. Indeed, as shown in Soutschek et al. (2022), the model can
be used, for example, to extract information about the specific importance of individual nucleotides
within a microRNA for binding to its target sites.

4.3 Machine learning is not the end but a new beginning of theory

Anderson (2008) argued in his provocative article that scientists in general, and biologists in par-
ticular, should accept that an approach based on models and theory is becoming obsolete. He
proposed, instead, that they would be more effective at advancing science by mining massive data
sets for correlations. My case study suggests that this is not necessarily the way in which biology
is heading. On the contrary, it points to the possibility that data-driven methods can contribute in
sophisticated ways to new ways of theory building.

First of all, McGeary et al. did not use machine learning from the start as a method of simply
“crunching the data”, but they introduced it only after more direct ways of gaining insight into
the causal factors determining microRNA binding affinity were exhausted. It is important to note
that if there had been a way to determine affinity based on a few simple rules (e.g. the free energy
of the pairing nucleotides), then a machine learning model would not have been necessary and a
process-based model would have been preferred. But the experiments on just a few microRNAs
revealed that there is a non-trivial dependency of affinity on features of the wider sequence context
and, even though data-driven, a CNN model appeared to be the adequate tool to capture this kind
of complexity and context-sensitivity. This, however, suggests that machine learning was not sim-
ply used as a “black box™ to generate predictions based on data, it rather promised to give rise to a
model that, although not process-based, “embodies” in some sense the principles of the complex
biochemistry underlying microRNA activity. Although this interpretation is admittedly vague, it
is supported by the account of the scientists themselves. For example, they describe their aim as
gaining “deeper understanding”, and their (combined) model as a way to “understand and predict”
and of going beyond “correlative models” towards a “principled, biochemical model” (McGeary
et al., 2019, 1). Even more tellingly, toward the end of their study, the authors discuss the limi-
tations of their current model, which is restricted to a relatively small number of nucleotides and
does not take into account features of the target sequence that are further away from the binding
site:

Perhaps the most promising strategy for accounting for these more distal features
will be an unbiased machine-learning approach that uses entire mRNA sequences to
predict repression, leveraging substantially expanded repression datasets as well as
site-affinity values. In this way, the complete regulatory landscape, as specified by
AGO within this essential biological pathway, might ultimately be computationally
reconstructed. (McGeary et al., 2019, 12)
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This strongly suggests that the authors view machine learning as more than just a predictive
tool. The goal of “reconstructing the regulatory landscape” indicates that they view it as an ad-
equate way to provide a theoretical underpinning for the phenomena of microRNA-driven gene
regulation. Thus, rather than heralding the end of theory in biology, machine learning may actu-
ally lead to a new way of conceiving the meaning of theory in biology.

An obvious objection to this view is that machine learning is inherently unable to capture
underlying principles and remains on the surface of “behavioristic” input-output relationships.
Comparison with a case in climate science discussed by Kawamleh (2021) may be instructive in
this regard. Because it is computationally intensive to explicitly represent small-scale processes
such as cloud formation in climate models, some scientists have attempted to replace them with
neural network models that are trained using the output of small-scale process-based models.
These neural network models are then integrated into large-scale process-based models, giving
rise to a similar combination of process-based and data-driven models as in the case study. As
Kawamleh argues, the neural network architecture is in principle able to approximate any input-
output relationship, and it fails “to learn any meaningful underlying principle or physical relations
among relata” (Kawamleh, 2021, 1018). She argues that as a consequence, the hybrid model
fails to generalize and to make accurate predictions in new contexts, such as temperature regimes
beyond the range that has been encountered during training. At first glance, this problem should
also affect the microRNA model.

The first thing to note is that, unlike in the climate example, there is no alternative process-
based “gold standard” model to which McGeary et al.’s machine learning model could be com-
pared. For this reason, it is unlikely that the data-driven component of the computational treatment
of microRNA affinity can be replaced by a more transparent model. More importantly, however,
there is a difference between the kind of task that the machine learning model has to learn in the
two cases. The scenarios to be considered relevant in the case of the climate system are poten-
tially infinite as we can always imagine the causal factors involved in climate phenomena (such
as temperature) to be extended beyond their previously encountered range. For this reason, it is
difficult to train a machine learning model on a truly representative sample of possible scenarios.
In the context of microRNA regulation, by contrast, the problem is structured such that there is a
finite (albeit very large) number of possible microRNA-mRNA interactions. Therefore, a model
that predicts all corresponding affinities with acceptable accuracy is conceivable, and it does not
seem absurd to consider this model as embodying the “theory” of microRNA regulation.’

The central difference, therefore, lies in the fact that the biological case, despite the involved
level of complexity, offers a well-circumscribed and finite “problem space”. More specifically,
the controlled cellular environment limits the range of possible scenarios that are physiologically
relevant in a given organism.® In addition, the discrete nature and finite number of elements of
the genetic code contribute to the numerical manageability of the problem. Considering that many
problems in molecular biology exhibit these, or similar, features, it seems plausible to consider
this idea of “theory” as more generally applicable in the biological realm.

>That is, provided the model is not effectively just a “list” of all measurements. Some degree of compression seems
necessary to speak of “theory”.

81t is not obvious whether McGeary et al.’s model will work across different organisms because relevant features
of the molecular context, e.g. the conformation of the RISC complex (or its homologue), may be different. But I do
not see this as threatening the idea of theory involved. It just means that the theory may look different for different
organisms. For applications of the model to mouse and rat data, see Soutschek et al. (2022).
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5 Conclusion

My goal in this paper was to counterbalance a widely held view in the philosophical literature
on machine learning according to which scientists face a choice between the competing goals of
prediction and explanation. My case study shows that at least in the context of molecular biol-
ogy, machine learning models do not necessarily work as isolated tools that generate predictions
without providing theoretical insight. Instead, such models are often tightly integrated with other
methods commonly considered as giving rise to explanation and understanding. Moreover, the
predictions generated by the machine learning model in the case study are not related to “high-
level” system behavior but quantify important parameters that have a clear causal interpretation
and can be used to build more complex accounts of the causal processes underlying gene regula-
tion. Finally, I have suggested that the biologists themselves consider the machine learning model
as the adequate vehicle to capture the phenomenon of microRNA binding at a general level and,
therefore, as a form of theory.

The context of microRNA biology may be considered too specific to warrant a new outlook
on theory in biology. However, as I have argued above, it is plausible that this perspective may
capture important parts of the field of genomics more generally. Many phenomena and processes
in molecular biology exhibit a similar kind of complexity and context sensitivity that defies un-
derstanding in terms of simple rules, but at the same time is translatable into well-circumscribed
problems. In line with this, methods of machine learning have been successfully applied in other
cases that are related to predicting complex aspects of sequence related biology (e.g. Alipanahi
et al., 2015; Whalen et al., 2016; Cuperus et al., 2017).

Even the aforementioned success of AlphaFold in predicting the structure of folded proteins
may be seen as fitting into this scheme, although it has been called “a black box” or “an oracle”
(Krenn et al., 2022), which does not suggest that it adds much to scientific understanding or ex-
planation. It is important to consider, however, that protein structure prediction is rarely an aim in
itself and that scientific problems are usually organized in a modular fashion. Thus, AlphaFold’s
achievement is generally seen as a contribution to the investigation of the mechanisms underlying
important biological phenomena driven by proteins. One observer of the field considers that the
most exciting prospect that it can lay the foundation for a new “structural systems biology’:

[S]tructure is the common currency through which everything in biology gets inte-
grated, both in terms of macromolecular chemistries, i.e., proteins, nucleic acids,
lipids, etc, but also in terms of the cell’s functional domains, i.e., its information pro-
cessing circuitry, its morphology, and its motility. A structural systems biology would
take this seriously, deriving the rate constants of enzymatic and metabolic reactions,
protein-protein binding affinities, and protein-DNA interactions all from structural
models. (AlQuraishi, 2020)

Although a detailed account of the AlphaFold model is beyond the scope of this article, clear
parallels to the prediction of microRNA affinity can be recognized.” Both models are used in
areas where conventional models have failed and direct experimental measurement is costly or
impossible. In addition, both models are used to generate key ingredients for building more com-
prehensive process-based models. The fact that parts of these models are based on data-driven and
opaque sub-models is not seen as threatening their explanatory potential.

"See Andrews (2023) for an excellent philosophical analysis of the case of AlphaFold.
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In emphasizing that the opacity of such models is not per se a threat to their ability to contribute
to explanation and understanding, I do not mean to deny that there are often good reasons to seek
transparency. In particular, methods of explainable Al might be used in the process of model
validation and in using such models for discovery (Watson and Floridi, 2021; Watson, 2022b).

To conclude, it seems likely that the construction of knowledge in much of biology will remain
a piecemeal endeavor, integrating various experimental and theoretical methods to uncover the
mechanisms underlying the phenomena of life. Machine learning appears to be an important new
tool that can help in this process of knowledge construction.
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