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Know your game, from in-real life experts to video game 
experts: discriminating in-real life experts from non-experts 

using blinks and EAR-derived features 
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 
Abstract— Serious games are an effective method of 

reproducing aspects of the complex interplay between 
environments and stakeholders in business situations. In the game 
we describe here, The Sustainable Port, players experience what it 
is like to make decisions in such a complex environment. Their aim 
in the game is to grow the Port of Rotterdam while keeping 
economic growth in balance with sustainability goals. In this study, 
we assessed whether experienced Port of Rotterdam employees 
(PoR employees) show different psychophysiological patterns, and 
more specifically EAR-derived features, compared to students. We 
did this on the assumption that physiological patterns will tell us 
something about how people who are familiar with the 
environment of the Port of Rotterdam, more specifically Port of 
Rotterdam employees, make decisions compared to those lacking 
such familiarity. 

Our sample consisted of 28 PoR employees and 65 students, all 
of whom played The Sustainable Port game and had their faces 
recorded with a camera. The Eye Aspect Ratio was extracted from 
these recordings and then from those we extracted EAR-derived 
features. Our results show that Port of Rotterdam employees 
perform better than students and that the two groups are 
characterized by different physiological variations in their EAR-
derived features. A logistic regression model used to identify PoR 
employees and students obtained an F1 score of 0.62, a PR AUC 
score of 0.64, and a ROC AUC score of 0.70. performing 
significantly above baseline suggesting the effectiveness of using 
EAR-derived features for this task. Our interpretation was further 
confirmed by a pseudo-R2 score used to evaluate the goodness of 
fit of a logistic regression model on the entire dataset. We found 
that Port of Rotterdam employees had a lower variation in blink 
rate per minute (blinks/m) and higher variation in the root mean 
square difference of successive difference in blinks (RMSSD), the 
consecutive difference between two continuous blinks. Moreover, 
this study shows that our methods were robust enough to negate 
the effects of confounders, such as biological sex and age that affect 
some other studies that analyze blinks.   
 
Index Terms— Blinks, Expertise, Machine Learning, Maritime 
Port, Serious Games, Sustainability 

I. INTRODUCTION 

ideo games are a widely spread medium of 
entertainment [1]. They often use mechanics that keep 
players engaged for hours, experimenting with 

different forms of agency, and familiarizing themselves with 
new environments [2]. This engagement can be harnessed for a 
variety of purposes. For example, L’Óreal and IBM used video 
games for recruitment purposes [3] while the Port of Rotterdam 

 
 

used games to make employees and stakeholders experience 
new business concepts [4]. These selected applications are just 
a few of many examples of the way in which games can, to a 
certain extent, imitate, engage, and inform players about 
matters important to business.  

The Sustainable Port is a digitalized version of a board game 
with the same name developed by the Barn 
(https://thebarngames.com/?lang=en) [5] from Delft, 
Netherlands. This board game aims to simulate some of the 
dynamism of a busy maritime port and introduce complexities 
to that simulation based on the European Green Deal goals 
(https://commission.europa.eu/strategy-and-policy/priorities-
2019-2024/european-green-deal_en). Prior to this study, we 
found that port employees and students performed differently 
in this game and the patterns of their in-game decisions were 
directly impacted by their experience working for the Port of 
Rotterdam. From these results, we speculated that The 
Sustainable Port simulated an important aspect of the interplay 
between the environment and stakeholder interests that 
employees are familiar with. To further explore this possibility, 
it was hypothesized that employees may cognitively engage 
with the simulation differently compared to lay people and that 
this would be reflected in physiological variations connected to 
that engagement. Where previous studies have looked at 
differences between novices and experts in terms of gaze-
fixation patterns [6] or heart-rate variability [7], we will want 
to focus on differences in Eye-Aspect Ratio-derived features 
(EAR-derived features; such as blinks/m or duration), a signal 
detected using a camera [8], tracking the eye lids movements. 
Previous studies already provide evidence that expert video 
game players experience low variation in blinks/m during a 
game session [8, 9]. Similar results were also found in real-life 
where expert surgeons show a higher blinks/m rate during the 
suturing phase of a microsurgery task suggesting that expertise 
may be connected to blinks at least in specific phases of a task 
[10]. However, up to date (July 2024) the previously mentioned 
is the only study involving expertise and blinks-related 
information. Furthermore, generally speaking, many studies 
focusing on blinks-related information did not control for the 
effect of confounders such as biological sex, age, and the 
differences of blinks at baseline which may affect the blinks and 
other blinks-related information collected during a task. 

Expertise has been extensively studied in real life using 
sensors to extract heart rate variability information [11], brain 
activity information [12], or eye movements information [13]. 
However, no study has focused yet on exploring if expertise 
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learned in real life also affects blinks/m and more generally 
blinks-related patterns in simulations such as serious games. 
Proving this point may be beneficial for the future use of serious 
games for education, training, and hiring new employees. For 
this reason, we extracted EAR-based features from the Eye 
Aspect Ratio. This has the benefit of being fully non-invasive 
and requiring only a webcam. The results obtained provide 
further evidence that EAR-derived features can be used to 
discriminate experts (in our case PoR employees) from non-
experts (students) during gameplay, but also showcase a 
groundbreaking method and its potential use to evaluate other 
phenomena such as drowsiness [14], mental workload [15], or 
cognitive performance [16]. 

II. RELATED WORKS 

A. Blinks, Brain, and Expertise 

Human beings make an average of 17 blinks per minute 
(blinks/m) with women typically blinking more than men [17, 
18]. Previous studies show that blinks have a duration spanning 
between 50 and 500 ms [17, 18], and intervals between one 
blink and another are generally expected to be between 2 and 
10 seconds [19] with a minimal interval as short as 100 ms [20]. 
Previous studies connected blinks/m with mental workload 
[13], performance [16], and fatigue [21]. In general, blinks/m 
are effective in tracking processes in the central nervous 
system, and dopaminergic activity in particular, but also 
processes that involve the pre-frontal cortex, the striatum, and 
the ventral tegmental area [22]. 

Blinks/m have also been connected to expertise in video 
games such as Tetris [8] and Hearthstone [9], as with expertise 
in real life [10]. A previous study showed that, for example, 
there is an interaction between expertise and suturing phases 
during a microsurgery task where experts seem to have higher 
blinks/m during some phases of the task [10]. Similar results 
were found during a Hearthstone tournament where expert 
Hearthstone players had higher blinks/m during the tournament 
independently from the opponent they were facing [9]. 
Importantly, these aforementioned studies have the 
shortcoming of not correcting for the baseline blinks/m that 
participants have at rest which may influence the results, and 
the effect found in these studies. Another study, this time 
correcting for the baseline at rest performing a subtraction 
between baseline at the blinks/m during the task [23, 24], shows 
that expert players of Tetris show a lower variation in blinks/m 
per minute both when looking at the first minute of gameplay 
but also when looking at the entire game session suggesting that 
experts players may have a higher blinks/m independently from 
the level they are playing [8].  

However, not only blinks/m but other EAR-derived features 
may help distinguish skilled people from less skilled ones. Such 
features include, but are not limited to, the blinks' average 
duration, the average blink intervals, and the root mean square 
difference of successive differences in blinks (RMSSD). For 
example, changes in the blinks' average duration and the 
RMSSD were connected to physiological changes due to the 
task [25, 26]. More specifically, the RMSSD is supposed to 

increase, together with the average blinks’ intervals, during 
visually demanding tasks [25] while the average blinks duration 
was reported to decrease [26]. Given this specification, we may 
assume these features may play a role as well in discriminating 
experts from non-experts assuming global differences, beyond 
blinks/m, in how they experience the task. 

 

B. Previous Findings in The Sustainable Port 

The Sustainable Port has already been used in a previous 
study [5]. This study found that both PoR employees and 
students who played this game agreed that the game can be used 
to inform non-experts about the complexity characterizing port 
environments when it comes to the decision-making processes 
connected to it. Furthermore, most PoR employees stated that 
they used the experience they obtained in real life at the Port of 
Rotterdam to play this game and that the game simulated the 
dynamics occurring in port environments (at least for what 
concerns the Port of Rotterdam). More interestingly, PoR 
employees scored higher than students in this game (after 
controlling for age, biological sex, video game habits, and 
board game habits) further suggesting a transfer of experience 
between what is learned in real-life environments and how 
people perform in a game. Therefore, given this evidence, 
differences between PoR employees and students may not only 
emerge on the level of the final score obtained but also when 
looking at their physiological variations, such as blinks and 
blinks-related information, and in-game decisions. 

III. METHODS 

A. The Sustainable Port: How to play? 

The Sustainable Port was originally a board game developed 
by The Barn, a game company based in Delft (Netherlands). 
This board version of the game was developed to start a 
discussion about green transition and to have multiple players 
involved and interacting. The version we used, developed by 
our research team at Tilburg University, was a single-player 
version instead that allows collecting data about the decisions 
made by the players through the game. Our digitalized game 
also allows for the extraction of physiological data collected 
through the computer webcams given that the player has his 
gaze and face oriented towards the screen. Furthermore, this 
game allows for the extraction of the decisions the player made 
throughout the rounds as an easily downloadable CSV file.  

To play Sustainable Port, the players have to first read and 
learn the instructions of the game and then complete 10 rounds. 
The instructions of the game can be always accessed through 
the “instructions” button present in the game environment 
throughout the entire session. At the beginning of each round 
the player is informed about the objectives of the game, the 
predictions about the upcoming rounds of the game, and the 
new technology available (upgrades and facilities). Such 
objectives are always accessible throughout the entire game by 
pressing the button “objectives”. Furthermore, during all the 
rounds of the game, the game has two indicators of performance 
the CO2 emissions and the Added Value (revenues) given by 
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the facilities and upgrades present in the Port. Such measures of 
performance, and the names assigned to them, were defined by 
the designers of the original board game. The final aim of the 
game is to first of all have a CO2 <= 10 in order not to lose the 
game and second a score as high as possible given by the 
function Added value – CO2 emissions. 

As the players start to play the game, they will see three 
distinct areas (See Fig. 1). The first area represents the port 
where 12 spaces are located representing the facilities that the 
player decides to build in their port. At the beginning of the 
game (round 1) all players start with the same 11 facilities in 
their ports. Each facility contains information about the CO2 
emitted by the facility, its Added Value (revenues), how many 
rounds it takes to demolish it, its demolition cost, and the 
upgrades available. Upgrades can either reduce the CO2 
emissions of that specific facility or increase its added value. 
Every time a facility has its demolition (or construction) process 
started the game will continue to demolish (or build) such 
facility during the upcoming round unless the player stops it. 
The second area in the game is the information hub placed in 
the center of the Port. This area provides information about the 
current overall CO2 emissions the added overall value of the 
port, and the money the players have available during the round 
they are playing (calculated using the following function: 
Added value/2+5; as defined in the original board game). Such 
money must be spent by the end of each round, nudging the 
players to carefully think about their decisions in order to 
optimize money spent and changes performed in their ports. 
The third area present in Sustainable Port is the “Market” where 
the new facilities that can be built are available. 
 

Fig. 1. An example of a round of The Sustainable Port. The Red 
rectangle contains the Market while the green one the port 
environment and the blue one the information about the 
performance of the player and general information about the 
round. 

 
This game is conceived to have 3 phases, an introductory 

phase, a central phase, and a final phase. The introductory phase 
consists of rounds 1 and 2; during this phase, the player can 
familiarize with the game given that no new facility or upgrade 
is introduced. The second phase is composed of the rounds 

 
1 The video used for this study is authored by Adrian Soare and it is available 
at the following link https://www.youtube.com/watch?v=dHG_eKFJHtM 

between round 3 and round 6 (included). This is the most crucial 
part of the game where the players can personalize their ports 
by building, demolishing, and upgrading. Finally, between 
round 7 and round 10, the final phase of the game occurs where 
the players can finalize their decisions and optimize their 
facilities through the use of the upgrades left. 

 

B. Data Collection 

B.1 Sample 

In this experiment, a total of N = 109 people (Nfemales = 58, 
Nmales = 50, Nnd = 1; Mage = 27.27, SD = 11.20) were 
recruited to play The Sustainable Port (digital version). 
Seventy-five students were recruited through the recruitment 
system available at Tilburg University in exchange for 
formative credit. The student sample consisted of n = 27 males 
and n = 47 females (Nage = 21.20, SD = 3.4). One person did 
not declare their biological sex.  

At the Port of Authority of the Port of Rotterdam, N = 34 
participants were recruited from the HRM department, Strategy 
department, Finance department, Environmental management, 
Port Development department, Commercial Department & 
Policy Department of the Port Harbour Master. Such 
departments are relevant for our study since they are directly 
involved in the decisions affecting the future directions of the 
Port of Rotterdam. In this group, there were 9 Junior employees, 
1 intern, and 24 senior employees. Overall, in this group, there 
were 23 males and 11 females with an average age of 40.67 (SD 
= 10.82). The participants working at the Port of Rotterdam 
were recruited using an anonymous Excel file shared through 
the Port of Rotterdam newsletter. The participants simply had 
to create an anonymous alphanumeric code with 10 digits 
without providing any information about their identity. The 
study was approved by the ethics committee of Tilburg 
University (REDC2021.35 + study number 3) 

 

B.2 Procedure 

At the beginning of the experiment, all the participants were 
asked to provide information about their biological sex, age, 
video game habits, and board game habits on a Likert scale 
ranging from 1 to 5 (Never, several times a year, several times 
a month, several times a week, every day) [5]. The participants 
working at the Port of Rotterdam were also asked about their 
level of seniority in the company and how many years they 
worked for the Port of Rotterdam. After gathering this 
information, participants were informed that video data 
collection commenced and were asked to watch a neutral video1 
from the OpenLAV library [27].  

This video was repeated in a loop for 3 minutes and the 
recording was used to obtain the baselines for the EAR-derived 
features for each participant [8]. After watching the video, 
participants read the instructions of The Sustainable Port and 
played through the 10 rounds of the game. Generally, a 
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complete experimental session lasts for approximately 60 
minutes.  At the end of the game, the participants could 
visualize if they reached the necessary CO2 threshold not to lose 
the game (=< 10) and their final score. After having played the 
game, participants were asked when they developed confidence 
in the game mechanics (in terms of during which round) or if 
they did not develop confidence at all. The session ended after 
the participants answered some questions about their subjective 
experience with the game. Such results were reported in another 
study [5]. In our final sample, 13 participants, who did not 
develop confidence in the game mechanics were excluded. In 
this specific case, we asked the following question: “During 
which round did you develop confidence in the game 
mechanics? (for example: which button or option is associated 
to specific actions)”. Therefore, these participants did not 
understand the mechanics intended here as the controls to play 
the game: where to click to perform the intended action. 
Consequently, it could not be assumed that these participants 
performed the actions they intended to do while playing the 
game. Out of these participants, 4 of them were PoR employees 
while 9 were students. From this study, we also excluded 2 PoR 
employee participants due to a corrupted video recording and 1 
student who did not declare their biological sex, since our 
analyses required controlling for the biological sex of the 
participants. Eventually, the sample used in this study contained 
93 participants. 

The sample used for this experiment partly overlapped with 
the one reported in a previous study [5], but for this paper, we 
did not exclude participants who did not reach the threshold of 
CO2 =< 10. This was done since we focused on discriminating 
Port employees from students and not on the score itself given 
the relatively small number of Port of Rotterdam employees 
taking part in the experiment. Overall, 6 students and 7 PoR 
employees did not reach the CO2 threshold.  However, we 
considered their game sessions serious attempts at playing the 
game since these players reported to have understood the 
game’s mechanics. Nevertheless, before running an analysis 
focusing on blinks-based features, we used a multiple linear 
regression (controlling for age, biological sex, board game 
habits, and video game habits) to evaluate if the difference in 
score between the two groups can be found even when not 
considering the CO2 threshold as in our current case. Table I 
and Table II show the information about the control variables, 
for the final sample (age, video game habits, board game habits, 
duration of the recording) we used in this study (for the analyses 
proposed in the next sections) evaluating respectively the 
differences between two groups (PoR employees and students) 
and the two biological sexes. This information provides 
preliminary insights about the nature of the sample collected. 
The p-values provided in Table I and Table II are based on 
Welch t-tests. 

 
 
 
 
 
 

TABLE I 
THE DIFFERENCES IN CONTROL VARIABLES FOR POR 

EMPLOYEES AND STUDENTS 
 PoR 

employees 
(N = 28 ) 

Students 
(N = 65) 

t p 

Age 39.89 
(SD = 10.83) 

21.2 
(SD = 3.46) 

F(1,29.35) 
= 8.77 

< 
.001*** 

Video 
game 
habits  

1.86 
(SD = 0.79) 

2.85 
(SD = 1.21) 

F(1,75.48) 
= 4.62 

< 
.001*** 

Board 
game 
habits  

2.25 
(SD = 0.57) 

2.31 
(SD = 0.58) 

F(1,51.57) 
= 0.55 

.58 

Duration 
of the 
recording 
(min) 

23.88 
(SD = 6.47) 

18.38 
(SD = 5.83) 

F(1,46.30) 
= 3.81 

< 
.001*** 

*** Refers to p-values below .001. 
 

TABLE II 
THE DIFFERENCES IN CONTROL VARIABLES FOR POR MALES 

AND FEMALES 
 Males 

(N = 47) 
Females 
(N = 46) 

t p 

Age 30.06 
(SD = 13.03) 

23.52 
(SD = 6.41) 

F(1, 67.24) 
 = 3.04 

< 
.01** 

Video 
games 
habits  

2.74 
(SD = 1.31) 

2.35 
(SD = 1.01) 

F(1, 90.95) 
 = 1.12 

.27 

Board 
games 
habits  

2.23 
(SD = 0.59) 

 

2.37 
(SD = 0.57) 

F(1, 86.06) 
=1.62 

.11 

Duration 
of the 
recording 
(min) 

20.35 
(SD = 6.88) 

19.72 
(SD = 6.14) 

F(1, 90.26) 
 = 0.46 

.65 

** Refers to p-values below .01. 
 

B.4 Eye Aspect Ratio Extraction 

Similar to what was done in previous studies [8], the first 
step to detect blinks from video is to determine how to calculate 
the distance between the eyelids. Blinks occur when the eyelids 
close and therefore when the distance between each other is 
minimized. In order to keep track of the distance between the 
eyelids, landmarks P1-6 are projected onto the area between the 
eyelids, and the EAR formula is applied to the values of 
landmarks: (|P2-P6|+|P3-P5|)/(2|P1-P4|); the EAR signal is the 
average across the eyes. Landmarks are projected onto the eye 
using the cvzone library (Python), which uses the 
FaceMeshDetector detector function to process a video as in Fig 
2. 
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Fig. 2. The landmarks of the FaceMeshDetector and the 
corresponding EAR points for the left and right eyes. The peaks 
in the signal represent blinks in the EAR signal. 

 
A value representing the average distance between eyelids 

typically ranges between 25 and 40 [8]. Every time a blink 
occurs, a peak is detected, as can be seen in the dips in the 
recording (Fig. 2). A stream of EAR values per frame of the 
entire recording can be saved as a .csv file. 

 

B.4 EAR-derived features extraction 

As shown in Fig. 2, we can easily see that peaks in the signal 
represent blinks. However, we still need to extract blinks, 
represented by sets of frames appearing as peaks on the EAR 
signal, and other EAR-derived features. In this study, we used 
the Isolation Forest with filtering proposed in a previous study 
[8]. Such a method detects blinks using an informed Isolation 
Forest and further functions to reduce the presence of noise. 
Furthermore, this method was tested on 30 fps recordings like 
ours. First of all, this Isolation Forest has a contamination 
parameter, defining the percentage of expected outliers, based 
on a rolling median of 100 frames with a median absolute 
deviation of 2.5 [28, 29] to determine the percentage of outliers 
and therefore the contamination parameter. Second, the 
Isolation Forest marks as outliers all of those sets of frames 
lasting between 2 frames and 15 frames which approximated 
the lower and upper bounds of blink duration (50 and 500 
milliseconds) [19, 20]. During this step of the process, we 
obtained the candidate sets of outliers that are potential blinks. 
However, at this stage, a filtering function is implemented 
where sets of outliers with a distance lower than 4 frames 
(representing the minimal interval of at least 100 ms between 
one blink and another suggested by previous studies [20]) are 
detected. The frames missing between these two sets of outliers 
are then marked as outliers as well since they are considered 
outliers that the Isolation Forest failed to detect given the 
minimum blinks interval of 100 ms [20]. Finally, a last filtering 
function detects the final groups of outliers (blinks) after having 
controlled that their final length is between two frames and 15 
frames.  This process should exhaustively capture blinks that 
appear as peaks in the EAR signal. 

The Isolation Forest with filtering in this previous study not 
only allows for the extraction of blinks and therefore blinks/m 
but also for other features such as the average distance between 
one blink and another (blinks intervals), the blinks’ duration, 

and the RMSSD between one blink and another [8]. For this 
study, we focus on four main features: the blinks/m, the average 
blinks’ duration, the average blinks’ interval, and the RMSSD. 
We used these features since they may provide a more 
exhaustive overview of what occurs in blink patterns. For 
example, as mentioned in a previous section of this work, other 
features besides blinks/m, such as blink duration and RMSSD 
seem to be connected with phenomena such as visual workload 
and the allocation of visual resources [25, 26] that may be 
mediated by expertise. 

 

B.5 Analyses pipeline and assumptions 

Given the aim of this paper to both propose a methodology 
to evaluate EAR-derived features and to investigate if the 
extracted EAR-derived features can be used to discriminate 
PoR employees from students playing Sustainable Port this 
section provides an overview of the analyses run and their 
purpose. First of all, we evaluated if the patterns found in [5] 
concerning the differences in scores between PoR employees 
and students can be found in our sample as well (subsection: 
PoR employees and students score comparison). Second, we 
ran analyses aiming to evaluate the effect of confounders (such 
as age or the duration of the recording) on the EAR-derived 
features (subsection: methodological analyses). Such analysis 
was run since most of the studies focusing on blinks did not 
evaluate the confounders (age, and biological sex) that are 
present independently from the field of study [9, 10]. Third, we 
will evaluate if the baseline-corrected EAR-derived features 
(after having controlled for the effect of age, and biological sex 
on these features) can be used to discriminate PoR employees 
from students (subsection: PoR employees and students EAR-
derived features’ analyses). 
 

B.5.1 PoR employees and students score comparison 

This first analysis was run to evaluate if our study, 
independently from participants reaching the CO2 threshold, 
presents the same patterns as [5] where PoR employees 
performed better on the game than students.  For this reason, a 
multiple linear regression was run with the final score as the 
dependent variable and group (PoR employee, student), age, 
biological sex, board game habits, and video game habits as 
control variables. This approach was adopted to make sure to 
find the same patterns in our study (for what concerns PoR 
employees performing better than students) as it was found in a 
previous study using Sustainable Port [5].  

 

B.5.2 Methodological Analysis 

For the second set of analyses, we ran an ANOVA analysis 
comparing the two groups, using age as a covariate, to detect if 
there were baseline differences in baseline blinks/m, baseline 
average blinks duration, baseline average interval duration, and 
baseline RMSSD. Age was added to the analysis since the two 
samples have 2 different ages and previous studies suggest an 
effect of age on blink patterns where older women, for example, 
tend to blink more than younger ones [30]. This analysis was 
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run to exclude baseline differences between the two groups. 
Then, for all four features separately, a mixed linear model was 
run to evaluate period (baseline vs task period) as within subject 
factor and, age, biological sex, and duration of the recording as 
between subject factor. In this case, we decided to use a linear 
mixed model given their robustness to non-normal residuals 
and heteroskedasticity that we found in the data [31]. To these 
variables, the interaction of age and biological sex was added 
as a term given previous study suggesting the effect of age [30, 
41] and biological sex [8] on EAR-derived features.  

After that, we ran an ANOVA on the baseline corrected 
measures obtained by subtracting the measures collected during 
the tasks from the baseline as similarly done in other studies [8, 
20, 21] thus obtaining the baseline-corrected blinks/m, the 
baseline-corrected average blinks duration, the baseline-
corrected average blinks interval, and the baseline-corrected 
average RMSSD (similar to was is generally done in heart rate 
variability studies [32]). In this specific analysis, we used the 
same predictors as in the linear mixed models (biological sex, 
age, duration of recording, and interaction between biological 
sex and age) to evaluate if the baseline corrected measures are 
still affected by these confounders. As in the case of baseline vs 
task measurements, we found often non-homogenous variance 
and non-normal residuals in our data both in the baseline 
measures and in the baseline-corrected measures. For this 
reason, we used the HC3 correction to obtain more reliable 
results as suggested in a previous study where HC3 was deemed 
to be robust both against non-normality of the residuals [33] but 
also performs well on non-homogenous variance-affected data 
in small imbalanced samples (< 250) like ours [34]. 
Furthermore, further evidence of the robustness of the HC3 
correction is given by other studies suggesting that HC3 should 
be routinely used given also the low power that 
heteroskedasticity tests have on small samples [35]. 
Furthermore, this method should be also robust to the 
differences in age we found in our sample between males and 
females (see Table I). For this reason, in this study, we used 
type 2 ANOVAs implemented with an HC3 correction.  

 

B.5.3 PoR employees and students EAR-derived features’ 
analyses 

These analyses aim to evaluate if baseline-corrected EAR-
derived features can be used to discriminate PoR employees and 
students. We used logistic regression with stratified 5-fold 
cross-validation to evaluate if the four baseline-corrected 
features can be used to discriminate PoR employees from 
students after having balanced the sample weights. The metrics 
used for this purpose were the weighted F1 score, the area under 
the precision-recall curve (PR AUC), and the ROC AUC. Such 
metrics should provide reliable indicators with strongly 
imbalanced samples like ours (where PoR employees account 
only for   30% of the data) [36, 37, 38]. The baseline scores 
were defined using a dummy classifier implemented with the 
“stratified” strategy for the PR AUC and the “constant” strategy 

 
2 https://scikit-learn.org/stable/modules/model_evaluation.html 

with the underrepresented class (PoR employees) for the F1 
score as suggested in sklearn2. Given the imbalance in the data, 
for this analysis, we balanced the class weights in our logistic 
regression and evaluated the model on a weighted F1 score and 
a manually implemented PR AUC with balanced weights 
(given the lack of a function to calculate this score in sklearn).  
Finally, we also fitted the data using a logistic regression 
implemented with a pseudo-R2 (McFadden pseudo-R2) to 
evaluate which features are significant and to evaluate the 
coefficients and p-values of our features when fitting the data. 
Logistic regression was chosen for this analysis since our 
dataset, considering the four features selected, fits the suggested 
requirement of at least 5 events per variable in the 
underrepresented class (PoR participant N = 27) [34]. 
Furthermore, we evaluate the presence of multicollinearity by 
checking the variance inflation factor of our features where 
none of the features had a value higher than 10 suggested as the 
limit for multicollinearity in previous studies [39]. 

IV. RESULTS 

A. PoR employees and students’ comparison 

The results of this analysis, using multiple linear regression, 
suggest that similar patterns of significance to what found in [5] 
can be found when not considering the CO2 <= 10 threshold 
needed not to lose the game (F(5, 87) = 5.22, p < .001, R2 = 
.23). More specifically, as showed in Table III, video games 
habits have a positive significant effect on the score while PoR 
employees (M = 35.11, SD = 13.28) scored significantly higher 
than students (M = 31.15, SD = 16.33). Furthermore, no 
difference was found between males (M = 36.47, SD = 14.25) 
and females (M = 27.85, SD = 15.68), and no effect of age was 
found. Table III shows the results of the multiple linear 
regression. 

 
TABLE III 

THE RESULTS OF THE MULTIPLE LINEAR REGRESSION ON THE 

SCORE 
 B SD U L t p 

Biological 
Sex (Ref. 
female) 

 
6.17 

 
3.33 

 
12.80 

 
-0.45 

 
1.85 

 
.067 

Age  
-0.42 

 
0.23 

 
0.036 

 
-0.89 

 
-1.83 

 
.07 

ParƟcipants 
(Ref. 
students) 

 
13.56 

 
5.49 

 
24.47 

 
2.64 

 
2.47 

 
.016* 

Digital 
game 
habits 

 
4.12 

 
1.44 

 
6.99 

 
1.25 

 
 

2.85 
 

.005** 

Board 
game 
habits 

 
2.99 

 
2.62 

 
8.19 

 
-2.20 

 
1.14 

 
.257 

* Refers to p-values < .05, while ** refers to p-values < .01. 
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B. Method Selection 

B.1 Baseline differences between groups 

In this first step of our analyses, we evaluated the presence 
of baseline differences between PoR employees and students 
(controlling for the effect of age as a covariate) for the chosen 
features; in this case, we did not control for the duration of the 
recording since it was of 3 minutes for all the participants. This 
analysis was carried out to exclude the presence of significant 
findings in the next analyses due to baseline differences. The 
descriptive statistics of the features used can be found in Table 
IV. 

TABLE IV  
TABLE ILLUSTRATION THE FOUR EAR-DERIVED FEATURES 

FOR POR EMPLOYEES AND STUDENTS AT BASELINE 
 PoR employees Students 

Blinks/m M = 15.27 
(SD = 9.34) 

19.67 
(SD = 8.95) 

Average Blinks’ 
duration 

(in milliseconds) 

M = 171.60 
(SD = 28.98) 

M = 175.96 
(SD = 27.11) 

Average Blinks’ 
Interval 

(in seconds) 

M = 6.93 
(SD = 8.74) 

M = 3.79 
(SD = 2.90) 

Average RMSSD 
(in seconds) 

M = 12.09 
(SD = 17.57) 

M =  6.41 
(SD = 7.82) 

 
Overall, in this analysis, we found no effects of the 

predictors. There was no effect on the blinks/m determined by 
group ( F(1,90) = 0.21, p = .65) or the age of the participant 
(F(1,90) = 1.31, p = .26). Similar results were found in the other 
three chosen features. For the case of the RMSSD, there was no 
significant difference due to age (F(1,90) = 1.68, p = .20) and 
group (F(1,90) = 0.75, p = .39). Similarly, the average blinks' 
interval was not determined by age (F(1,90) = 1.49, p = .23) and 
group (F(1,90) = 0.34, p = .56). Finally, non-significant effects 
were found in the average blinks duration at baseline where 
neither age (F(1,90) = 0.021, p = .89) nor group (F(1,90) = 0.25, 
p = .62) are significant predictors. 
 

B.2 Blink behavior during the baseline and task (Linear Mixed 
Models) 

In this second step of our methodological pipeline, we 
wanted to evaluate the difference between baseline measures 
and measures collected during the task (for all the four features 
selected) controlling for variables such as age, biological sex, 
duration of the recording, and the interaction between 
biological sex and age. These analyses follow the example 
provided in a previous study [8] and want to appraise the effect 
of baseline measures on the measures obtained during the task 
independently from the main groups’ analysis. Fig. 3 provides 
a visual representation of the data during the baseline and the 
task (The Sustainable Port game session) period for males and 
females similar to what was done in [8].  
 

Fig. 3. The variation for the four EAR-derived features 
according to period and for the two biological sexes. 
 
The results for the linear mixed models analysis can be found 
in Table V for the blinks/m, Table VI for the average blinks’ 
duration, Table VII for the average blinks’ interval, and Table 
VIII for the average RMSSD. For all the tables mentioned in 
this section the reference period is the baseline. 
 

TABLE V 
THE RESULTS OF THE MIXED LINEAR MODEL FOR BLINKS/M  

*** Refers to p-values < .001. 
 

TABLE VI 
THE RESULTS OF THE MIXED LINEAR MODEL FOR BLINKS’ 

AVERAGE DURATION 

*** Refers to p-values < .001. 
 
 
 
 
 
 
 

 β t p 
Period - 7.64 87.00 < .001*** 
Biological sex    1.42 17.43 < .001*** 
Age   0.20 0.73 .40 
Duration of the 
Recording 

 -0.02 0.03 .87 

Age * 
Biological Sex 

 -0.32 3.06 .08 
 

 β t p 
Period -29.09 94.59 < .001*** 
Biological sex  1.31 0.12 .73 
Age -0.17 0.15 .70 
Duration of 
the Recording 

0.16 0.25 .62 

Age * 
Biological 
Sex 

0.11 0.05 .82 
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TABLE VII 
THE RESULTS OF THE MIXED LINEAR MODEL FOR BLINKS’ 

AVERAGE INTERVAL 

* Refers to p-values < .05 while ** refers to p-values < .01, and *** 
refers to p-values < .001 
 

TABLE VIII 
THE RESULTS OF THE MIXED LINEAR MODEL FOR AVERAGE  

RMSSD 

* Refers to p-values < .05 while ** refers to p-values < .01. 
 

To summarize, our within subjects factor (period: baseline 
vs task) was found significant when looking at all the EAR-
derived features collected during the task. In both blinks and 
average blinks duration there was a significant decrease during 
the task while for the average blinks’ interval and the average 
RMSSD during the task there was a significant increase during 
the task (these results can be visualized in Fig. 3). For these two 
EAR-derived features we also found a positive effect of age 
where with the increase of age these two features also undergo 
an increase. 
 

B.3 Baseline-corrected measures 

Some of the confounders (such as age or biological sex) may 
affect the measures collected during the task’s recordings (in 
our case The Sustainable Port gameplay). So. in this part of the 
analyses, we appraised if the baseline-corrected (obtained by 
subtracting the measures collected during the task from the 
baseline recording) measures are not affected by the variables 
we controlled for in the mixed linear model (age, biological sex, 
duration of the recording, and the interaction between 
biological sex and age). Our results show no effects of these 
predictors in the four chosen features (see Table IX and Table 
X). This suggests that baseline corrected features may be less 
influenced by confounders (such as age and biological sex) 
compared to the measures collected during the task. 

 
 
 

 

TABLE IX 
DESCRIPTIVE STATISTICS OF THE BASELINE-CORRECTED EAR-

DERIVED FEATURES FOR MALES AND FEMALES 

 
TABLE X 

THE RESULTS OF THE ANOVA (F(1,88)) FOR THE FOUR 

BASELINE-CORRECTED FEATURES 

 

B.4 Discrimination using the EAR-derived features 

After having evaluated the potential effects of confounders 
on the baseline-corrected features (baseline recording – task 
recording), we used a stratified 5-fold cross-validation with 
logistic regression to evaluate if the four defined features could 
be used to discriminate PoR employees from students. Table XI 
show the classification results for both the dummy classifier and 
the logistic regression model. 

 
TABLE XI  

THE RESULTS OF THE CLASSIFICATION TASK FOR THE DUMMY 

CLASSIFIER AND FOR THE LOGISTIC REGRESSION 
 ROC AUC PR AUC F1 

Logistic 
Regression 

0.70 
(SD = 0.11) 

0.64 
(SD = 0.17) 

0.62 
(SD = 0.05) 

Dummy 
Classifier 
(baseline) 

0.50 
(SD = 0.00) 

0.46 
(SD = 0.14 

0.46 
(SD = 0.02) 

 
After having investigated the classification metrics, the 

underlying effect of age was evaluated. First. we looked into the 
confusion matrix (see Table XII; the positive class refers to PoR 
employees while the negative one to students). Then we 
checked if the age of the participants misclassified was different 
than the age of the participant correctly classified. The analysis 
showed that, running a Welch t-test, there was no difference 

 β t p 
Period 4.96 19.15 .001*** 
Biological sex  1.13 7.86 .006** 
Age 0.07 5.59 .02* 
Duration of 
the Recording 

-0.13 1.76 .18 

Age * 
Biological 
Sex 

0.10 0.45 .51 
 

 β t p 
Period  11.11 22.11 < .001*** 
Biological sex  4.81 10.79 .002** 
Age 0.28 10.35 .002** 
Duration of the 
recording 

-0.23 1.33 .25 

Age * 
Biological Sex 

0.16 0.26 .62 
 

 Males Females 
Baseline-Corrected 
Blinks/m 

M = 7.02 
(SD = 7.06) 

M = 8.26 
(SD = 8.54) 

Average Baseline-
Corrected Blinks’ 
Duration 

M = 25.40 
(SD = 29.01) 

M = 32.87 
(SD = 27.86) 

Average Baseline-
Corrected Blinks’ 
Interval 

M = - 6.27 
(SD = 14.68) 

M = - 3.62 
(SD = 3.93) 

Average Baseline-
Corrected RMSSD 

M = -13.78 
(SD = 29.12) 

M = -8.38 
(SD = 12.51) 

 Biological 
Sex 

Age Duration of 
the 

Recording 

Age * 
Biological 

Sex 
Blinks/
m 

F= 0.52 
p = .47 

F = 0.27 
p = .60 

F = 0.30 
p = 0.58 

F = 2.19 
p = .14 

Average 
Blinks’ 
duration 

F = 1.09 
p = .30 

F = 0.08 
p = .78 

F = 0.01 
p = .93 

F = 0.03 
p = .86 

Average 
Blinks’ 
Interval 

F = 1.08 
p = .30 

F = 0.60 
p = .81 

F = 0.17 
p = .68 

F = 0.41 
p = .52 

Average 
RMSSD 

F = 0.83 
p = .37 

F = 0.11 
p = .74 

F= 0.13 
p = .72 

F = 0.16 
p = .69 
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between PoR employees correctly classified and those 
misclassified (t(24.46) = -0.54, p = .59). Same results were 
found in the student group (t(29.31) = -0.73, p = .45). 
 

TABLE XII 
THE RESULTS OF THE CONFUSION MATRIX ACROSS THE  5-

FOLD STRATIFIED CROSS VALIDATION 

 
To further investigate the use of the baseline-corrected features 
for this task, another logistic regression model was trained 
using the McFadden pseudo-R2 to evaluate the amount of 
variance explained by our features on the entire dataset (see 
Table XIII). 
 

TABLE XIII  
THE RESULTS OF THE LOGISTIC REGRESSION WITH VALUE P-

VALUES AND COEFFICIENTS FOR ALL THE FEATURES 
 

 B SD U L t p 
Blinks/m -

0.087 
 

0.041 
 

0.033 
-

0.167 
- 

2.133 
 

.03* 
Baseline-
corrected 
Average 
Blinks’ 
Duration 

-
0.022 

 
0.009 

-
0.015 

-
0.022 

- 
0.253 

 
.80 

Baseline-
corrected 
Average 
Blinks’ 
Interval 

 
0.165 

 
0.087 

 
0.335 

-
0.006 

 
1.895 

 
.06  

Baseline-
corrected 
Average 
RMSSD 

-
0.083 

 
0.033 

- 
0.019 

 

- 
0.146 

 

- 
2.528 

 
.01* 

* Refers to p-values < .05. 
 
Overall, the model obtained a Pseudo-R2 of 0.11 which is 

statistically different than the intercept-only model (p = .01). 
More specifically, we found that baseline-corrected blinks and 
baseline-corrected RMSSD are the most significant features in 
discriminating the two groups where PoR employees had lower 
baseline-corrected blinks (M = 5.09, SD = 7.33) than students 
(M = 8.73, SD = 7.81) and overall bigger variations between 
one blink of another in terms of RMSSD (PoR employees: M = 
-12.38, SD = 23.36; students: M = -10.56, SD = 22.33). A 
Marginally significant difference (p = .06) was found in the 
average blinks’ intervals (PoR employees: M= -4.01, SD = 
8.59; students: M = -5.37, SD = 11.70) while no differences 
were detected in the average blinks’ duration (PoR employees: 
M = 25.96, SD = 30.20; students: M = 30.44, SD = 27.91).  

IV. DISCUSSIONS 

This study used EAR-derived features extracted to 
discriminate PoR employees from students playing a game 
simulating port dynamics. As in a previous study with The 
Sustainable Port, PoR employees performed better than 
students (after controlling for biological sex, age, video game 
habits, and digital game habits), suggesting that employees took 
advantage of their port-related knowledge to play the game [5]. 
Most PoR employees reported that the game simulates the 
dynamics of the Port of Rotterdam ecosystem and that playing 
the games raises awareness about the complexity of decisions 
in that ecosystem [5]. Our results, which relied on a multiple 
linear regression, suggest that the same patterns found in [5] can 
be also found when not considering the CO2 threshold. This 
shows that, independently from reaching the threshold, PoR 
employees still have a significantly better performance, in terms 
of absolute score, when compared to students. Overall, given 
these findings, we could expect a difference in the two groups 
on a physiological level as well.  

In this specific study, we used EAR-derived features 
extracted using a non-invasive method presented in a previous 
study [8], such as blinks/m, blinks' average duration, blinks' 
average interval, and RMSSD. Blinks/m have already been 
found to be significantly associated with performance on a task 
[16] and working memory [40], among other things. The 
general idea is that better-performing individuals, such as 
experts, blink more often per minute during a task when 
compared to their less experienced counterparts [8]. This may 
be due either to the connection that blinks/m have with working 
memory [40] or with the experienced workload [10]. A similar 
trend was found when looking at experienced video game 
players during a Hearthstone tournament [9], during a Tetris 
gameplay [8], and in some phases of a suturing task in a 
previous study involving surgeons [10]. With this being said, 
one of the problems of some of the studies mentioned is that 
they did not correct for the baseline at rest which, as seen in the 
current study, may play a role in determining the blinks/m 
during the task. We did that in ours. 

Potential confounders when it comes to using the uncorrected 
blinks/m, or other variables as the ones we used in this study, 
are not limited to the baseline at rest but also to the age and the 
biological sex of the participants. As we saw, all of our features, 
besides the average blink duration, are affected by the 
biological sex of the participant. Furthermore, age proved to be 
a significant predictor of two of our features during the task 
(average interval duration and RMSSD); such differences may 
be due to age-connected variations in blinks' patterns found in 
other studies [30]. Besides the effect of age and biological sex 
we found that during the game session, there are significant 
variations in all the features we considered. More specifically, 
in our mixed linear models, we saw a decrease in the average 
blinks' duration, a decrease in blinks/m [8], and an increase in 
RMSSD, and average blinks' intervals [25].  The effect of 
playing video games, and overall facing a task that required 
attention, not only resulted in lowered blinks/m [8] but also in 
higher average blink intervals [25], higher RMSSD, and shorter 

 Positive Negative 
Positive 16 12 
Negative 14 41 

This article has been accepted for publication in IEEE Transactions on Games. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TG.2024.3494724

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Universiteit van Tilburg. Downloaded on December 12,2024 at 14:38:16 UTC from IEEE Xplore.  Restrictions apply. 



10 
 

blink duration [26]. Interestingly enough, when using the 
baseline-corrected measures we did not find any significant 
effect of the confounders we kept into account for this study. 
As can be seen in Table X, age and biological sex seem not to 
affect the baseline corrected features; this seems to be further 
confirmed when considering that no significant difference was 
found between players correctly classified and those 
missclassified. However, to further dissipate the possibility that 
age played a role in the identification of players future research 
should repeat this study collecting a more homogenous group 
of players (for what concerns age) where non-experts should 
have the same age as the PoR employees’ group. Nevertheless, 
the results here obtained suggest that baseline-corrected 
measures are presumably more robust to the effect of 
confounders, and, consequently, we suggest their use in future 
studies. Furthermore, in this study, we did not find any 
difference in the baseline measures between the two groups 
under analysis (PoR employees and students controlling for age 
as covariate) suggesting the effects found are allegedly not due 
to baseline differences. These preliminary analyses about the 
effect of potential confounders, baseline-task variations, and 
baseline-corrected measures, were necessary before 
introducing a discussion about our results obtained using 
logistic regression models. Future studies should investigate the 
application of the method here proposed and evaluate their 
robustness when investigating other phenomena. 

As we saw, our logistic regression, both on the stratified 5-
fold cross-validation and the results of the Pseudo R2 show that 
it is possible to discriminate the two groups above baseline. 
More specifically, we found that baseline-corrected blinks and 
RMSSD are significant predictors in our logistic regression 
model. The results obtained in the RMSSD should be 
interpreted together with the average blinks' intervals which 
were found as marginally significant in our study. Taken 
together, these results suggest that PoR employee experience a 
global lower decrease in their average blinks' intervals but 
higher variations between one blink and another in terms of 
RMSSD. Such differences may be due to a better allocation of 
visual resources and better task-specific adaptability. Such 
interpretation follows the results obtained in heart rate 
variability studies where better performance in tasks is 
connected to higher RMSSD [41, 42]. For what concerns 
baseline-corrected blinks/m, our results are in line with what 
was obtained in a study focusing on performance-based 
expertise in Tetris [8]. A lower decrease in blinks/m may, for 
example, suggest either a lower experienced cognitive 
workload by the PoR employees [10] or better working memory 
in these specific tasks [40]. Another option is that given the 
higher performance showcased by PoR employees, variations 
in baseline-corrected blinks may be connected to the higher 
performance that this group had in the game as similarly found 
in other studies [8]. The results here obtained may provide 
evidence that PoR employees engage differently than students 
with The Sustainable Port given the possibility of using EAR-
derived features and their connection with aspects such as 
working memory [40], and performance [16]. However, these 
hypotheses about the baseline-corrected RMSSD and the 

baseline-corrected blinks should be further investigated in 
future studies. As illustrated in this study, this is one of the first 
studies using baseline corrected blinks/m and other EAR-
derived features. Future research may clarify the connection 
between these features and cognition.  

To sum up, our results seem to suggest that it is possible to 
discriminate between experts in real life (PoR employees in our 
case) and laypeople (students) playing a game aiming to 
simulate a port environment. Such results provide evidence that 
a transfer between what is learned in real life and video games 
simulating real-life scenarios may occur. This is probably one 
of the most relevant assumptions when it comes to the use of 
serious games; their effectiveness implies that some real-life 
relevant behaviour may be transferred to games. Expertise has 
already extensively investigated with sensors such as 
electrocardiograms to track heart rate variability [11], 
electroencephalograms [12], or eye tracking [13]. This 
information while being effective in tracking expertise require 
often expensive sensors and knowledge to be understood and 
collected. The method here proposed requires widely available 
technology and it is based on openly available algorithms. 
Therefore, such a method provides an accessible tool for 
researchers with limited resources while at the same time 
proposing the base for the development of future business 
applications. However, the results here obtained concern only 
one game namely The Sustainable Port. Future studies may 
apply this method to other fields providing a more solid ground 
for the use of serious games for purposes such as recruitment or 
training in fields far beyond the mere application to port 
environments.  

 However, despite our results, several limitations affecting 
this study should be mentioned. First, our sample was relatively 
small and strongly imbalanced (this was also due to the natural 
distribution of experts in the population), and this may have 
affected our results. Second, we did not evaluate potential 
differences occurring between junior and senior employees 
(this is still due to a small number of PoR employees we 
managed to collect). Third, we did not control for other 
physiological variables that may play a role in discriminating 
PoR employees from students such as eye-tracker information. 
Information extractable such as saccades or fixations may 
provide a more exhaustive overview of what differentiates PoR 
employees from students as suggested in other studies using eye 
tracking to discriminate individuals with different levels of 
expertise in a task [43]. Adding such information may be also 
beneficial when performing a classification task possibly 
increasing scores obtained in the metrics to evaluate the 
performance of the classifier. Fourth, we focused just on age 
and biological sex as main potential confounders that may 
affect blinks and other EAR-derived features. This approach 
was used since the main point here was to provide a general 
robust methodology for blinks-related studies that can be 
applied to different fields and sectors. Future studies may focus 
on the effect of other variables such as skills related to working 
memory for example given the connection found in other 
studies. Future studies may repeat the current study with a 
bigger sample collecting more physiological measures.  
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The results obtained in this study not only provide insights 
into tracking expertise in serious games used for business 
purposes but constitute a first step towards applying this method 
in other fields. Previous studies show that methods similar to 
what employed in our study were used to track and detect 
expertise in video games [8]. Such a study obtained results 
similar to what we saw in the experiment presented here. The 
EAR-derived features used could be also employed to track 
expertise not only in (serious) games but also when it comes to 
other screen-presented tasks. Future studies, applying the 
methods presented here to study expertise, may obtain results 
similar to the ones obtained in our study showing that both 
expertise in real life and expertise (serious) video games present 
close physiological aspects. This hypothesis is based on the 
results of previous studies showing a decrease in blinks in 
expert surgeons during a specific phase of a suturing task [10]. 
As previously conveyed, one limitation of our study concerns 
the imbalance in classes, which is to be expected since experts 
represent a small portion of the population. However, the 
analysis pipeline adopted here shows that robust results can be 
still obtained despite class imbalance. Therefore, given the 
natural distribution of experts in the population, the analysis 
pipeline presented here could be successfully adopted in other 
studies aiming to investigate expertise. Consequently, the non-
invasive methods suggested here can be used together with 
more classical methods, such as eye-tracking [13], to track and 
study expertise in other tasks beyond (serious) video games.  

To summarize, in this study we found that expertise may be 
detectable above baseline using only baseline-corrected EAR-
derived features which seem to be robust towards confounders 
such as age or biological sex. Future studies should focus on 
using other serious games to evaluate the reproducibility of our 
results. Furthermore, future research may also collect bigger 
samples than ours evaluating the effect of other potential 
influencing variables and combining other features extracted 
for example from eye-tracking to evaluate the effect this may 
have when training classifiers. Such research may be beneficial 
for detecting experts in real life, for example presented with a 
screen task, but also in detecting experts, or interesting profiles 
for hiring purposes, in simulations such as serious games. 

V. CONCLUSIONS 

The aim of this study was to investigate if physiological 
differences, in terms of EAR-derived features, can be used to 
discriminate in-real-life experts (PoR employees) from 
students. Our results suggest that EAR-derived features can be 
successfully used to discriminate the two groups. Future studies 
may extend the results of this work by collecting data with 
different serious games and including more physiological 
measures. 
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