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Why	do	We	Need	to	Employ	Exemplars	in	Moral	Education?	Insights	from	Recent	

Research	on	Artificial	Intelligence		

Abstract	

In	this	paper,	I	examine	why	moral	exemplars	are	useful	and	even	necessary	in	

moral	education	despite	several	critiques	from	researchers	and	educators.	To	support	my	

point,	I	review	recent	AI	research	demonstrating	that	exemplar-based	learning	is	superior	

to	rule-based	learning	in	model	performance	in	training	neural	networks,	such	as	large	

language	models.	I	particularly	focus	on	why	education	aiming	at	promoting	the	

development	of	multifaceted	moral	functioning	can	be	done	effectively	by	using	exemplars,	

which	is	similar	to	exemplar-based	learning	in	AI	model	training.	Furthermore,	I	discuss	

the	potential	limitations	and	issues	related	to	exemplar-applied	moral	education	with	

findings	from	recent	studies	in	AI	research	raising	concerns	about	model	biases	and	toxic	

outcomes.	I	attempt	to	propose	ways	to	address	the	concerns	regarding	employing	moral	

exemplars	as	well.	As	remedies,	I	suggest	that	autonomy-supporting	deliberative	and	

reflective	learning	processes	should	be	utilized.	Furthermore,	based	on	the	discussion,	I	

examine	how	macroscopic	socio-cultural	aspects	influence	the	effectiveness	of	exemplar-

applied	moral	education.	Suggestions	for	moral	educators	and	future	directions	for	

research	in	moral	education	are	briefly	discussed.	

Keywords:	Moral	education;	Moral	exemplar;	Artificial	intelligence;	Neural	network;	Large	

language	models	

Introduction	

Moral	educators	have	regarded	moral	exemplars	as	fundamental	educational	

sources	(Kristjánsson,	2006;	Sanderse,	2012).	Many	researchers,	including	moral	
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psychologists	and	philosophers,	have	studied	and	supported	using	exemplars	in	moral	

education.	First,	from	the	perspective	of	moral	psychologists,	psychological	evidence	

supports	the	practical	values	of	exemplars	in	moral	education.	Social	psychologists	have	

suggested	that	presenting	one	with	a	moral	exemplar,	which	is	seemingly	superior,	initiates	

an	upward	social	comparison	(Han	et	al.,	2017;	Smith,	2000).	As	a	result,	the	social	

comparison	promotes	motivation	to	do	the	similar	behavior	presented	by	the	exemplar	to	

catch	up	with	the	perceived	gap	between	the	exemplar	and	themselves	(Lockwood	et	al.,	

2002;	Suls	et	al.,	2002).	In	addition	to	social	comparison,	moral	elevation	can	also	explain	

the	mechanism	of	motivational	promotion	by	moral	exemplars	(Haidt,	2000).	According	to	

Haidt,	observing	morally	superior	others	may	induce	a	strong	positive	emotion,	i.e.,	

elevation	(Haidt,	2000).	In	previous	empirical	studies,	the	perceived	elevation	after	

watching	moral	exemplars	promoted	motivation	for	diverse	prosocial	behavior,	such	as	

helping	others,	donating	behavior,	etc.	(Algoe	&	Haidt,	2009;	Freeman	et	al.,	2009;	Schnall	

et	al.,	2010;	Silvers	&	Haidt,	2008;	Vianello	et	al.,	2010).	Finally,	the	social	learning	theory	

proposed	by	Bandura	also	explains	how	exemplars	promote	moral	motivation	via	vicarious	

social	learning	(Bandura	et	al.,	1963).	In	the	moral	domain,	exemplary	conduct	can	act	as	

an	agent	to	stimulate	students’	motivation	to	emulate	such	conduct	to	improve	their	morals	

and	character	(Bandura	&	McDonald,	1963).	The	moral	exemplars	work	as	models	for	

indirect	social	learning	in	the	moral	domain	(Bandura	et	al.,	1963;	Bandura	&	McDonald,	

1963).	

Furthermore,	moral	philosophers	interested	in	education,	particularly	those	

focusing	on	virtue	ethics,	have	suggested	the	educational	importance	of	moral	exemplars.	

Their	philosophical	examinations	on	the	values	of	exemplars	have	been	widely	inspired	by	
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empirical	studies	focusing	on	the	psychological	impacts	of	diverse	exemplars	

(Athanassoulis,	2022).	For	instance,	Kristjánsson	proposed	that	it	is	possible	to	deem	

emulating1	role	models	as	an	(emotional)	virtue,	so	emulation	constitutes	the	basis	of	

moral	education	(Kristjánsson,	2006,	2017).	Furthermore,	based	on	his	point,	Henderson	

further	argued	that	emulation	is	emotionally,	cognitively,	and	behaviorally	virtuous	

(Henderson,	2024a).	She	proposed	the	concept	of	entangled	phronesis,	practical	wisdom.	

According	to	this	idea,	even	if	students	do	not	possess	fully	cultivated	phronesis,	which	is	

required	for	optimally	practicing	moral	virtue,	they	can	habituate	phronesis	by	emulating	

moral	role	models,	such	as	teachers	(Henderson,	2024a,	2023).	Hence,	emulating	moral	

exemplars	is	virtuous	and	a	fundamental	process	towards	internalizing	and	cultivating	the	

virtue	of	phronesis	(Athanassoulis	&	Han,	2023;	Han,	2023a).	

Several	moral	philosophical	accounts,	particularly	those	related	to	moral	emotions,	

propose	points	about	moral	exemplarity	and	motivation	consistent	with	the	

abovementioned	psychological	research.	For	instance,	some	philosophers	proposed	the	

potential	values	of	diverse	types	of	exemplars.	They	suggested	that	even	negative,	not	

positive,	emotions	originating	from	seeing	superior	exemplars	can	also	generate	

motivation	for	emulation	(Athanassoulis,	2022;	Vaccarezza	&	Niccoli,	2019).	Constructive	

and	benign	envy	perceived	after	observing	one	with	superior	morality	and	virtue	than	

oneself	is	supposed	to	motivate	one	to	emulate	such	behavior	to	fill	the	gap	between	one	

and	the	exemplar	(Han	et	al.,	2017;	Vaccarezza	&	Niccoli,	2022).	In	other	instances,	when	

	
1	Emulation	within	the	context	of	moral	education	is	different	from	mere	imitation	(Fridland	&	Moore,	2015;	
Kristjánsson,	2006).	Mere	imitation	is	about	immediately	copying	a	presented	behavior,	so	it	does	not	ensure	
the	implementation	of	such	a	behavior	across	different	situations	and	contexts.	On	the	other	hand,	emulation	
is	more	about	learning	mechanisms	and	rules	from	presented	models,	develop	one’s	own	generalized	
behavioral	strategies,	and	finally,	behave	in	such	a	way	even	in	different	environments	and	situations.	
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one	encounters	negative	exemplars,	such	as	villains,	one	is	likely	to	feel	robust	negative	

emotions	so	that	one	will	want	to	avoid	the	presented	morally	negative	behavior	in	the	

future	to	be	not	morally	worse	(Athanassoulis,	2022;	Vaccarezza	&	Niccoli,	2019).	

Furthermore,	it	might	also	be	worth	considering	the	importance	of	effects	from	

macroscopic	socio-cultural	factors	on	moral	education,	especially	exemplar-applied	moral	

education.	The	Ecological	Systems	Theory,	which	has	been	widely	employed	in	

developmental	psychology,	proposes	that	researchers	should	pay	attention	to	not	only	

microscopic	factors,	such	as	family	and	friends,	but	also	macroscopic	factors,	such	as	socio-

cultural	backgrounds	and	political	aspects,	while	studying	developmental	trajectories	

(Bronfenbrenner,	1993).	Given	this	theoretical	perspective,	I	assume	that	the	effectiveness	

of	exemplar-applied	moral	education,	which	occurs	at	the	microscopic	level,	might	be	

significantly	influenced	by	the	macroscopic-level	factors	mentioned	above.	Murry	et	al.	

(2024)	also	argued	that	using	exemplars	in	education	should	be	culturally	and	contextually	

sensitive	to	be	effective	and	minimize	potential	negative	outcomes.	

Current	Paper	

The	previous	philosophical	and	psychological	works	have	proposed	many	insights	

about	why	and	how	employing	moral	exemplars	can	promote	moral	motivation,	so	

educators	should	consider	them	as	fundamental	sources	for	moral	education.	According	to	

Damon	and	Colby	(2013),	moral	exemplars	are	moral	paragons	who	demonstrate	moral	

excellence	holistically	through	all	aspects	of	their	lives,	including	but	not	limited	to	

cognitive,	affective,	motivational,	and	behavioral	domains.	Likewise,	in	general,	moral	

exemplars	are	existential	paragons	demonstrating	virtuous	deeds,	while	role	models	are	

more	about	agents	that	promote	moral	emulation	among	students	(Henderson,	2024b).	
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Despite	the	values	of	exemplars,	whether	the	exemplar-applied	method	might	be	more	

effective	in	moral	development	than	other	educational	methods	still	requires	further	

investigation.	Several	researchers	even	raise	concerns	about	the	validity	of	the	exemplar-

applied	education	in	moral	education	(e.g.,	Carr,	2023).	

Hence,	in	this	paper,	I	will	examine	whether	it	is	possible	to	address	the	

abovementioned	question	about	whether	using	moral	exemplars	in	moral	education	is	

valid	and	justifiable.	For	this	purpose,	I	will	briefly	review	recent	advances	in	artificial	

intelligence	in	computer	science	to	understand	more	accurately	the	mechanism	of	cognitive	

and	learning	processes	(Han,	2023b).	Of	course,	some	may	argue	that	research	on	artificial	

intelligence	is	not	about	human	cognition	per	se,	so	such	research	cannot	significantly	

inform	my	investigation	of	human	morality	(Frank,	2023;	Ke	et	al.,	2024).	Thus,	I	will	start	

by	briefly	overviewing	recent	collaborative	works	in	computer	science,	neuroscience,	and	

cognitive	science	that	showcase	why	artificial	intelligence	research	can	help	us	better	

understand	human	psychology,	including	the	psychology	of	cognition	and	learning	(Han	et	

al.,	2019;	Ke	et	al.,	2024;	Trott	et	al.,	2023).	Based	on	that,	I	will	review	recent	studies	in	

artificial	intelligence	involving	exemplar	learning	and	performance	improvement	to	

examine	why	researchers	and	educators	should	consider	exemplar-applied	methods	as	the	

core	methods	in	moral	education.	Finally,	I	plan	to	discuss	additional	educational	

implications	of	the	exemplary	method	at	diverse	levels,	from	microscopic	to	macroscopic	

levels,	with	the	large-scale	artificial	intelligence	research	and	the	model	proposed	in	the	

Ecological	Systems	Theory	in	developmental	psychology	(Bronfenbrenner,	1993).	
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AI	Research	Informs	Psychological	and	Neuroscientific	Studies	of	Human	Cognition	

and	Learning	

Before	starting	my	discussion	on	how	research	on	AI	can	inform	our	examination	of	

the	importance	of	exemplars	in	moral	education,	let	me	review	recent	computer	science	

studies	in	AI	along	with	relevant	research	in	neuroscience	and	psychology.	I	plan	to	

conduct	this	brief	review	of	the	technology	and	its	development	to	discuss	whether	and	

how	AI	research	can	provide	insights	into	understanding	human	learning	and	psychology	

better.	Without	such	supporting	evidence,	if	there	is	nothing	that	AI	can	inform	us	about	

understanding	human	learning	and	cognition,	I	cannot	justify	the	core	theme	of	my	paper,	

learning	from	AI	research	to	consider	the	necessity	of	exemplars	in	moral	education	

(Frank,	2023;	Ke	et	al.,	2024;	Trott	et	al.,	2023).	If	concrete	cases	demonstrating	that	AI	

research	can	inform	human	psychology	and	neuroscience	exist,	they	can	support	my	basic	

assumption	in	this	paper.	

Let	me	start	by	briefly	overviewing	how	scientists	developed	AI	at	the	beginning.	

When	AI	research	became	a	hot	topic	in	computer	science,	computer	scientists	attempted	

to	reverse-engineer	human	psychology	and	neuroscience	to	create	artificial	neural	

networks	that	can	learn	from	environmental	factors	and	produce	outcomes	like	humans	

(Redford	et	al.,	1995;	Saxe,	2015).	For	instance,	the	deep	learning	technology	currently	

widely	utilized	for	prediction,	classification,	and	other	computational	tasks	employs	

multiple	layers	of	neural	networks	consisting	of	artificial	neurons	(LeCun	et	al.,	2015).	

Computer	scientists	designed	artificial	neurons	to	generate	outputs	based	on	input	values	

similar	to	human	neurons.	A	multi-layer	network	of	artificial	neurons	makes	predictions	

based	on	external	input	like	human	brains	do	(Macpherson	et	al.,	2021).	Then,	feedback	for	
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reinforcement	originating	from	the	difference	between	the	prediction	and	reality,	adjusts	

weights	of	the	artificial	neurons	to	improve	prediction	performance	continuously	(Saxe,	

2015).	

Likewise,	large	language	models	(LLMs)	that	process	natural	language	inputs	and	

generate	predictive	outcomes	based	on	large-scale	statistical	modeling	also	simulate	

human	learning	and	predictive	processes	(Ke	et	al.,	2024;	Zhao	et	al.,	2023).	LLMs	learn	

patterns	from	large-scale	human	language	datasets	with	provided	feedback	and	labeling	

information	(Chang	et	al.,	2023).	Once	the	model	training	procedures	are	complete,	they	

can	generate	outputs	with	the	highest	predictive	likelihoods	based	on	input	queries	in	

natural	language	(Han,	2023b;	Zhao	et	al.,	2023).	As	a	result,	they	successfully	respond	to	

inquiries	in	diverse	domains,	including	but	not	limited	to	reasoning,	social	cognition,	and	

clinical	sciences,	like	humans	or	even	domain	experts	(Kasneci	et	al.,	2023;	Zhao	et	al.,	

2023).	For	example,	several	recent	studies	employing	LLMs	have	demonstrated	they	can	

address	sophisticated	matters	relevant	to	morality,	such	as	generating	philosophical	

accounts	and	simulating	the	theory	of	mind	and	perspective-taking	(Chalmers,	2023;	

Kosinski,	2023;	Schwitzgebel	et	al.,	2023;	Williams	et	al.,	2022).	Thus,	researchers	in	

psychological	science	are	utilizing	LLMs	in	their	research	projects	frequently	for	various	

reasons,	such	as	modeling	human	cognition	and	behavior	and	simulating	human	subjects	

(Demszky	et	al.,	2023;	Han,	2023b;	Ke	et	al.,	2024).	

Now,	scientists	try	to	employ	AI	systems	developed	originally	by	simulating	human	

psychological	and	neural	processes	to	understand	human	psychology	and	neuroscience	

more	accurately	(Koppe	et	al.,	2021;	Macpherson	et	al.,	2021).	Researchers	are	utilizing	

predictive	technologies	based	on	artificial	intelligence,	such	as	deep	learning	technology,	to	
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examine	factors	predicting	psychological	and	behavioral	outcomes	(e.g.,	Han	et	al.,	2020).	

They	also	investigate	the	psychological	mechanisms	in	the	processes	by	looking	into	the	

trained	artificial	neural	networks	(Demszky	et	al.,	2023;	Macpherson	et	al.,	2021).	For	

instance,	in	moral	psychology,	one	preliminary	study	employing	LLMs	suggested	that	LLMs	

can	address	ethical	dilemmas	and	learn	from	the	stories	of	exemplars	like	human	

participants	(Han,	2023b).	The	author	also	suggested	that	LLMs	will	help	moral	

psychologists	by	enabling	them	to	simulate	psychological	processes	in	moral	domains	

without	any	risk	involving	human	participants.	At	the	neural	level,	neuroscientists	are	now	

applying	artificial	neural	networks	to	model	and	simulate	human	brain	activities	

(Macpherson	et	al.,	2021;	Rashid	et	al.,	2020).	For	example,	we	may	consider	recent	

neuroscientific	studies	that	examined	the	neural	correlates	of	visual	processing	and	

abnormal	neural	networks	among	patients	with	schizophrenia	(e.g.,	Alves	et	al.,	2023).	In	

these	studies,	researchers	employed	artificial	neural	networks	to	simulate	and	model	

accurately	the	neural	correlates	of	interest.	

Given	these	examples	at	the	behavioral,	psychological,	and	neural	levels,	it	is	the	

case	that	research	on	AI	can	significantly	inform	our	examinations	of	human	psychology	

and	neuroscience	(Chang	et	al.,	2023;	Han,	2023b;	Macpherson	et	al.,	2021).	As	mentioned	

above,	investigating	artificial	neural	networks	and	prediction	models	simulating	human	

cognition	and	learning	may	provide	insights	into	how	to	understand	them	with	

methodological	efficiency.	Consequently,	my	basic	assumption	in	the	present	paper,	i.e.,	we	

will	be	able	to	learn	about	the	psychological	processes	involving	moral	learning	from	AI	

research,	is	assumably	supported	by	the	overviewed	research	trends.	
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Despite	the	similarities	in	cognitive	processes	between	human	and	AI	that	have	

been	discussed,	some	may	still	argue	that	AI	systems	are	fundamentally	different	from	

human	brains	in	terms	of	how	they	are	implemented	and	operated	(e.g.,	Chinese	Room	

argument)	(see	Cole,	2020).	Based	on	that,	they	may	also	criticize	the	validity	of	the	

analogy	that	I	introduced	(e.g.,	Giannakidou	&	Mari,	2024).	I	understand	that	it	might	be	too	

early	to	conclude	that	AIs	are	completely	identical	to	human	brains	in	terms	of	their	

functioning	and	implementation.	However,	I	assume	that	the	analogy	still	has	several	

practical	benefits	within	the	context	of	the	current	study	(see	Lengbeyer	[2022]	and	van	

Dijk	et	al.	[2023]	for	further	discussions	regarding	supporting	the	pragmatic	values	of	

considering	AI	research	in	research	on	human	cognition).		

One	major	concern	is	that	human	cognition	and	psychological	processes	involving	

moral	functioning	are	complicated	than	what	have	been	implemented	by	AI	or	LLMs	(see	

Aharoni	et	at.,	2024	for	overview).	Although	I	agree	this	point,	I	shall	argue	that	such	a	

difference	between	AI	and	human,	particularly,	the	difference	in	functional	complexity,	

cannot	significantly	weaken	the	basis	of	my	point	about	the	utility	of	exemplar-applied	

education.	In	the	following	section,	I	will	overview	the	previous	AI	studies	demonstrating	

that	simply	teaching	rules	and	focusing	on	specific	capacities	are	not	effective	in	training	

complicated	cognitive	processes	(Hadi	et	al.,	2023;	Yamazaki	et	al.,	2023).	Instead,	AI	

research	has	shown	that	using	concrete	exemplars	is	the	best	way	to	develop	capacities	for	

cognitive	process	and	complicated	problem-solving.	If	this	is	the	case	among	AIs,	then	

human	moral	functioning,	which	requires	more	capacities	and	complicated	cognitive	

processes,	could	also	not	be	developed	via	simple	teaching	methods	without	employing	

real	exemplars.	Perhaps,	moral	education	for	human	beings	even	more	strongly	requires	
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exemplars	than	moral	learning	for	AIs	due	to	the	greater	complexity	within	their	cognitive	

and	moral	functioning.	Hence,	although	the	concern	about	the	functional	and	structural	

differences	between	AIs	and	human	brains	per	se	might	be	valid	from	the	conceptual	

perspective,	such	a	concern	would	not	significantly	threat	the	plausibility	of	my	proposal	

based	on	the	abovementioned	analogy	from	the	practical	and	pragmatic	perspective.	

In	this	section,	I	reviewed	previous	research	on	AI	to	propose:	first,	computer	

scientists	developed	and	validated	artificial	neural	networks	to	implement	AI,	such	as	deep	

learning	and	LLMs,	by	analyzing	and	simulating	human	brains	and	psychological	processes	

(LeCun	et	al.,	2015;	Macpherson	et	al.,	2021;	Saxe,	2015);	and	second,	now	neuroscientists	

and	psychologists	are	examining	and	employing	AI	technologies	to	understand	the	

mechanisms	of	human	cognition	and	learning	at	the	behavioral,	psychological,	and	neural	

levels	(Alves	et	al.,	2023;	Han,	2023b;	Ke	et	al.,	2024;	Koppe	et	al.,	2021;	Macpherson	et	al.,	

2021).	In	conclusion,	these	might	support	my	point	that	examining	AI	will	provide	insights	

into	whether	and	how	studying	AI	will	inform	our	consideration	of	using	exemplars	and	

role	models	in	moral	education.	Although	there	might	be	some	concerns	due	to	the	

functional	and	structural	differences	between	cognitive	processes	implemented	in	AIs	and	

humans	as	I	overviewed,	my	point	about	the	necessity	of	using	exemplars	in	moral	

education	can	still	be	supported	from	the	practical	perspective.	Further	details	about	this	

point	will	be	discussed	in	the	following	section.	

Exemplar-based	Learning	for	Developing	Multifaceted	Moral	Functioning	

In	this	section,	I	will	discuss	why	employing	exemplars	can	be	a	feasible	way	to	

promote	moral	development	in	moral	education.	While	addressing	this	topic,	I	will	draw	

upon	theoretical	and	empirical	developments	in	AI	research,	particularly	recent	works	
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using	example-based	AI	models,	to	support	my	point.	Finally,	I	will	discuss	why	my	point	

can	still	be	supported	despite	differences	in	the	learning	mechanisms	between	AIs	and	

humans.	

Previously,	computer	scientists	developed	AI	models	based	on	rules,	e.g.,	

combinations	of	if-then	clauses	(Campolo	&	Schwerzmann,	2023).	For	instance,	in	an	

illustrative	case	of	a	clinical	rule-based	AI	model,	we	may	imagine	a	model	generating	

predictive	diagnoses	based	on	input	data	(Van	Der	Waa	et	al.,	2021).	Engineers	may	create	

the	rule-based	AI	model	following	how	human	clinicians	and	practitioners	render	

prescriptions	with	patient	stories,	test	results,	etc	(Yamazaki	et	al.,	2023).	The	AI	model	

makes	a	diagnosis	decision	following	specific	rules	and	criteria	entered	and	programmed	

previously	(e.g.,	diabetes:	if	the	blood	sugar	level	is	higher	than…,	if	the	patient	lost	weight,	

etc.)	(Campolo	&	Schwerzmann,	2023;	Van	Der	Waa	et	al.,	2021).		

In	many	cases,	when	the	presented	problems	are	well	classified	and	defined,	rule-

based	AI	models	demonstrate	acceptable	prediction	power	and	reliability	(Wang	et	al.,	

2023).	However,	the	rule-based	AI	models	perform	worse	when	the	problems	they	

encounter	do	not	fall	into	the	realm	of	what	the	pre-learned	rules	and	criteria	can	address	

directly	(Yamazaki	et	al.,	2023).	In	other	words,	rule-based	AI	lacks	generalizability	to	deal	

with	various	real	problems,	which	might	be	irregular	(Hadi	et	al.,	2023;	Wang	et	al.,	2023).	

In	such	cases,	AI	cannot	appropriately	evaluate	the	problems	merely	with	determined	rules	

and	criteria.	

Researchers	have	developed	example-based	AI,	which	constitutes	the	basis	for	the	

state-of-art	AI	models,	as	an	alternative	to	address	the	limitations	of	rule-based	AI	(Hadi	et	

al.,	2023;	Yamazaki	et	al.,	2023).	As	I	briefly	described	in	the	previous	section	introducing	
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neural	networks	and	LLMs,	example-based	AI	models	learn	patterns	from	examples	for	

prediction.	Instead	of	explicitly	setting	rules	and	criteria	for	decision-making	like	rule-

based	AI,	exemplar-based	AI	models	adjust	and	refine	their	prediction	models,	such	as	

those	constituted	by	artificial	neural	networks,	based	on	input	and	feedback	(Hadi	et	al.,	

2023).		

Because	exemplar-based	AI	spontaneously	learns	patterns	for	prediction,	it	has	

enhanced	flexibility	to	address	various	real	problems	(Hadi	et	al.,	2023).	Even	when	a	

rendered	prediction	is	sub-optimal,	exemplar-based	AI	can	adjust	its	prediction	models	via	

reinforcement	and	feedback	to	improve	prediction	power	(Ganguli	et	al.,	2023;	

Schramowski	et	al.,	2022).	In	reality,	studies	demonstrate	that	exemplar-based	AI	

significantly	outperforms	rule-based	AI	in	diverse	domains,	including	but	not	limited	to	

clinical	diagnosis,	natural	language	processing,	conversational	interaction,	hospitality	

dialog	system,	etc.,	in	terms	of	prediction	accuracy,	ability	to	solve	complex	problems,	and	

flexibility	(Chen	et	al.,	2022;	Hadi	et	al.,	2023;	Wang	et	al.,	2023;	Yamazaki	et	al.,	2023).	

When	researchers	provided	AI	models	with	training	data	consisting	of	diverse	contextual	

information,	the	models	demonstrated	superior	predictive	performance	compared	to	when	

they	received	rather	abstract	training	data	without	contextual	information	(Liévin	et	al.,	

2023;	Singhal	et	al.,	2022).	Furthermore,	Nolfi	proposed	that	AI	models	trained	by	

examples,	such	as	LLMs	based	on	large-scale	language	corpora,	can	acquire	unexpected	

cognitive	abilities,	which	are	out	of	the	scope	of	the	corpora	per	se	(Nolfi,	2023).	They	have	

flexibility	in	learning	to	develop	generalizable	cognitive	skills	and	capabilities	indirectly	

from	presented	examples.	
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Moral	educators	may	consider	a	similar	point	to	improve	methods	for	moral	

education.	As	I	discussed	in	the	previous	section,	given	research	on	AI	models	can	provide	

us	with	insights	into	understanding	human	cognition	and	learning	more	accurately	

(Macpherson	et	al.,	2021),	examining	rule-based	versus	example-based	AI	will	also	help	us	

address	our	concern	about	moral	education.	Educational	methods	aiming	at	improving	

specific	sets	of	moral	functioning,	such	as	moral	judgment	and	reasoning,	might	be	less	

suitable	than	exemplar-applied	methods	for	potential	generalizability	(Carr,	2023;	Penn,	

1990).	For	instance,	let	us	imagine	that	one	moral	educator	is	about	to	teach	skills	for	

ethical	decision-making	through	non-exemplar-applied	ways.	If	the	educator	intends	to	

rely	strictly	on	rule-based	methods,	the	decision-making	skills	taught	in	the	class	could	not	

be	well	generalizable	and	applicable	in	situations	other	than	what	students	explicitly	

address	in	the	classroom	(e.g.,	a	set	of	if-then	clauses,	such	as	“if	innocent	victims	are	about	

to	be	harmed,	then	it	shall	not	be	ethically	acceptable,”	etc.)	(see	Han,	2015).	One	may	

argue	that	conventional	dilemma-involved	methods,	such	as	dilemma	discussions,	might	be	

counterexamples	demonstrating	that	non-exemplar-applied	methods	can	be	effective	

(Carr,	2023).	However,	as	proposed	by	classical	Kohlbergians,	even	dilemma	debates	in	

classrooms	become	ways	to	present	exemplary	moral	reasoning,	such	as	“plus	one,”	to	

promote	students’	development	(Bandura	&	McDonald,	1963;	Blatt	&	Kohlberg,	1975).	

Hence,	it	might	be	possible	to	conclude	that	strict	rule-based	educational	activities	can	

hardly	develop	students’	moral	functioning	in	diverse	domains.	

Instead,	exemplars	and	role	models	in	the	moral	domain	can	be	more	effective	

sources	for	moral	education	and	development,	as	shown	by	AI	research.	Concrete	

exemplars	will	provide	students	with	context-rich	inputs	to	facilitate	moral	development	
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across	diverse	functional	domains	(Athanassoulis	&	Han,	2023;	Han,	2023a,	2024a).	As	

Damon	and	Colby	(2013)	proposed,	moral	exemplars	are	moral	paragons	who	demonstrate	

moral	excellence	holistically	through	all	aspects	of	their	lives	across	all	individual	

capacities	for	moral	functioning.	Given	it	is	impossible	to	explain	the	mechanism	of	optimal	

moral	functioning	only	with	a	limited	number	of	individual	constructs	(Darnell	et	al.,	2019;	

Kristjánsson	&	Fowers,	2022),	for	effective	moral	education	and	development,	presenting	

exemplars	and	role	models	who	show	holistically	superior	performance	with	concrete	

contextual	information	might	be	required	(Athanassoulis	&	Han,	2023;	Han,	2023a,	2024a).	

Hence,	via	indirect	and	unexpected	learning	and	the	generalization	of	learned	capacities	

(Dhar,	2023;	Singhal	et	al.,	2022;	Trott	et	al.,	2023;	Van	Der	Waa	et	al.,	2021;	Yamazaki	et	

al.,	2023),	exemplar-based	approaches	will	offer	unique	benefits	in	moral	education,	

similar	to	the	case	of	example-based	learning	in	AI.	

One	caveat	is	that,	as	I	briefly	discussed	at	the	end	of	the	section	examining	the	

similarities	between	AIs	and	humans,	AI	agents	learn	patterns	via	simple	statistical	

learning	while	human	students	learn	from	exemplars	via	not	only	statistical	adjustment	but	

also	emotional	processes	(Hadi	et	al.,	2023),	such	as	admiration	(Zagzebski,	2013).	

Although	I	admit	that	there	might	be	fundamental	differences	between	them,	I	shall	suggest	

that	such	a	point	even	further	supports	the	necessity	of	exemplar-applied	learning	in	moral	

education	from	the	practical	perspective	(see	for	Lengbeyer	[2022]	and	van	Dijk	et	al.	

[2023]	further	discussions).	Again,	it	might	be	the	case	that	human	moral	development	is	a	

significantly	more	complicated	process	than	statistical	adjustment	done	by	AI	agents	

(Aharoni	et	al.,	2024).	If	so,	such	complexity	may	further	strengthen	the	point	that	moral	

development	could	not	be	done	by	rule-based	learning	or	educational	activities	focusing	on	
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one	specific	functionality.	Moral	exemplars	might	be	the	only	effective	educational	

materials	that	can	present	the	complicated	aspects	of	moral	functioning	that	engage	both	

reasoning	and	emotion	(Damon	&	Colby,	2013).		

Some	may	also	argue	that	employing	AI	as	an	exemplar	is	unnecessary	to	support	

the	importance	of	exemplars	in	moral	education.	They	may	consider	that	the	complexity	of	

the	factors	influencing	developmental	trajectories	in	real	world	per	se	can	be	sufficient	

evidence	substantiating	the	importance.	Such	a	point	seems	to	be	like	the	critiques	to	

educational	neuroscience,	which	underscored	the	employment	of	neuroscience	in	

improving	education,	due	to	redundancy	(e.g.,	Dougherty	&	Robey,	2018).	However,	I	

assume	that	the	AI	case,	which	demonstrates	the	superiority	of	the	exemplar-based	

learning	to	the	rule-based	learning	can	make	a	unique	contribution	to	the	current	work.	

Previous	AI	research	compared	those	two	learning	methods	can	provide	concrete	empirical	

evidence	at	the	infrastructure	level	(Han	et	al.,	2019)	presenting	why	exemplars	should	be	

utilized	instead	of	mere	focusing	on	rules	or	individual	capacities	to	address	complicated	

developmental	processes	effectively.	By	examining	the	performance	of	those	methods	in	

various	problem	domains	in	reality	(Hadi	et	al.,	2023;	Yamazaki	et	al.,	2023),	AI	research	

can	contribute	to	the	generalized	assumption	that	concrete	exemplars	should	be	used	for	

effective	learning.	

In	the	next	section,	we	will	refer	to	research	on	phronesis,	practical	wisdom,	in	

moral	philosophy	and	education	to	examine	further	details	about	why	exemplar-based	

approaches	are	necessary	for	holistic	and	integrative	moral	development	for	optimal	moral	

functioning	(Darnell	et	al.,	2019,	2022;	Kristjánsson	et	al.,	2021).	Given	moral	philosophers	

and	psychologists	argue	that	phronesis	is	a	complex,	multifaceted	entity	and	process	
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involving	different	psychological	functionalities	(Darnell	et	al.,	2022;	De	Caro	et	al.,	2018;	

Han,	2024b),	it	would	be	a	great	example	suggesting	why	example-based	learning	is	

superior	to	rule-based	learning	in	moral	education.		

Phronesis	Cultivation	as	a	Concrete	Example	Suggesting	Why	Moral	Education	

Requires	Example-based	Learning	

In	recent	research	on	moral	functioning	in	moral	philosophy	and	psychology,	many	

researchers	propose	that	phronesis	is	fundamental	in	enabling	one	to	render	optimal	

ethical	decisions	across	different	situations	(Darnell	et	al.,	2019;	De	Caro	et	al.,	2018;	

Kristjánsson	&	Fowers,	2022).	Several	studies	have	demonstrated	that	this	construct	

successfully	predicts	moral	motivation	and	behavior,	so	it	is	worth	researchers’	and	

educators’	attention	(Darnell	et	al.,	2022;	Han,	2024b).	Related	to	the	conceptual	

complexity,	recent	conceptual	examinations	of	phronesis	propose	several	models	to	explain	

its	organization	and	mechanism	(Han,	2024a;	Vaccarezza	et	al.,	2023).	Currently,	two	most	

representative	phronesis	models	exist:	the	Jubilee	Centre	Model	(Kristjánsson	&	Fowers,	

2022)	and	the	Aretai	Centre	Model	(Vaccarezza	et	al.,	2023).	

First,	according	to	the	Jubilee	Centre	Model,	phronesis	is	a	multifaceted	entity	

consisting	of	four	psychological	capacities,	i.e.,	the	blueprint	of	flourishing,	moral	

sensitivity,	reason-infused	emotion,	and	moral	adjudication2	(Darnell	et	al.,	2019;	

Kristjánsson	&	Fowers,	2022).	Optimal	moral	functioning	occurs	when	these	four	

successfully	coordinate	and	cooperate	to	achieve	the	ultimate	goal,	i.e.,	flourishing	(Hacker-

	
2	The	blueprint	of	flourishing	is	about	the	extent	to	which	one	understands	the	importance	of	flourishing	and	
how	such	understanding	motivates	and	directs	their	action.	Moral	sensitivity	is	related	to	one’s	ability	to	
detect	morally	salient	aspects	of	a	situation	and	figure	out	the	best	solution.	Reason-infused	emotion	deals	
with	regulating	one’s	emotions	for	optimal	emotional	experiences	with	guidance	of	reasoning.,	Moral	
adjudication	is	about	balancing	different	virtues	and	strengths	to	be	able	to	render	a	best	decision	in	a	
situation	while	addressing	conflicts.	
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Wright,	2023;	Kristjánsson	et	al.,	2021).	Cultivation	of	phronesis	consequently	requires	the	

development	of	these	capacities	(Kristjánsson	&	Fowers,	2022).	Moreover,	the	Aretai	

Centre	Model	proposes	that	phronesis	implies	possessing	ethical	expertise	to	exercise	

individual	virtues	and	strengths	in	an	appropriate	manner	to	address	situational	concerns	

(De	Caro	et	al.,	2021;	Vaccarezza	et	al.,	2023).	From	their	perspective,	phronesis	is	an	

integrative	and	holistic	expertise	to	produce	optimal	motivational	and	behavioral	outcomes	

across	different	situations.	Accordingly,	cultivating	phronesis	requires	mastering	the	

expertise,	probably	as	practical	unity	(Hacker-Wright,	2023).	As	an	integrative	view,	Han	

(Han,	2024a)	proposes	that	the	two	models	explain	two	aspects	of	phronesis,	i.e.,	the	

multifacetedness	of	its	organization	(corresponding	to	the	Jubilee	Centre	Model)	and	the	

network-nature	in	its	functioning	(corresponding	to	the	Aretai	Centre	Model).	He	argues	

that	evidence	from	psychology	and	neuroscience	supports	such	an	integrative	explanation	

of	the	nature	of	phronesis.	

We	also	need	to	consider	that	the	adaptive	adjustment	of	learning	processes	occurs	

during	phronesis	development.	Phronesis	cultivation	also	requires	adaptive	adjustment	of	

the	learning	process	in	moral	learning,	which	is	similar	to	the	adjustment	of	learning	

parameters	in	AI	training	(FeldmanHall	&	Lamba,	2023;	Han,	2023a).	Moral	philosophers	

proposed	that	phronesis	cultivation	requires	reflections	and	deliberations	upon	

experiences	(Kristjánsson	&	Fowers,	2022).	Depending	on	different	situations,	one	may	

need	to	adjust	existing	beliefs	and	values	significantly	or	maintain	them	for	better	decision-

making	and	moral	behavior	in	the	future	(FeldmanHall	&	Lamba,	2023;	Han,	2023a).	For	

instance,	if	one	encounters	dilemmas	that	challenge	current	conventions	and	norms,	such	

as	proposals	for	human	rights,	one	will	need	to	change	their	views	significantly.	When	one	
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sees	extremist	propaganda,	conversely,	which	will	severely	threaten	people’s	welfare,	then	

such	input	should	not	move	their	beliefs.	Only	careful	post-experiential	reflection	and	

deliberation	can	enable	the	optimal	adjustment	of	the	learning	process.	The	process	is	very	

complicated,	so	approaches	merely	targeting	specific	cognitive	capacities	cannot	effectively	

develop	students’	abilities	to	adjust	their	learning	process	optimally	for	phronesis	

cultivation	(Athanassoulis	&	Han,	2023;	Han,	2023a,	2024a).	

As	shown	in	the	standard	models	and	discussed	by	researchers,	it	is	clear	that	

phronesis	as	an	agent	rendering	optimal	moral	decisions	is	sophisticated	and	complicated	

in	terms	of	its	structure	and	mechanism	(Darnell	et	al.,	2019;	Han,	2024a;	Kristjánsson	&	

Fowers,	2022).	It	consists	of	multiple	functional	components	(as	proposed	in	the	Jubilee	

Centre	model)	(Darnell	et	al.,	2022)	while	playing	its	roles	integratively	(as	proposed	in	the	

Aretai	Centre	model)	via	networking	(De	Caro	et	al.,	2021;	Hacker-Wright,	2023;	Han,	

2024a;	Vaccarezza	et	al.,	2023).	If	that	is	the	case,	merely	teaching	ethical	rules	and	

individual	skill	components	constituting	phronesis	cannot	effectively	cultivate	phronesis.	

Instead,	presenting	phronesis	exemplars	possessing	developed	individual	functional	

components	and	an	ability	to	coordinate	them	appropriately	across	different	situations	

might	be	the	best	sources	promoting	students’	phronesis	development	(Han,	2023a,	2024a;	

Kristjánsson	&	Fowers,	2022).	

Let	us	briefly	review	the	decathlon	analogy	employed	by	Kristjánsson	and	Fowers	

(2022)	to	support	the	multifaceted	and	integrated	nature	of	phronesis	and	a	phronesis	

expert.	They	used	an	example	of	a	professional	decathlon	athlete	to	describe	the	aspects	of	

a	phronesis	expert.	The	decathlon	professional	should	know	how	to	distribute	a	limited	

amount	of	energy	to	different	components	and	develop	one’s	physical	abilities	and	skills	
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integratively	to	perform	well	overall.	Merely	developing	skills	for	individual	sports	is	not	

sufficient	to	succeed.	It	is	similar	to	the	case	of	phronesis,	which	requires	the	integration	of	

different	skill	sets	and	forms	an	optimal	functional	network	among	them.	Given	these,	to	

train	decathlon	athletes	effectively,	merely	teaching	skills	for	individual	sports	(similar	to	

the	case	of	rule-based	learning)	cannot	be	appropriate.	Instead,	only	successful	decathlon	

professionals	can	give	them	advice	on	how	to	coordinate	and	adjust	different	components	

to	produce	the	optimal	performance.	They	can	also	be	great	mentors	to	share	their	

experiences	with	fellow	athletes	and	discuss	their	concrete	concerns	and	questions	as	

exemplars.	

We	may	also	apply	the	same	point	to	the	phronesis	exemplars	to	support	exemplar-

based,	not	rule-based,	education	for	phronesis	cultivation.	Given	phronesis	is	not	merely	

about	whether	one	can	exercise	individual	virtues	or	strengths	(Hacker-Wright,	2023;	Han,	

2015;	Kristjánsson	et	al.,	2021),	simply	training	such	individual	capacities	does	not	

necessarily	and	sufficiently	cultivate	phronesis.	Like	the	case	of	the	decathlon	exemplar,	a	

phronesis	exemplar	can	demonstrate	well-balanced,	optimal	moral	functioning	to	students	

as	a	concrete	example	(Kristjánsson	&	Fowers,	2022).	They	can	show	how	to	coordinate	

individual	functional	components	in	the	network	for	moral	functioning	appropriately	

across	different	situations.	Also,	they	can	provide	information	about	adjusting	the	learning	

process	when	students	encounter	different	external	situations	challenging	their	existing	

views	and	beliefs	(Han,	2023a).	Phronesis	exemplars	can	facilitate	optimal	moral	learning	

as	living	mentors	for	self-cultivation	and	autonomous	moral	growth	(Athanassoulis	&	Han,	

2023;	Henderson,	2023).	Finally,	because	phronesis	requires	one’s	capacity	to	deal	with	

diverse	situations	in	reality	(Hacker-Wright,	2023;	Kristjánsson,	2014),	which	should	be	
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well	generalizable,	an	exemplar-based	approach	might	be	a	viable	educational	approach,	as	

shown	by	AI	studies	(Campolo	&	Schwerzmann,	2023;	Van	Der	Waa	et	al.,	2021).	Rule-

based	learning	focusing	on	specific	skill	sets	would	not	suffice	such	requirements	for	

phronesis	cultivation	(Singhal	et	al.,	2022;	Wang	et	al.,	2023;	Yamazaki	et	al.,	2023).	

Like	the	case	of	general	exemplar-based	moral	education	that	I	discussed	in	the	

previous	section,	one	caveat	is	that	human	virtue	acquisition	and	phronesis	cultivation	

might	be	significantly	more	complicated	than	the	statistical	adjustments	done	by	AI	models	

(Aharoni,	2024;	Kristjánsson	&	Fowers,	2022).	For	instance,	virtue	and	phronesis	

development	are	likely	to	require	cultivation	in	additional	aspects,	such	as	emotion,	which	

has	not	been	fully	implemented	in	AI	(Hadi	et	al.,	2023).	Hence,	some	may	argue	that	AI’s	

capacities	to	adjust	its	model	via	example-based	learning	are	significantly	different	from	

human’s	capacities	to	acquire	virtue	and	cultivate	phronesis,	so	my	attempt	to	connect	

those	two	within	the	context	of	moral	education	might	not	be	plausible.	Even	if	that	is	the	

case,	such	a	fact	may	support	the	necessity	of	using	exemplars	in	virtue	education.	If	virtue	

and	phronesis	cultivation	are	complicated	processes	that	could	not	be	fully	achieved	via	

simple	statistical	adjustment,	rule-based	learning	and	activities	focusing	on	individual	

capacities	could	not	be	effective	educational	solutions.	Instead,	virtuous	exemplars,	who	

demonstrate	how	to	perform	optimally	while	coordinating	various	capacities	within	a	

complicated	functional	network,	shall	be	effective	sources	for	moral	education	(see	Han,	

2023a).	

In	conclusion,	exemplars	and	role	models	are	essential	in	moral	education,	given	

what	AI	research	has	demonstrated.	Rule-based	learning	directly	and	explicitly	focusing	on	

specific	skill	sets	cannot	produce	generalizable	outcomes	out	of	the	boundary	of	training.	
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On	the	other	hand,	example-based	learning,	which	constitutes	the	basis	for	modern	AI	

models,	can	train	one	to	use	the	learned	capacities	across	diverse	domains	and	situations.	

Such	an	approach	also	effectively	promotes	the	development	of	various	abilities	and	skills	

through	indirect	and	unexpected	learning.	Because	moral	functioning	requires	the	

coordination	and	adjustment	of	multiple	functional	components,	as	shown	by	phronesis,	

moral	educators	need	to	employ	exemplar-based	approaches	as	foundational	educational	

methods.	That	might	be	the	way	to	address	the	complexity	of	moral	functioning	and	

generalizability	issues	involved	in	moral	education.		

Some	Concerns	Regarding	the	Use	of	Example-based	Approached	in	Moral	Education:	

Overview	of	Potential	Issues	and	Future	Directions	

I	will	briefly	discuss	potential	challenges	regarding	using	exemplars	in	moral	

education	in	light	of	recent	critiques	of	AI	technologies,	particularly	LLMs.	As	shown	by	AI	

research	that	underscores	the	importance	of	examples	for	effective	learning	(Campolo	&	

Schwerzmann,	2023;	Hadi	et	al.,	2023;	Van	Der	Waa	et	al.,	2021;	Yamazaki	et	al.,	2023),	

using	moral	exemplars	and	role	models	is	essential	in	moral	education.	That	is	particularly	

the	case	if	moral	educators	intend	to	promote	the	development	of	moral	functioning	across	

diverse	situations	in	reality,	such	as	phronesis	(Athanassoulis	&	Han,	2023;	Han,	2024a).	

However,	recent	critiques	of	AI	models,	particularly	LLMs,	in	socio-cultural	contexts	raise	

concerns	about	the	reliability	and	validity	of	example-based	learning	(Navigli	et	al.,	2023;	

Schramowski	et	al.,	2022;	Shaikh	et	al.,	2023).	I	will	first	discuss	such	concerns	based	on	

Bronfenbrenner's	Ecological	Systems	Theory	(Bronfenbrenner,	1993).	Then,	I	will	consider	

future	directions	to	address	the	potential	issues	in	educational	practice.	
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Many	people,	including	non-experts	in	computer	science,	have	found	that	LLMs,	one	

of	the	most	widely	used	AI	models	in	recent	days,	are	very	useful	and	versatile	in	

addressing	their	questions	in	various	domains	(Zhao	et	al.,	2023).	However,	

simultaneously,	many	users	and	researchers	raise	concerns	about	potential	biases	

embedded	in	predictions	and	responses	made	by	LLMs	(see	a	consensus	paper,	Srivastava	

et	al.,	2023).	Given	developers	train	and	tune	LLMs	with	large-scale	language	datasets	

collected	around	the	world,	LLMs	may	likely	generate	biased	responses	based	on	diverse	

forms	of	biases	existing	in	reality	(Navigli	et	al.,	2023;	Srivastava	et	al.,	2023).	For	example,	

recent	studies	have	reported	that	LLMs	tend	to	make	predictions	that	are	biased	in	terms	

of	race,	ethnicity,	religious	beliefs,	and	other	forms	of	sociocultural	backgrounds	(Abid	et	

al.,	2021;	Naous	et	al.,	2023;	Navigli	et	al.,	2023).	One	concrete	example	shows	that	LLMs	

are	likely	to	imitate	and	reproduce	hate	and	discriminatory	speeches	that	are	already	

prevalent	within	a	society	(Urman	&	Makhortykh,	2023).		That	said,	example	inputs	from	

macroscopic-level	environments	around	the	world	surrounding	a	system	can	significantly	

influence	the	reliability	and	credibility	of	outputs	generated	by	the	system,	possibly	

negatively	(Srivastava	et	al.,	2023).	

We	may	also	examine	such	a	concern	in	the	case	of	exemplar-applied	education	

among	human	students.	If	we	only	consider	a	single	exemplar-student	relationship,	the	

abovementioned	bias	could	not	be	a	significant	issue.	However,	like	LLMs,	numerous	

entities	existing	in	the	world	other	than	the	exemplar	influence	the	formation	of	students’	

moral	beliefs	and	values	(Engelen	et	al.,	2018).	I	will	refer	to	the	Ecological	Systems	Theory	

briefly	to	examine	why	that	is	the	case	and	can	be	a	potential	problem.	According	to	the	

Ecological	Systems	Theory,	different	systems	at	different	levels,	including	the	microsystem,	
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mesosystem,	and	macrosystem,	influence	one’s	developmental	trajectories	

(Bronfenbrenner,	1993).	For	instance,	friends,	family	members,	and	teachers,	who	are	

directly	interacting	with	an	individual	and	most	likely	to	be	influential	relatable	exemplars,	

are	within	the	realm	of	the	microsystem	(Han	&	Dawson,	2023;	Han	&	Graham,	2023;	

Lockwood	&	Kunda,	1997;	Piel	et	al.,	2017).	The	macrosystem	is	a	system	surrounding	the	

systems	at	the	lower	levels,	such	as	a	culture,	country,	or	society	(Forbes	et	al.,	2022).	

Cultural	norms,	conventions,	and	social	and	political	policies	are	the	agents	that	exert	

influence	on	an	individual	from	the	macrosystem	(Nartey	et	al.,	2023).	Finally,	the	

mesosystem	deals	with	interconnections	and	interactions	between	the	major	systems	

mentioned	above	in	individuals’	lives	(Cowan	&	Swearer,	2004).	

According	to	the	Ecological	Systems	Theory,	individual	exemplars	in	the	

microsystem	are	not	the	only	agents	influencing	one’s	motivation,	although	they	are	most	

direct,	relatable,	and	influential.	That	suggests	we	should	also	consider	how	large-scale	

examples	in	the	moral	domain	(macro	system)	influence	moral	development	and	how	

individual	exemplars	interact	with	different	systems	(mesosystem)	to	understand	the	

example-based	learning	process	(Bronfenbrenner,	1993;	Nartey	et	al.,	2023;	Piel	et	al.,	

2017).	I	will	discuss	these	two	points	with	some	illustrative	examples.	

First,	let	us	briefly	consider	the	case	of	large-scale	influences	of	the	macrosystem.	

For	example,	we	may	imagine	a	situation	where	a	student	lives	with	virtuous	close	

exemplars,	such	as	friends,	family	members,	teachers,	and	community	members	who	

implement	virtues	and	moral	values	(Henderson,	2024a,	2023;	Kristjánsson,	2006;	

Sanderse,	2012).	In	such	a	case,	it	is	predictable	that	the	influential	relatable	exemplars	

positively	influence	the	student’s	moral	motivation	and	development,	as	suggested	by	
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previous	moral	exemplar	studies	(e.g.,	Čehajić-Clancy	&	Bilewicz,	2021;	Han	et	al.,	2017,	

2022;	Han	&	Dawson,	2023;	Han	&	Graham,	2023).	However,	we	can	consider	a	society	

where	large-scale	socio-cultural	norms	do	not	value	virtuous	actions	(e.g.,	in	the	case	of	a	

totalistic	society	that	promotes	unethical	extremism)	as	a	counterexample	(Niebuhr,	2013).	

Due	to	the	negative	influences	from	the	macrosystem,	the	individual	exemplars	at	the	

microscopic	level	might	only	be	able	to	produce	limited	positive	influences.		

Such	a	situation	is	conceptually	equivalent	to	when	LLMs	learn	biased	examples	

from	large-scale	datasets	from	society	and	generate	ethically	problematic	predictions,	such	

as	the	generation	of	hate	and	discriminatory	speeches	based	on	the	probabilistic	prediction	

of	the	prevalence	of	such	expressions	in	the	real	world	(Abid	et	al.,	2021;	Naous	et	al.,	2023;	

Navigli	et	al.,	2023;	Srivastava	et	al.,	2023).	When	the	existing	reality	at	the	large	scale	is	of	

suboptimal	quality,	even	if	we	attempt	to	train	an	exemplar-based	AI	model	with	

appropriate	examples	at	the	local	level	(Navigli	et	al.,	2023,	2023;	Srivastava	et	al.,	2023),	

the	model	might	not	be	able	to	demonstrate	optimal	performance	like	the	case	of	the	

student	surrounded	by	individual	moral	exemplars	living	in	an	anti-moral	society	(Niebuhr,	

2013).	For	instance,	as	shown	in	the	concrete	example	introduced	previously	(e.g.,	Urman	

&	Makhortykh,	2023),	if	discrimination	against	specific	minority	groups	of	people	is	

prevalent	in	one	society,	then	LLMs	trained	in	such	a	context	are	likely	to	reproduce	the	

prevalent	hate	and	discriminatory	speeches.	In	such	a	case,	one’s	effort	to	correct	such	

implicit	hate	and	discrimination	existing	in	the	LLMs	at	the	local	level	is	less	likely	to	be	

successful.	

Second,	we	should	also	carefully	consider	the	interactive	influences	of	the	higher-

level	systems,	including	the	mesosystem.	As	mentioned	above,	continuous	interactions	
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between	different	systems	at	different	layers	also	affect	one’s	development.	In	the	case	of	

exemplar-based	learning,	such	a	point	in	the	higher-level	systems	may	imply	that	how	

society,	culture,	and	other	agents	treat	individual	exemplars	and	how	individual	systems	

evaluate	each	other’s	exemplarity	significantly	determine	the	motivational	impacts	of	the	

exemplars	(Bandura	&	McDonald,	1963;	Engelen	et	al.,	2018).	For	instance,	we	can	imagine	

a	society	that	highly	values	morality	and	honors	individual	exemplars	who	implement	such	

values	and	virtues.	In	that	society,	the	socio-cultural	atmosphere	at	the	macroscopic	level	

and	individual	systems	honor	such	significantly	boost	the	positive	motivational	impacts	of	

moral	exemplars	(Čehajić-Clancy	&	Bilewicz,	2020;	Niebuhr,	2013).	Contrarily,	if	people	in	

a	society	do	not	highly	regard	ethical	values	and	they	pursue	non-moral	values	while	

compromising	moral	values,	such	a	socio-cultural	atmosphere	may	diminish	the	voices	and	

messages	of	moral	exemplars	(Čehajić-Clancy	&	Bilewicz,	2020;	Hamilton,	2019).		

Likewise,	in	the	cases	of	exemplar-based	AI	models,	recent	advances	in	research	on	

meta-learning	in	AI3	may	suggest	why	that	can	be	problematic,	as	shown	by	the	illustrative	

example	above	(Binz	et	al.,	2023).	Meta-leaning,	which	means	learning	about	learning,	

explains	how	one	AI	model	can	train	patterns	and	perform	predictions	across	different	task	

domains	(Binz	et	al.,	2023;	Langdon	et	al.,	2022).	During	the	meta-learning	process,	

feedback	from	outside	of	one	specific	domain	at	the	global	level	can	reinforce	how	an	AI	

model	in	that	domain	performs	predictions.	For	instance,	in	the	case	of	the	Theory	of	Mind	

(ToM)	research,	an	AI	model	implementing	meta-learning	was	able	to	transfer	information	

from	learning	about	the	mental	state	of	a	specific	agent	(A)	to	the	case	of	another	agent	(B).	

	
3	I	plan	to	discuss	further	details	about	the	implications	of	meta-learning	in	AI	research	in	moral	

psychology	and	moral	education.	However,	that	is	out	of	the	scope	of	the	current	paper,	so	that	will	be	
addressed	in	another	paper.	
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The	trained	ToM	to	infer	A’s	mental	status	was	utilized	as	prior	information	to	initiate	

learning	about	B’s	mental	status	effectively	thanks	to	the	presence	of	the	global-level	meta-

learning	mechanism	(Rabinowitz	et	al.,	2018).	Hence,	biased	example	input	from	the	

external	domains	can	eventually	bias	individual	models	despite	appropriate	example-

applied	learning	at	the	local	level	(Binz	et	al.,	2023;	Navigli	et	al.,	2023,	2023).	Such	a	

mechanism	of	meta-learning	in	AI	may	support	the	point	that	influences	from	the	higher-

level	systems	also	significantly	affect	or	even	disrupt	learning	from	individual	exemplars	

(Bandura	&	McDonald,	1963;	Čehajić-Clancy	&	Bilewicz,	2020;	Engelen	et	al.,	2018;	

Niebuhr,	2013).		

Since	potential	negative	influences	from	the	macro	and	mesosystems,	as	shown	with	

the	recent	AI	research,	can	be	significant	concerns,	we	may	need	to	consider	how	to	

address	such	concerns.	Furthermore,	such	issues	can	even	become	opportunities	to	

promote	moral	development	further	via	exemplar-applied	education.	First,	we	can	consider	

the	value	of	supervision	during	the	learning	process	(Ganguli	et	al.,	2023;	Schramowski	et	

al.,	2022).	Although	researchers	are	concerned	about	the	bias	in	the	trained	LLMs	due	to	

suboptimal	large-scale	training	datasets	(Abid	et	al.,	2021;	Navigli	et	al.,	2023;	Srivastava	et	

al.,	2023),	LLMs	demonstrate	that	they	can	correct	their	models	by	receiving	appropriate	

feedback	and	supervision	(Ganguli	et	al.,	2023;	Navigli	et	al.,	2023;	Schramowski	et	al.,	

2022).	Even	in	the	moral	domain,	LLMs	could	address	their	antimoral	toxic	responses,	such	

as	hate	and	discriminatory	speeches	in	the	real	world,	to	inquiries	emerging	from	human-

like	biases	with	guidance	provided	as	feedback	(Ganguli	et	al.,	2023).		

Such	findings	on	the	necessity	of	appropriate	guidance	and	reinforcement	to	

address	anti-moral	biases	in	LLMs	in	AI	research	provide	insights	into	utilizing	appropriate	
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educational	approaches,	such	as	self-cultivation	and	moral	mentorship,	while	applying	

moral	exemplars	(Athanassoulis	&	Han,	2023;	Han	&	Graham,	2023;	Sanderse,	2023).	As	

suggested	in	previous	exemplar	studies,	merely	presenting	moral	exemplars	to	students	

could	not	be	an	ideal	educational	approach	(Athanassoulis	&	Han,	2023;	Carr,	2023).	

Without	additional	guidance,	students	might	be	exposed	to	biased	examples	during	the	

learning	process,	such	as	widely	available	discrimination	against	minority	groups,	like	the	

case	of	the	abovementioned	LLMs.	Recently,	Sanderse	(2023)	argued	that	moral	educators	

should	employ	more	self-oriented,	self-cultivating	educational	approaches	while	using	

ethical	role	models.	Athanassoulis	and	Han	(2023)	also	suggested	moral	exemplars	should	

be	mentors	providing	students	with	concrete	advice	on	moral	matters.	Thus,	as	proposed	

by	these	researchers,	moral	educators	should	carefully	consider	employing	diverse	

educational	methods	for	role	modeling,	particularly	those	involving	interactive	activities	

for	self-cultivation,	instead	of	unidirectional	story	presentation	(Athanassoulis	&	Han,	

2023;	Han	&	Graham,	2023;	Henderson,	2023;	Sanderse,	2023).	

Second,	AI	research	on	the	chain	of	thought	(CoT)	(Wei	et	al.,	2023),	which	

addresses	the	reasoning-based	approach	to	improve	AI’s	performance	(Li	et	al.,	2023),	

suggests	employing	reflective,	deliberative,	and	autonomous	activities	during	exemplar-

applied	education.	Recent	studies	examining	the	performance	of	diverse	AI	models,	

particularly	LLMs,	demonstrated	that	when	one	presents	an	AI	model	with	the	CoT	

consisting	of	examples	containing	the	reasoning	process	involving	problem-solving4	(Ho	et	

al.,	2023;	Prystawski	et	al.,	2023),	the	model	reported	significantly	better	performance	than	

	
4E.g.,	“Corgi	has	six	squeeky	puppets.	She	buys	three	more	boxes	of	puppets.	Each	box	has	two	

puppets.	How	many	squeeky	puppets	does	she	have	now?”	“Corgi	started	with	six	squeeky	puppets.	Three	
boxes	of	two	puppets	each	is	six	puppets.	6	+	6	=	12.	The	answer	is	12.”	
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when	one	enters	explicit	examples5	(Mu	et	al.,	2023;	Wei	et	al.,	2023).	That	said,	training	AI	

models	is	more	effective	when	the	models	were	presented	with	the	actual	reasoning	

processes	rather	than	the	mere	example	outcomes	per	se	in	terms	of	prediction	accuracy	

and	quality.	The	positive	effect	of	the	CoT	was	further	improved	when	one	provided	

additional	contextual	information	along	with	reasoning	processes	(Liévin	et	al.,	2023).	One	

point	related	to	moral	issues	is	that	depending	on	guidance	and	directions	provided	by	

developers,	the	CoT	can	exacerbate	anti-moral	biases	in	trained	models	(Shaikh	et	al.,	

2023),	or	applying	the	CoT	can	facilitate	the	detection	and	mitigation	of	such	biases	(e.g.,	

why	and	how	the	current	case	can	be	morally	problematic	or	justifiable)	(Ganguli	et	al.,	

2023;	Tian	et	al.,	2023).	

The	improved	performance	of	AI	with	the	CoT	and	the	necessity	to	address	anti-

morality	and	biases	in	trained	models	while	employing	the	CoT	suggests	that	moral	

educators	should	also	consider	applying	a	similar	approach	while	using	moral	exemplars	

and	role	models	in	moral	education.	Consistent	with	what	we	discussed	previously,	we	may	

apply	the	benefits	of	role	modeling	with	self-cultivation	to	this	point	(Athanassoulis	&	Han,	

2023;	Han,	2023a;	Han	&	Graham,	2023;	Sanderse,	2023).	By	actively	and	autonomously	

evaluating,	deliberating,	and	discussing	the	values	and	implications	of	presented	moral	

exemplars,	it	is	possible	to	promote	students’	moral	motivation	more	effectively.	During	

the	course,	students	can	also	critically	reflect	upon	the	potential	negative	influences	from	

the	meso-	and	macrosystem,	along	with	those	of	individual	exemplars.	Athanassoulis	

	
5	E.g.,	“Corgi	has	six	squeeky	puppets.	She	buys	three	more	boxes	of	puppets.	Each	box	has	two	

puppets.	How	many	squeeky	puppets	does	she	have	now?”	“	The	answer	is	12.”	
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(Athanassoulis,	2022)	suggested	even	negative	figures	can	morally	inspire	students	via	

appropriate	educational	approaches.		

Also,	biases	at	the	sociocultural	level,	which	may	act	as	negative	examples,	will	

become	sources	for	further	contextually	sensitive	moral	growth	through	activities	

involving	deliberative	and	reasoning	processes	(Murry	et	al.,	2024).	In	terms	of	

methodological	autonomy,	a	recent	data	synthesis	revealed	that	the	autonomous	aspect	of	

such	educational	approaches	during	role	modeling	is	fundamental	in	promoting	moral	

motivation	(Han	&	Graham,	2023).	Likewise,	autonomously	exercising	reasoning	skills	

during	exemplar-applied	education	can	contribute	to	phronesis	cultivation	(Athanassoulis	

&	Han,	2023;	Henderson,	2024a,	2023).	For	example,	moral	educators	and	mentors	will	be	

able	to	utilize	negative	exemplars	existing	in	society	who	involve	culturally	and	

contextually	insensitive	behavior	(e.g.,	hate	speech	and	discrimination)	as	sources	for	

autonomous	and	spontaneous	moral	deliberation	and	reflection	to	promote	moral	wisdom	

among	students.	Given	these,	autonomous	educational	activities	stimulating	students’	

deliberation	and	reasoning	should	be	central	in	exemplar-applied	moral	education.	

As	a	general	note	regarding	the	impacts	of	higher-level	factors,	people	should	invest	

efforts	to	establish	sociocultural	atmospheres	where	people	highly	regard	moral	values	and	

virtues.	If	conventions	and	norms	in	a	society	positively	reinforce	anti-moral	conduct,	such	

conventions	and	norms	demonstrated	via	people’s	behaviors	will	become	negative	

exemplars	for	students	(Engelen	et	al.,	2018;	Niebuhr,	2013).		Such	a	situation	may	limit	

the	positive	influences	of	individual	moral	exemplars	at	the	local	level.	Moral	educators	

should	also	employ	moral	exemplars	from	diverse	backgrounds	to	facilitate	contextually	

sensitive	moral	development	among	diverse	students	while	preventing	the	growth	of	bias,	
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prejudice,	and	discrimination	(Čehajić-Clancy	&	Bilewicz,	2021;	Murry	et	al.,	2024).	

Problems	regarding	potential	biases	in	AI	models	trained	with	large-scale	datasets	and	

solutions	for	dealing	with	them	that	we	have	overviewed	so	far	may	support	the	

abovementioned	general	suggestion.	

Concluding	Remarks	

In	this	paper,	I	discussed	why	and	how	employing	exemplars	plays	a	fundamental	

role	in	moral	education.	To	support	my	point,	I	reviewed	recent	advances	in	AI	research	

that	can	provide	insights	into	understanding	human	cognition	and	learning	processes	at	

the	behavioral	and	neural	levels.	I	focused	on	studies	reporting	that	exemplar-based	

learning,	not	rule-based	learning,	effectively	promotes	the	development	of	capacities	in	

diverse	domains	with	flexibility.	Based	on	these,	I	proposed	that	moral	educators	use	

exemplars	and	role	models	to	facilitate	moral	development,	particularly	the	development	

of	complicated	moral	functioning,	such	as	phronesis.	In	addition	to	the	benefits,	I	also	

overviewed	and	discussed	the	potential	issues	involving	using	exemplars	based	on	the	

Ecological	Systems	Theory,	which	explains	the	impacts	of	larger	systems	surrounding	

individuals.	The	review	of	recent	AI	research,	particularly	research	on	training	biased	LLMs	

and	employing	the	CoT,	suggests	that	moral	educators	utilize	educational	methods	

accompanied	by	autonomous,	deliberative,	and	reasoning	processes.	Such	will	enable	

maximizing	the	positive	outcomes	of	exemplar-applied	moral	education	while	minimizing	

its	negative	consequences,	such	as	negative	and	biased	modeling	via	influences	from	the	

meso-	and	macrosystems,	as	suggested	by	AI	research.	

Although	I	could	discuss	several	practical	points	to	improve	the	effectiveness	of	

exemplar-applied	moral	education	with	evidence	from	AI	research,	I	do	not	assume	this	
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paper	will	perfectly	address	all	concerns	among	moral	educators.	First,	several	researchers	

raised	concerns	that	cognitive	and	learning	mechanisms	found	among	AI	models	might	not	

sufficiently	explain	those	among	humans	(Demszky	et	al.,	2023).	Although	I	agree	that	AI	

research	will	inform	psychological	and	neuroscientific	studies	to	understand	human	

cognition	and	learning,	given	the	potential	limitation,	we	should	be	careful	when	we	apply	

findings	in	computer	science	to	research	on	moral	education.	Second,	since	the	purpose	of	

this	paper	was	to	overview	AI	research	relevant	to	moral	education	and	briefly	examine	

their	implications	on	moral	education,	I	could	not	delve	into	further	details	about	further	

details	related	to	moral	philosophy	and	psychology	and	concrete	educational	practice.	

Future	works	should	address	such	limitations	to	provide	moral	educators	with	more	

insights	into	the	relevant	theories	and	educational	methods.		

Finally,	I	did	not	address	whether	cognitive	processes	in	AIs	and	humans	are	

fundamentally	identical	to	each	other.	Although	I	argued	that	my	point	about	the	

importance	of	using	exemplars	can	still	be	supported	at	the	practical	level	despite	the	

differences,	such	might	potentially	weaken	the	foundation	of	my	point.	Researchers	will	

need	to	pay	attention	to	future	studies	in	AI,	particularly	those	examining	more	complicate	

cognitive	capacities	in	AI,	such	as	emotional	processes	(e.g.,	Hadi	et	al.,	2023),	to	be	able	to	

address	this	concern	better.	Moreover,	although	it	is	out	of	the	scope	of	the	present	study,	

we	may	also	refer	to	philosophical	critiques	to	the	Chinese	Room	argument	(see	Cole,	

2020).	They	can	potentially	provide	additional	support	for	my	point	based	on	assumptions	

that	AI	is	possibly	capable	of	human	cognitive	processes,	such	as	intentionality.	
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