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roughly divided into three categories. Some responses are 
individualistic, in the sense that they recommend improved 
conduct on the part of individuals, perhaps assisted by 
efforts to improve individual critical thinking skills. Other 
responses are political. In some jurisdictions, for example, 
the spread of misinformation and disinformation are crimi-
nalized. Finally, some responses center on the platforms by 
which information is spread. The relevant platforms may 
include both traditional media outlets and social media plat-
forms. For example, some have proposed that the so-called 
“Fairness Doctrine” problematically boosted the influence 
of misleading information by giving fringe views undue 
prominence in mainstream outlets (McBrayer 2021, p. 31). 
This paper focuses on an especially contentious response 
to the challenges of misinformation and disinformation: the 
removal of content and users from social media platforms. I 
argue that such measures have significant and underappreci-
ated epistemic downsides. The upshot is not that such mea-
sures ought never to be taken, but rather that the effects of 
such measures are likely to be far less straightforward than 
is sometimes supposed. Thus, at a minimum, care ought to 
be taken to implement such measures only in such a way as 
to minimize their negative consequences.

1  Introduction

Misinformation and disinformation pose a range of chal-
lenges. Some of these are epistemic. The existence of misin-
formation and disinformation, and perhaps even the realistic 
possibility of their existence in the social epistemic environ-
ment, threaten the acquisition of knowledge, understanding, 
and other epistemic goods. Some are social. To the extent 
that misinformation and disinformation compromise the 
ability of individuals to converge on a shared understanding 
of certain basic facts, these phenomena can promote polar-
ization and otherwise tear at the social fabric. And some 
challenges are political. By distorting individual and collec-
tive judgments, misinformation and disinformation reduce 
the quality of voters’ decisions and ultimately compromise 
the abilities of political systems to respond to serious soci-
etal challenges.

What, then, can be done to address the challenges of mis-
information and disinformation? Potential responses can be 
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The structure of the paper is as follows. Section one 
provides some brief background on social media misinfor-
mation and disinformation and the challenges these pose. 
Section two discusses the removal of content and users from 
social media, with a focus on how these measures would 
seem, at least on their faces, to address the challenges of 
misinformation and disinformation. Section three raises 
the concern that, by interfering in the availability of infor-
mation, policies of user and content removal threaten the 
perceived value of the information that remains available. 
Section four provides a theoretical background for this con-
cern, arguing that acts of control over the presentation of 
evidence function to compromise the force of that evidence. 
Section five concludes.

2  Bad Information and its Consequences

To begin, it is worth sketching working definitions of misin-
formation and disinformation. These being technical terms, 
the ambition of these definitions is not to capture some pre-
theoretic understanding of their referents. The aim is the 
more modest one of fixing our targets in the discussion to 
come. The definitions given are thus stipulative, but aim to 
capture to a large extent what is typically understood as mis-
information and disinformation.

Some philosophers have proposed to understand mis-
information as a subset of false claims (De Ridder 2021; 
Millar 2022). For present purposes, such a definition is 
too narrow. While some forms of misinformation—for 
example, fake news articles and bogus scientific findings—
may plausibly be understood as consisting in claims, other 
forms—for example, deepfakes and doctored photos—are 
not naturally understood in terms of claims. For this rea-
son, I opt for a more inclusive approach to misinformation 
that is inspired by Don Fallis and Kay Mathiesen’s under-
standing of fake news as “counterfeit news” (2019). On the 
approach adopted here, fake news is a form of misinfor-
mation because it is the “fake” counterpart of a legitimate 
form of information—in this case news reports generated by 
truth-conducive processes like fact-checking and editorial 
review1. But, on the present approach, fake news is just one 
form of misinformation. The category of misinformation 
includes deepfakes, doctored photos, and fraudulent scien-
tific publications—all of which are “fake” counterparts of 
more reliable forms of information (cf. Harris 2022).

Disinformation is commonly distinguished from misin-
formation at least in part by reference to the intentions of 

1  Jessica Pepp, Eliot Michaelson, and Rachel Katharine Sterken 
(2019) defend a related view of fake news, according to which fake 
news is distinguished by being improperly treated as having been pro-
duced through ordinary journalistic practices by those who spread it.

some or all of its disseminators. Some have proposed, for 
example, that disinformation, unlike misinformation, neces-
sarily involves an intention to cause false beliefs (Floridi 
2011, p. 260; Jaster and Lanius 2021). Others have sug-
gested that this definition might be too narrow, as some 
disinformation aims at preventing true beliefs, rather than 
causing false beliefs (Fallis 2015, p. 420). Finally, it has 
been suggested that disinformation may not aim at influenc-
ing beliefs at all, but may instead target “sub-doxastic asso-
ciations” (Harris 2023).

For present purposes, we need not take a stand on pre-
cisely how broadly to define disinformation. What mat-
ters is that, whereas misinformation can be produced and 
disseminated accidentally, disinformation involves mali-
cious intent on the part of (some of) its promotors. A piece 
of disinformation might be intrinsically indistinguishable 
from a piece of misinformation—indeed the same item 
might be misinformation at one time and disinformation at 
another—but is distinguished by the intentions of (some of) 
those who spread it. For example, a misleading scientific 
publication might be produced with no deceptive intent, but 
subsequently shared with the intention of deceiving readers 
into believing a particular false conclusion. Because mis-
information and disinformation may be intrinsically indis-
tinguishable, I focus in what follows on misinformation, 
with the understanding that what is said about the effects of 
misinformation and the removal of misinformation will, by 
and large, also apply to disinformation. It is consistent with 
this basic point that disinformation may be in some sense 
more concerning than misinformation, insofar as it involves 
a deliberate and targeted attempt to manipulate an audience.

Misinformation and disinformation are associated with 
various negative consequences. Some such consequences 
are dramatic. For example, it is plausible that the storming 
of the US Capitol in January 2021 was a consequence of 
misinformation and disinformation suggesting that the 2020 
US Presidential election was rigged against Donald Trump. 
Less dramatically, but perhaps more impactfully, some 
resistance to the COVID-19 vaccine, and vaccines more 
generally, is plausibly due to misinformation and disinfor-
mation about the safety of vaccines.

Here, I focus mainly on the epistemic consequences of 
misinformation and disinformation. The epistemic conse-
quences are those bearing on the acquisition or retention 
of epistemic goods. For example, I (2022) have argued that 
misinformation can interfere with the three conditions often 
thought to be necessary for knowledge. The truth condition 
is threatened insofar as misinformation and disinformation 
promote beliefs in falsehoods, rather than truths. The belief 
condition is threatened insofar as concerns about the possi-
bility of being misled by misinformation and disinformation 
lead to hesitation to form beliefs based on even legitimate 
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information. Threats to the warrant condition depend on 
how warrant is analyzed. Misinformation and disinforma-
tion may, for some examples, threaten warrant by reducing 
the amount of information carried by legitimate forms of 
information (cf. Fallis 2021), by introducing relevant alter-
natives (Blake-Turner 2020), by reducing the reliability of 
belief-forming processes (Fallis 2021, p. 625), by making 
it a matter of luck whether one forms true beliefs (Harris 
2021; n. 3; Matthews 2023), and so on.

Knowledge is not the only epistemic good threatened by 
misinformation and disinformation. For example, Jeroen de 
Ridder (2021) has argued that misinformation can function 
to defeat justification for beliefs about dependency rela-
tions and, as a consequence, can undermine understanding. 
Beyond threats to individual knowledge and understanding, 
misinformation and disinformation threaten collective epis-
temic goods. This is especially clear on reductionist analy-
ses of collective epistemic states. Suppose, for example, that 
collective knowledge is understood summatively, such that a 
population knows that p just in case all or most of its mem-
bers know that p. On such an account of collective knowl-
edge, misinformation and disinformation can interfere with 
collective knowledge only by interfering with knowledge at 
the individual level.

If collective epistemic states are not understood in this 
summative way, misinformation and disinformation can 
interfere with collective knowledge even independently of 
their effects on individual knowledge. Consider an example. 
Some social epistemologists argue that there is a form of col-
lective knowledge that is partly realized in materials beyond 
the organismic boundaries of any human members of the 
collective. Bird (2010, 2014), for example, has argued that 
scientific knowledge is largely realized in material stores of 
information like journal articles. Similarly, one might argue 
that there is a form of collective knowledge that is stored 
in online content, including on social media, independent 
of being represented in any human individual’s mind. On 
such an account of collective knowledge, the existence of 
misinformation and disinformation on social media would 
seem to directly preclude collective knowledge—at least 
about subjects tainted by high degrees of misinformation 
and disinformation—even independently of any human per-
son internalizing it.

In this section, I have provided a brief overview of social 
media misinformation and disinformation and a theoretical 
account of how these might interfere with individual and 
collective epistemic goods. The extent to which misinfor-
mation and disinformation actually interfere with these 
goods is a matter for empirical study. It is worth noting, in 
this connection, that a raft of recent work in philosophy and 
cognitive science suggests that the epistemic ill-effects of 
misinformation and disinformation are more limited than 

is commonly supposed. For example, Mercier (2020) has 
argued that individuals are less susceptible to deception by 
misinformation than is commonly thought. Additionally, 
a growing body of research suggests that misinformation 
is principally consumed and shared by a small fraction of 
social media users (Grinberg et al. 2019; Osmundsen et al. 
2021) and that interactions with notorious promoters of dis-
information like Russian trolls are both concentrated among 
a small number of users and ineffective at changing political 
behaviors (Eady et al. 2023).

Still, to this point, the effectiveness of social media mis-
information and disinformation remains understudied. Even 
if certain dramatic effects of such misinformation and dis-
information are relatively rare, more subtle effects might 
be relatively common. For example, even if few people are 
tricked into believing falsehoods by social media misinfor-
mation and disinformation, the effects of misinformation 
and disinformation on the belief and warrant conditions on 
knowledge might be more dire. Moreover, even if the ill-
effects of misinformation and disinformation are concen-
trated among a small number of users, these effects might 
be concerning nonetheless. For one thing, even relatively 
small numbers of misinformed voters might prove deci-
sive in close elections (van der Linden 2023). For another, 
misinformed beliefs sometimes lead to acts of extremism. 
Thus, although the ill-effects of misinformation and dis-
information warrant more careful empirical study, there is 
already good reason to consider how these effects might be 
mitigated.

3  Content Moderation

Given the harms associated with social media misinforma-
tion and disinformation, it is no surprise that various pro-
posals have been made as to how these ill-effects might be 
mitigated. Some such proposals are purely individualistic. 
For example, some researchers have attempted to create 
techniques for “inoculating” the public against misinforma-
tion (van der Linden 2023). These techniques are intended 
to function analogously to vaccines, by giving individuals 
“weakened doses” of misinformation that increase their 
resistance to subsequent misinformation encountered in the 
real world. One concern about this and similar measures is 
that there may well be a spillover effect (Van Der Meer et 
al. 2023), whereby individuals become more resistant not 
only to misinformation, but to legitimate information as 
well (Jungherr and Rauchfleisch 2024; Modirrousta-Galian 
and Higham 2023; Van Duyn and Collier 2019). Another 
concern is that research on the so-called truth effect sug-
gests that repeated exposure to misinformation increases 
the fluency with which its contents are processed, thereby 
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One obvious benefit of removing misinformation and its 
spreaders is that, by doing so, platforms reduce the chances 
of users being deceived by the content in question. Take, 
for example, the notorious case of Edgar Maddison Welch, 
who was arrested after firing shots in a Washington D.C. 
area pizza restaurant. Shortly before his arrest, Welch was 
convinced by YouTube videos of the outlandish “Pizzagate” 
conspiracy theory, according to which Democratic politi-
cians and other elites used the restaurant as a base of opera-
tions for a child sex trafficking ring. Although many profess 
to believe in Pizzagate, or the broader QAnon conspiracy 
theory into which Pizzagate has been folded, Welch’s case is 
relatively unique in two respects. First, scholars have ques-
tioned whether professions to believe in QAnon are sincere, 
or instead serve to signal political loyalties. The latter con-
clusion is motivated by the fact that many professed believ-
ers seem content to behave in ways that appear misaligned 
with the seriousness of the allegations at the heart of that 
conspiracy theory. For example, Hugo Mercier has noted 
that the Pizzagate allegations led many supposed believers 
to leave negative online reviews for the pizza place at its 
heart (Mercier 2020, p. 260). Such petty behaviors seem at 
odds with the gravity of the Pizzagate claims. In contrast, 
Welch’s actions, although misguided, are aligned with the 
seriousness of the allegations he professed to believe. In 
other words, Welch seems to be a clear case of someone 
actually believing the content of misinformation, rather than 
using the content of misinformation as a means of signaling. 
Second, while the causal effects of misinformation are often 
gradual and diffuse, Welch’s case involves what appears to 
be a fairly straight line from exposure to misinformative 
YouTube videos to, just days later, action predicated on 
false beliefs based on these videos. Thus, in Welch’s case, 
it is relatively easy to identify the causes of his false belief.

Given that Welch’s false belief seemed to be both genu-
ine and caused by exposure to a relatively identifiable set of 
misinformation, it is plausible enough to conclude that his 
false belief could have been prevented by removing the mis-
information in question from YouTube. Although the causal 
connection between misinformation and false belief is typi-
cally more difficult to establish, it is plausible enough that 
the removal of misinformation and its spreaders from social 
media reduces exposure to misinformation and, in this way, 
reduces false beliefs based on misinformation. Addition-
ally, de-platforming spreaders of misinformation is likely to 
reduce false beliefs by both eliminating some individuals’ 
opportunity to spread misinformation and by deterring the 
posting of misinformation. Although I will not pursue the 
point at length here, the algorithmic deprioritization of mis-
information could similarly be expected to directly reduce 
exposure to misinformation and to discourage the creation 

promoting credulity toward it (Dechêne et al. 2010; Hassan 
and Barber 2021). Thus, even without mistaking misinfor-
mation for credible information, one might slowly develop 
credulity toward misinformation. This latter consideration 
suggests that the best measures for mitigating misinforma-
tion may be those that decrease exposure to it.

Reducing exposure to misinformation might be accom-
plished in various ways. In principle, states might criminal-
ize the distribution of misinformation, thereby deterring 
its spread. Several considerations, including the potential 
for abuse and misapplication, as well as legal protections 
of free speech, militate against such a proposal. However, 
it is often hoped that social media content moderation—
including the removal of misinformative content and de-
platforming of misinformation spreaders—can achieve 
similar results. While concerns about abuse, misapplication, 
and free speech protections can also be raised against social 
media content moderation, these critiques have somewhat 
less force when restrictions on speech are carried out by, 
and within the relatively narrow context of, privately-owned 
platforms. Here, I focus specifically on the epistemic merits 
and demerits of content moderation processes.

Often, content moderation is carried out for reasons hav-
ing little to do with promoting epistemic outcomes. For 
example, content moderation is used to remove hate speech, 
calls to violence, and pornography from major social media 
platforms. Such interventions are mainly aimed at reducing 
the toxicity of social media platforms, rather than promot-
ing a healthy epistemic environment. In contrast, content 
moderation that takes the form of labeling and removing 
misinformation from social media platforms is more plau-
sibly aimed at producing good epistemic outcomes2. This 
is not necessarily to say that platforms, their owners, or 
their agents are themselves motivated by the aim of improv-
ing epistemic environments. However, insofar as social 
media platforms remove or label misinformation in order 
to address the concerns of users and advertisers that have 
epistemic motivations, the resultant content moderation is 
in some sense motivated by epistemic aims. Although epis-
temically-aimed content moderation often takes the form of 
labeling dubious content, or algorithmically deprioritizing 
it, I focus here on the removal of such content and those 
who spread it. Still, as I will emphasize below, these alterna-
tive forms of content moderation face some challenges very 
similar to those highlighted here.

2  As an anonymous referee has pointed out, however, that the aims 
and consequences of removing misinformation cannot be clearly dis-
tinguished from the aims and consequences (Harris 2024, p. 84). For 
one thing, hate speech may include false claims or other content that 
amounts to misinformation. For another, the removal of hate speech 
and other toxic content, or the failure to remove such content, may 
impact the epistemic weight users assign to the content they encounter 
on social media.
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misinformation. This leads to a further concern. If users do 
trust content moderation processes to remove misinforma-
tion, but some misinformation is overlooked, any remain-
ing misinformation is likely to receive a boost in perceived 
credibility. This phenomenon may be understood as an 
instance of the implied truth effect. This effect has previ-
ously been observed as a consequence of labels for mis-
informative content. Empirical researchers have observed 
that, when some but not all misinformation is labeled as 
such, non-labeled misinformation is perceived as cred-
ible, relative to a situation in which no misinformation is 
labeled (Pennycook et al. 2020). Similarly, if some but not 
all misinformation is removed, and users know about efforts 
to remove misinformation, they can be expected to ascribe 
undue credibility to unlabeled misinformation. Thus, while 
removing misinformation plausibly preserves the credibil-
ity of accurate content, insufficiently thorough processes for 
removing misinformation can be expected to also boost the 
perceived credibility of misinformation.

These concerns ought not be taken too far. Even if pro-
cesses for removing misinformation could not be expected 
to remove all misinformation, such processes could be 
expected to remove major strains of misinformation or mis-
information posted by especially influential users. Thus, 
at least in principle, policies of removing misinformation 
might help users to retain their trust in content that is heav-
ily circulated, especially by influential users over a long 
period of time. More concretely, once an item of misin-
formative content is identified, automated techniques can 
be used to efficiently remove instances or variants of that 
content. Thus, policies for removing misinformation might 
help assure users that a particular highly-circulated video is 
authentic and not, for example, a deepfake.

Removing misinformation from social media also holds 
some promise for preserving the ability to obtain war-
rant from online content. Consider, for example, the view 
according to which warrant for a given belief requires that 
the process by which the belief is formed is reliable. In an 
environment that includes a good deal of misinformation, 
certain belief-forming processes—for example those that 
involve reading news reports—will be relatively unreliable. 
If fake news reports are effectively removed from the epis-
temic environment, however, the reliability of that belief-
forming process will be maintained. By a similar token, 
the removal of misinformation from social media plat-
forms helps to ensure that it is not simply a matter of luck 
when one forms true beliefs based on social media content. 
Similarly, the removal of misinformation, at least if carried 
out comprehensively, would remove relevant alternatives 
according to which various online contents are fakes. Con-
sider, finally, the effect of removing misinformation on the 
informational value of online contents. Fallis’s contention 

of misinformative content, albeit to a lesser degree than 
removal.

The effects of removing misinformation and de-plat-
forming its spreaders with respect to false beliefs are not 
likely to be uniformly positive. Some of those who are de-
platformed, or prevented from accessing the sort of (mis)
information they seek, may turn to alternative “dark plat-
forms” and other online spaces that are less moderated 
(Horta Ribeiro et al. 2021). There, they are likely to encoun-
ter highly concentrated misinformation. In this way, content 
moderation may have the effect of radicalizing some users. 
Thus, for example, empirical research on discourse among 
members of fringe communities on dark platforms reflects 
radicalization over time, and this change is especially appar-
ent among relatively recent communities (Schulze et al. 
2022). Still given the vast scale of major social media plat-
forms, and the relative rarity of defections to dark platforms, 
it is reasonable to expect that the removal of misinformation 
and de-platforming of its spreaders reduces the number of 
false beliefs formed based on misinformation.

The removal of misinformation and its spreaders can, at 
least in principle, likewise safeguard the perceived legiti-
macy of online content. In this way, these forms of content 
moderation can preserve trust in accurate online content, 
thereby maintaining the disposition to form beliefs based 
on this content. To see this, suppose that one is initially con-
cerned about the possible existence of deepfakes on social 
media platforms. If one becomes confident that such fabri-
cated videos are swiftly removed from social media, or pre-
vented from being posted in the first place, one will maintain 
one’s trust in the authenticity of video content. More gener-
ally, efforts to purge social media of misinformation can, at 
least in principle, help to maintain credulity toward content 
that remains available.

There are several complications for this story about the 
positive effects of removing misinformation from social 
media. To maintain confidence in online content, it is not 
enough to remove misinformative content. At a minimum, 
users must trust that misinformation is effectively removed. 
If users suspect that efforts to remove misinformation fail to 
catch a significant proportion of misinformation, their dis-
trust of online content will not be significantly alleviated. 
Adding to this concern are recent empirical results suggest-
ing that efforts to warn the public about misinformation tend 
to reduce trust in even accurate information (Van Duyn and 
Collier 2019). Thus, even if efforts to remove misinforma-
tion are in fact effective, these same efforts may make the 
existence of misinformation more salient, thereby reducing 
public trust in even accurate online content (cf. Lecheler 
and Egelhofer 2022, p. 82).

Realistically, efforts to remove all misinformation from 
social media platforms are not likely to catch all extant 
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4  Some Psychological Consequences of the 
Removal of Misinformation

Despite the various epistemic benefits of removing misin-
formation from social media, as described in the preceding 
section, I now argue that there are serious and underappre-
ciated epistemic risks for the removal of misinformation 
from social media. I begin, in this section, by arguing that 
removing misinformation is likely to cause or exacerbate 
skepticism about the evidential value of certain kinds of 
information encountered on social media. In other words, 
I argue that removing misinformation is likely to have the 
effect, among some social media users, of causing or exac-
erbating distrust of certain kinds of information. It is worth 
emphasizing that the effect I describe in this section is a psy-
chological consequence of the removal of misinformation 
from social media. In Sect. 4, I argue that this psychological 
effect is, at least in part, rational.

To start, consider two kinds of information that are com-
monly obtained by social media users. Some information is 
obtained from social media content. One might learn some-
thing from (or be misinformed by) the content of a news 
article, a photo, a video, and so on. For example, one might 
learn, by watching a video posted to social media, that a 
given politician made a gaffe during a campaign appear-
ance. Another sort of information is obtained from the social 
context surrounding social media content. For example, by 
observing that a given scientific article has been extensively 
shared with positive reactions by members of the relevant 
scientific discipline, and has rarely or never been dispar-
aged, one might learn that the claims made in the article are 
considered plausible by members of the discipline.

The distinction here is between the information contained 
in social media content itself and the information conveyed 
by the social context of that content. Typical beliefs based on 
the former will concern whatever the social media content is 
about. For example, if the social media content in question 
is a news article about the economy, resultant beliefs will 
concern the economy. In contrast, typical beliefs based on 
the latter will concern the attitudes of social media users 
toward the content in question. For example, if one observes 
many working particle physicists reacting negatively to a 
new article on the possible discovery of a new elementary 
particle, one might conclude that there is no consensus in 
particle physics supporting the claims made in the article. 
This distinction between the beliefs formed based on social 
media content and its surrounding social context is only 
rough. For example, when one reads an article posted to 
social media by its author, one is likely to form beliefs not 
only about the contents of the article, but also about the atti-
tudes of its author. For another, the social context surround-
ing a piece of social media content may determine whether 

that deepfakes reduce the amount of information conveyed 
by video footage is based on the following account of infor-
mation, described by Skyrms (2010):

[A] signal R carries information about a state of affairs 
S whenever it distinguishes between the state of affairs 
where S is true and the state where S is false. That is, R 
carries the information that S when the likelihood of R 
being sent when S is true is greater than the likelihood 
of R being sent when S is false. (Fallis 2021, p. 629)

If fakes abound, then the probability of there being a sig-
nal of some occurrence despite that occurrence not being 
actual—say, a deepfake depicting an event that did not 
exist—is relatively high. It is for this reason that deepfakes 
reduce the informational content of video footage. Thus, 
removing deepfakes is a way of preserving the informational 
content of video footage. By a similar token, removing 
various sorts of fakes from an epistemic environment—or 
preventing their introduction to the environment in the first 
place—serves to maintain the informational content of the 
relevant authentic counterparts, including videos, photos, 
news reports, and so on.

Content moderation can also plausibly protect epistemic 
goods beyond individual knowledge and its components. 
Suppose, following de Ridder (De Ridder 2021), that mis-
information threatens understanding by interfering with 
justification for beliefs about dependency relations. Then, 
insofar as content moderation safeguards justification, it 
likewise functions to safeguard understanding. Depending 
on how collective epistemic states are understood, the pro-
tective effects of content moderation with respect to such 
states may likewise be derivative of protective effects with 
respect to other epistemic goods. Suppose, for example, that 
collective knowledge is understood summatively. Then, 
to the extent that content moderation protects individual 
knowledge from the threats of misinformation, it likewise 
protects collective knowledge. What about proposals on 
which collective knowledge may be partially realized in 
non-human material stores of information? On such propos-
als, misinformation and disinformation that is realized in 
non-human stores of information can plausibly prevent col-
lective knowledge by, for example, partly constituting false 
collective beliefs or simply acting as noise that obscures 
accurate social media content. Thus, on such proposals, the 
purging of misinformation and disinformation from social 
media can plausibly serve to preserve the collective knowl-
edge that is partly constituted by social media contents.
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be suspicious that what appears to be the consensus position 
among those with relevant credentials and the public more 
widely is an artificial and illegitimate consensus.

This preceding line of argument is not merely speculative. 
Harambam (2023) presents evidence of conspiratorial sus-
picions about scientific consensuses concerning COVID-19 
that are predicated on, among other things, concerns about 
the suppression of dissent on social media. Notably, Haram-
bam’s evidence comes from individuals previously labeled 
as conspiracy theorists. Thus, one might argue that such evi-
dence serves only to show that the suppression of dissent 
only drives suspicions about the legitimacy of consensuses 
among those who are already inclined to conspiracy theo-
rizing. One might argue, further, that creating suspicions 
among such audiences is no objection to the policy of sup-
pressing misinformation, as virtually any occurrence can be 
interpreted by the conspiratorially-minded as part of a con-
spiracy (cf. Keeley 1999).

There are at least two problems with this dismissive line 
of objection. The first is that suspicions about the legitimacy 
of consensuses influenced by the suppression of dissent are 
hardly unique to fringe conspiracy theorists. Within the phi-
losophy of science, for example, it is has often been sug-
gested that the social evidential weight of consensuses is 
contingent on the possibility of dissent (De Melo-Martín 
and Intemann 2018; Intemann 2017; Oreskes 2021, p. 32). 
More directly, there is reason to think that concerns about 
the effect of content moderation on the epistemic value of 
consensus are, to some degree, reasonable. I make the case 
for this point in the following section. If this argument is 
sound, there is further reason to deny that doubts about the 
value of consensus following the suppression of dissent 
are restricted to individuals who start with conspiratorial 
suspicions.

5  Some Epistemic Consequences of the 
Removal of Misinformation

In this section, I make the case that the removal of mis-
information can negatively impact the evidential value of 
information that remains available on social media. This 
argument may be surprising in light of the argument devel-
oped in Sect. 2, according to which the removal of misin-
formation from social media can function to preserve the 
ability of accurate content—in the form of photos, videos, 
news reports, and so on—to carry information. As I will 
argue in what follows, the argument given in Sect. 2 relies 
on an oversimplification concerning the factors bearing 

give the impression that the social contextual information acces-
sible on social media underestimates the credibility of the affected 
misinformation.

or not one forms a belief in alignment with that content. 
To return to the example above, the apparent disapproval of 
other particle physicists might lead one to avoid forming the 
belief that a novel elementary particle has been discovered.

In Sect.  2, I argued in effect that content moderation 
can—complications aside—function to protect the integrity 
of beliefs based on information of this first kind. Accord-
ing to that line of argument, removing misinformation 
from social media can be expected to promote the forma-
tion of beliefs based on accurate content and, in this way, 
can promote the acquisition of knowledge and other epis-
temic goods. On the face of things, it might appear that the 
removal of misinformation from social media can likewise 
protect the integrity of beliefs based on information of the 
second kind. Unless misinformation is removed from social 
media, misleading social contextual information might lead 
to false beliefs about both users’ attitudes and the accuracy 
of social media content. Suppose, for example, that a mis-
leading scientific article appears on social media and that 
a small but highly vocal minority of scientists—wrongly, 
but not necessarily maliciously—express their support for 
its claims. In this case, laypersons on social media might be 
easily misled about both what the overall scientific attitude 
toward the article is and whether the conclusions reached in 
the article are correct. Thus, one might think, the removal of 
misinformation from social media would serve to remove 
confusion about both the accuracy of content and the atti-
tudes of others.

However, this story is overly simple. The removal of 
misinformation from social media does not simply func-
tion to purge the epistemic environment of potentially mis-
leading content and social contextual information. Rather, 
removing misinformation threatens to create the perception 
that what is allowed to appear on social media is subject to 
manipulation and thus that information of the second kind—
namely information about others’ attitudes toward social 
media content—cannot be taken at face value. Consider an 
example inspired by the perception of the effects of content 
moderation during the COVID-19 pandemic. Suppose that 
misinformation falsely alleging the mildness of a virus, the 
dangers of mainstream treatments, and the effectiveness of 
alternative treatments is systematically removed from social 
media and its promoters, including individuals with rel-
evant credentials, are de-platformed. On the one hand, this 
is likely to have many of the epistemic benefits I associated 
with content moderation in Sect. 2. On the other hand, at 
least for some social media users, one effect of such policies 
is likely to be the perception that social contextual informa-
tion that remains on social media is not representative of 
overall opinion3. For example, some social media users may 

3  Notably, even if misinformation is not outright removed from social 
media, subtler policies of algorithmic suppression might likewise 
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dissent from a widely-accepted view seems to offer some 
reason to doubt that view or, more modestly, to reduce 
one’s degree of belief in its truth. This, one might think, 
is especially true in cases like the one described here, in 
which dissent is offered by individuals who laypersons have 
antecedent reason to believe are as reliable as the epistemic 
authorities in the majority. Just as one ought to reduce one’s 
confidence in one’s own judgments when these are met by 
disagreement from one’s peers, disagreement among epis-
temic authorities seems to be a reason to limit one’s belief in 
the claims of epistemic authorities—even those represent-
ing the majority.

Given the negative epistemic effects of dissent on the 
case for believing the majority view, one might think that 
there is good reason for third parties to suppress the visibil-
ity of dissent. In effect, one might think, suppressing dissent 
in this way would serve to limit the availability of mislead-
ing social evidence, thereby strengthening the epistemic 
position of laypersons. For example, social media platforms 
might limit or eliminate the accessibility of expert judg-
ments supporting the claim that X is safe and effective intro-
duced above. In the previous section, we saw reason to think 
that such a policy might backfire, by making social media 
users suspicious of the information that remains available 
on social media platforms. In particular, social media users 
might begin to suspect that apparent consensus supporting 
the ineffectiveness and risks of X is illegitimate. Such psy-
chological consequences, I now argue, may reflect a legiti-
mate epistemic ill-effect of suppressing misinformation.

I have stipulated above that, in the case introduced here, 
it is a fact that X is ineffective and potentially dangerous. 
Thus, one might think—in line with an argument presented 
in Sect.  2—that removing dissent from this by epistemic 
authorities would amount to removing pollution from the 
epistemic environment, thereby increasing the informa-
tional value of the claims and evidence of epistemic authori-
ties representing the majority position. But this is too quick. 
Allowing the claims of epistemic authorities—even false 
claims—to be suppressed, introduces several epistemic 
challenges.

To see this, consider first the relationship between a 
layperson that comes to believe that X is ineffective and 
unsafe based on the testimony of a given relevant epistemic 
authority. This relationship is characterized by a paradig-
matic form of epistemic dependence (Broncano-Berrocal 
and Vega-Encabo 2020; Hardwig 1985). Not only is the 
layperson’s belief caused by the testimony of the epis-
temic authority, the epistemic properties of that layperson’s 
belief—in particular the warrant for it—depend on features 
of the epistemic authority. For example, the degree to which 
the layperson’s belief is warranted plausibly depends on the 
competence and sincerity of the epistemic authority. Now 

on the weight of evidence. A more sophisticated approach 
to evidence will make clear a potential drawback of the 
removal of misinformation.

To start, consider the evidence that might be available to a 
social media user in a particular instance. Suppose that there 
is a strong consensus among relevant epistemic authori-
ties—that is, those holding relevant professional positions 
and credentials—that a given substance, X, offers no bene-
fits for preventing contraction, serious illness from, or trans-
mission of a certain novel virus, and has some serious side 
effects. Suppose that this is in fact true. Suppose, however, 
that a small minority of relevant epistemic authorities insist 
that X effectively reduces transmission of the virus, the 
severity of its effects, and causes no significant side effects, 
and spread misinformation to this effect. Laypersons, in vir-
tue of lacking relevant statistical and domain expertise, may 
be incapable of assessing the first-order evidence bearing on 
the effectiveness and safety of X. Nonetheless, they may use 
the judgments of relevant epistemic authorities as indicators 
of the truth about X.

What should a layperson believe in such a case? Sup-
posing that the layperson has no antecedent reason to think 
that some of the epistemic authorities in question are more 
reliable than others, it would be reasonable for the lay-
person to conclude that those epistemic authorities in the 
majority are correct, and thus that X does not effectively 
prevent contraction, serious illness, or transmission of the 
virus and has some serious side effects. One might argue for 
this conclusion by reference to formal results indicating the 
reliability of majority judgments among suitably large pop-
ulations. However, this conclusion cannot rely straightfor-
wardly on Condorcet Jury Theorem-style reasoning, as it is 
unlikely that the independence assumption that is necessary 
for application of that theorem is likely to hold in the rel-
evant case (Goldman 2001, pp. 99–104). Especially among 
epistemic authorities in a particular domain, it is likely that 
individuals exhibit mutual influence on one another’s judg-
ments. Still, even if the independence condition is not met, 
a relatively large body of epistemic authorities—those rep-
resenting the majority—is likely to be more reliable than the 
minority. Even if individuals influence one another, they are 
not likely to be uncritical adopters of the beliefs of their col-
leagues (Lackey 2021, pp. 209–214). Moreover, each may 
consider possibilities for error not considered by the others. 
In short, there is reason to expect the majority position to 
have withstood greater scrutiny than the minority position. 
Thus, other things being equal, a given layperson has more 
reason to accept the majority view than the minority view.

It might be thought that, whatever support the judgments 
of those in majority lend to the proposition that X is ineffec-
tive and potentially dangerous, this support is tempered by 
the competing judgments of those in the minority. Typically, 
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on what appears to be the consensus of epistemic authorities 
encountered online is that such a consensus was manufac-
tured through the suppression of dissent by content mod-
erators. Now consider the view according to which warrant 
requires that beliefs be formed through reliable processes. 
Ordinarily, forming beliefs based on the apparent consen-
sus judgments of epistemic authorities is a highly reliable 
process. Consider, for example, scientific beliefs formed in 
this way. Because the relevant epistemic authorities—sci-
entists—are generally highly competent, and because their 
outputs tend to be subjected to truth-conducive processes 
including peer review, believing based on the apparent con-
sensus of relevant scientists is typically a highly reliable 
process. In contrast, if the appearance of consensus can be 
manufactured by a relatively small number of content mod-
erators who lack expertise in the domain and whose work is 
not subject to peer review, then believing based on apparent 
consensus will be a comparatively unreliable process. This 
latter point can also be put in terms of the information con-
veyed by consensus. Ordinarily, apparent consensus among 
relevant epistemic authorities is a strong signal of the truth, 
insofar as such a consensus is unlikely to emerge in favor of 
a falsehood. However, content moderation makes it easier to 
generate a misleading apparent consensus and, for this rea-
son, reduces the informational value of apparent consensus.

Often, epistemologists invoke the concept of epistemic 
dependence to describe situations involving two roles—
deliverers and recipients of information. What I have high-
lighted here is that epistemic dependence can also involve 
three roles—deliverers, recipients, and third-party control-
lers of information. In some cases, third-party controllers 
of information can play a vital role in promoting epistemic 
goods for the recipients of information. For example, Gold-
berg (2007; Chap.  8). describes a case in which a parent 
limits the sort of testimony that is able to reach her child’s 
ears according to its accuracy, thereby safeguarding the reli-
ability of the child’s testimonial beliefs. In effect, such a 
parent controls the social evidence available to the child. In 
the case described, such social evidence tampering plausi-
bly epistemically benefits the child. Likewise, content mod-
eration construed as social evidence tampering undoubtedly 
has some benefits, some of which are described in Sect. 2. 
However, as I have argued in this section, social evidence 
tampering in the social media context can also be costly 
with respect to the warrant condition on knowledge.

6  Concluding Remarks

In this paper, I have provided an overview of some benefits 
and costs of social media content moderation with respect 
to the aim of promoting knowledge. While the benefits of 

suppose that, rather than trusting fully in any particular 
epistemic authority, the layperson attends to a large profile 
of judgments from relevant epistemic authorities—most of 
whom contend that X is ineffective and unsafe—and, as a 
consequence, comes to form the corresponding belief. In 
this case, the layperson is not highly dependent on any par-
ticular epistemic authority, but remains dependent on such 
authorities as a group. Such a case involves a kind of diffuse 
epistemic dependence (cf. Goldberg 2011). Forms of epis-
temic dependence, whether one-on-one or diffuse, involve a 
kind of vulnerability on the part of the dependent. Properties 
of the epistemic authority or authorities, including prone-
ness to mistakes or dishonesty, might epistemically harm the 
dependent. However, supposing that positions of epistemic 
authority are typically reserved for those who are especially 
competent, suffering such vulnerability is typically a small 
price to pay for the attendant epistemic benefits of epistemic 
dependence of others.

Consider, however, one further wrinkle on the case. Sup-
pose that third-parties—in this case, content moderators—
regularly intervene in the content available to laypersons. 
We might suppose, for example, that content moderators 
have a policy of removing misinformation. In this case, lay-
persons are epistemically dependent not merely on produc-
ers of content—including epistemic authorities—but also 
on those who moderate content. There are various ways in 
which dependence on content moderators might leave lay-
persons worse off. For example, if content moderators are 
ill-motivated—aiming to suppress the truth and promote 
falsehoods, for example—then they might cherry pick for 
promotion content from epistemic authorities whose out-
puts serve these ends, while removing conflicting claims. 
Forming beliefs based on content available on social media 
would, in this case, be an unreliable method of belief for-
mation. While some social media users certainly suspect 
that content moderation sometimes works in this way, such 
conspiratorial suspicions need not be accurate in order 
for social media users to be made epistemically worse off 
by social media content moderation. Content moderators 
might, through good-faith error, wrongly remove accurate 
content.

Importantly, content moderators need not actually 
remove accurate content in order for social media users to 
be made worse off by the existence of programs of content 
moderation. The mere realistic possibility that they might 
do so introduces possibilities for error that can interfere with 
the warrant condition on knowledge. To see this, consider 
some approaches to warrant discussed above. According to 
one such approach, knowledge is inconsistent with the exis-
tence uneliminated relevant alternatives. Insofar as there 
exist programs for removing content from social media, a 
relevant alternative for any particular belief formed based 
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While I have presented some benefits and costs of con-
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one another, and thus I offer no judgments on whether the 
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well-reasoned judgment on this point must be sensitive to 
epistemological considerations, as well as ethical and prac-
tical ones. Moreover, any such judgment should account for 
at least three further facts. First, even if content moderation 
is not used against misinformation, it is likely to be used 
against hate speech, calls to violence, and so on. Exercises 
of content moderation in these contexts are likely to pro-
voke suspicions on the part of some social media users, 
and thus the encouragement of such suspicions is not a cost 
associable only with the removal of misinformation. Sec-
ond, removal is not the only way of addressing the challenge 
of misinformation. Arguably, other strategies like labeling 
suspected misinformation are better alternatives to removal. 
Third, even if content moderators do not exercise control 
over the epistemic environment on social media platforms, 
others will. In fact, part of what is distinctive about the epis-
temic environments of social media platforms, as opposed 
to more traditional forms of media, is their susceptibility to 
control—in the form of the addition and promotion of con-
tent—by ordinary individuals. While ordinary individuals 
have a very limited ability to control the content of social 
media, relatively novel technologies like generative AI 
and bot networks enhance the ability of motivated actors 
to exercise a relatively high degree of control over the evi-
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