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Abstract: In this paper, we distinguish between different sorts of as-
sessments of algorithmic systems, describe our process of assessing
such systems for ethical risk, and share some key challenges and les-
sons for future algorithm assessments and audits. Given the distinctive
nature and function of a third-party audit, and the uncertain and
shifting regulatory landscape, we suggest that second-party assess-
ments are currently the primary mechanisms for analyzing the social
impacts of systems that incorporate artificial intelligence. We then
discuss two kinds of assessments: an ethical risk assessment and a nar-
rower, technical algorithmic bias assessment. We explain how the two
assessments depend on each other, highlight the importance of situ-
ating the algorithm within its particular socio-technical context, and
discuss a number of lessons and challenges for algorithm assessments
and, potentially, for algorithm audits. The discussion builds on our
team’s experience of advising and conducting ethical risk assessments
for clients across different industries in the last four years. Our main
goal is to reflect on the key factors that are potentially ethically rele-
vant in the use of algorithms, and draw lessons for the nascent algo-
rithm assessment and audit industry, in the hope of helping all parties

minimize the risk of harm from their use.

1. Introduction

In this paper, we distinguish between different sorts of assessments of algorithmic sys-
tems, describe our process of assessing such systems for ethical risk, and share some
key challenges and lessons for future algorithm assessments and audits. We draw from
our team’s experience of advising and conducting ethical risk assessments for clients
across different industries in the last four years. Our main goal is to reflect on the key

factors that are potentially ethically relevant to the use of algorithms, and draw lessons



for the nascent algorithm assessment and audit industry, in the hope of helping all

parties minimize the risk of harm from their use.

What do we mean by an ‘algorithm’? In a very broad sense, an algorithm is any deci-
sion procedure, any set of rules or instructions, for solving a problem or performing a
task. By an algorithm we mean, more specifically, such a decision procedure or set of
instructions as carried out by a computer. While all computers involve algorithms
(programs), humans are increasingly using computers or computer systems that in-
volve machine learning (ML). Roughly, these are computer systems that can improve
their performance over time, and in this sense “learn”, with the help of large amounts
of data. Though there are various forms of ML, at a high level of abstraction, they all
involve algorithms that come up with and revise “models”—other algorithms—to solve
a problem or perform a task more successfully. These computer systems can be signif-
icantly more powerful, and are being used increasingly to make, or help us make, im-
portant decisions in education, transportation, hiring and performance review, fi-

nance, social media, criminal justice, the military, medicine, etc.

A related point of terminology: We use the term ‘Artificial Intelligence’ or ‘AT’ to stand
roughly for any machine or computer system capable of doing things that normally
require intelligence and reflection—thinking, learning, or problem solving—when done
by humans. Algorithms that employ ML thus count as a form of Al. Strictly speaking,
a machine or computer that doesn’t employ ML can achieve the level of performance
(in a limited domain) that matches or surpasses that which normally requires intelli-
gent reflection on the part of humans — in playing chess, for example. But many sys-
tems that rely on ML outperform programs written by humans. Since the systems we
have assessed employed or relied on ML to some extent, they count as forms of Al.
However, non-Al features of the technology or service were examined and considered
as well; the assessments we conducted paid special attention to, but extended beyond,
the Al features of the system. When we discuss algorithms and algorithmic systems
below, we generally mean those that are or are embedded in an Al system, though we

recognize that, strictly speaking, not all algorithms rise to the level of Al

Our main goal, to repeat, is to draw lessons from our experience of conducting assess-
ments of such systems, lessons for the algorithm assessment and audit industry, in the
hope of helping all parties minimize the risk of harm from the use of algorithms. The
term “use of algorithms” underscores that the focus of such an assessment is the
broader socio-technical context of the algorithm, how the algorithm is employed to

serve certain purposes of an organization and how it affects the rights and interests of



stake-holders—including whether it is unfair or biased in some way. Such assessments
go beyond, but guide and in turn rely upon, the more technical assessment or testing
of the algorithm itself for such things as accuracy, bias, and interpretability. We use
the term ‘ethical risk assessment’ or simply ‘ethical assessment’ in the remainder of this
article to refer to this broader focus. As testing for kinds of algorithmic bias is typically
the most central task in the more technical assessments and audits, it is that aspect of

them that we focus on in our discussion below of ‘algorithmic bias assessments’.

Different frameworks, at various levels of abstraction, have been proposed for such
assessments (e.g., Mokander and Floridi, 2021; Selbst, 2021; Moss et al., 2021), and
some organizations have begun the hard work of adapting and implementing them for
particular contexts. However, there is little consensus on what an ethical assessment of
algorithms should look like, and no accepted set of standards for conducting them.
Moreover, holistic ethical assessments of the use of algorithms—i.e., assessments that
are broad in scope and attentive to the complexities of the socio-technical context—
remain rare, and case studies of such assessments are rarer still. And it is difficult to
find any public or academic documentation and discussion of them by those who have
conducted such assessments. Reflections on algorithm assessments guided by the ex-
perience of actually performing them is critical to the development of improved ethical
risk management of algorithmic systems. To our knowledge, our article is one of the

first in the current literature to do this.

Our discussion of our approach is a novel contribution to the literature in that (a) it
separates the identification of potential harms and their ranking or prioritization as
distinct stages in the ethical risk assessment, (b) it distinguishes between ethical risk
assessments and algorithmic bias assessments and highlights the interplay and feedback
between them, and (c) to repeat, it is one of the first discussions of lessons and recom-
mendations for ethical risk assessments guided by actual practice. We are not claiming
here that no one who has actually conducted ethical risk assessments has used a similar
approach; indeed, we think that structuring assessments in this way makes a great deal
of sense, and so it would not surprise us if some others have used at least roughly
similar approaches. But it is difficult to find any discussion in the literature that shares

or recommends the approach captured by (a) and (b).

A note on our discussion of examples: due to our being bound by client confidentiality
agreements, the examples we use below for illustration are not from actual assessments

conducted. However, central features of the examples, and the related lessons and



recommendations, are based on assessments that were actually conducted, and on our

collective reflection on these assessments.

We start by distinguishing audits, assurances, and assessments (sec. 2). We then pre-
sent our assessment process, for both the broader ethical risk assessment and the more
technical bias assessment (sec. 3). In the final sections, we explain how these parts of
the assessment depend on each other in important ways (sec. 4), and draw some other

lessons for risk assessments and, potentially, audits (sec. 5).
2. Taxonomy of Audits, Assurances, and Assessments

It is important to first clarify the key differences among the notions of audit, assurance,
and assessment, as we use these terms. These terms are used in different ways in the
literature. For example, ‘algorithm audit’ is sometimes used in a broad sense that covers
any assessment of an algorithm, but we use it here in a sense that is closer to the use of
‘audit’ in finance where it is understood as an official examination of an organization’s
accounts by an independent body. The taxonomy provided here follows the work of
Carrier and Brown (2021).

An audit is an independent assessment or evaluation of an organization’s algorithm,
using transparent rules or laws, and is intended to serve society, the public, users, or
some other body independent of the evaluated organization. They thus involve three
parties — the auditor, the organization being assessed, and those on whose behalf the
audit or assurance is conducted. An assurance is the same, except that audit criteria are
constructed to yield a binary output, i.e., output indicating that the system is compli-
ant/non-compliant with respect to rules or laws, while assurances can involve the ap-
plication of criteria to yield non-binary output (e.g., a score or grade, and/or a quali-
tative evaluation). Assurances can be guided by “soft-law”—principles, rules, or stand-
ards that are not legally binding or not codified in law. The latter standards, while
important and informative, can be more difficult to apply objectively and consistently.
Examples include OECD’s Al Principles and the US Department of Health and Hu-
man Services’ Trustworthy Al Playbook. Examples of audits include upcoming regu-
lation such as the New York City law requiring “bias audits” for companies using
hiring algorithms and the EU Artificial Intelligence act which will come into effect in
2023, as well as the recently revived Algorithmic Accountability Act of 2022, which
explicitly requires companies using “automated decision systems” to perform and dis-

ClOSC impact assessments.



By contrast to audits and assurances, assessments are non-independent, internal or
second-party evaluations of an organization’s algorithm, and intended as a service to
the organization. Like assurances, they are non-binary in nature. They are aimed at
providing feedback and usually at building recommendations and advising clients on
how to perform better with respect to some legal and/or ethical standard. These as-
sessments can have both technical and non-technical components (Mékander and Flo-
ridi, 2021); the most common examples are technical assessments of bias and ethical

risk or impact assessments (Brown et al., 2021).

Ethical or ethics-based assessments involve the application of ethical values and prin-
ciples that extend beyond legal compliance. As we discuss further below, unlike audits
and assurances, assessments allow for extended consulting and advice, and a more col-
laborative engagement tailored to the client’s needs and context. Ethical assessments
tend to focus on the negative impacts, and so tend to take the form of “ethical risk
assessments,” because those are the impacts that organizations and regulators are pri-
marily interested in identifying and limiting. However, positive impacts should not be
completely ignored. Positive benefits such as the expansion of education and job op-
portunities or improved health and well-being to users and to society are important to
recognize and sustain. Moreover, even in the context of ethical risk management, these
sorts of positive impacts can be important. For example, significant benefits to im-
provement of patient care or the safety of travelers could justify some modest invasions

of privacy in medicine and public transport respectively.

There are few laws or settled criteria specific to the use of algorithms, and the regula-
tory landscape is likely to change in uneven and complex ways. Assessments are there-
fore currently the primary mechanisms for analyzing the social impacts of existing al-
gorithmic systems; they have a broader purview and can be conducted in ways that
incorporate anticipated requirements of nascent and future audits or assurances while
also being tailored to the institution. But there is more to be said. We return to the
comparison of second-party risk assessments and third-party audits and assurances in

discussing lessons learned in the final section.

3. Ethical Risk Assessment and Algorithmic Bias Assessment

3.1 Ethical Risk Assessment

By an ethical risk assessment of an algorithm we mean an assessment of the risk that
the use of the algorithm negatively impacts the rights and interests of stakeholders,

with a corresponding identification of situations of the context and/or features of the



algorithm which give rise or contribute to these negative impacts. Possible negative
impacts include harm to one’s physical body or psychology, damage or loss to one’s
property, infringements or undermining of moral rights (whether or not they are en-
shrined in law) such as rights to privacy, autonomy, freedom of speech and expression,
and the right to fair and non-discriminatory treatment. It might include impacts to
other central interests of stakeholders, such as relations of trust between stakeholders.
In talking of risk of harm below, we use the term ‘harm’ broadly (more broadly than
some philosophers do) to cover any such impacts to one’s interests or rights, including

unfair or discriminatory treatment.

A stakeholder relative to the use of some technology is, quite simply, any individual,
organization, group (including society at large) whose interests or rights could be af-
fected, positively or negatively, by the technology—any who might have something at
stake when it comes to the use of technology in a particular context. The assessment
is an ethical or ethics-based risk assessment in the sense that it is primarily concerned
with the impact on the central interests, well-being, and moral rights of any individu-
als, groups, or institutions that might be affected. Some of these risks may overlap with
or have implications for compliance and legal risks, and the assessment may take some
of this into consideration. However, ethical assessments are not primarily concerned

with these risks, and will tend to go beyond them.

The ethical risk assessment should survey, organize, and assess the significance of a
range of potential harms that could occur from use of the algorithm or Al technol-
ogy. We separate the ethical risk assessment into two main stages: the identification
stage, which is concerned with identifying the possible or potential harms as broadly
or comprehensively as possible, followed by a prioritization stage, which evaluates
these potential harms to determine which are most significant. The separation of these
stages aids in (a) ensuring that nothing of potential significance is simply missed or
overlooked, while (b) guiding the assessors’ decisions regarding what potential harms
to assess and advise on. This is important, as constraints of time and resources often
preclude that all potential harms and their sources can be assessed and studied to the

same extent.
3.1.1 Identification

The first step in an ethical risk assessment is to identify key stakeholders and the po-
tential harms that use of the product could cause to them. Our assessments typically
start with a careful examination of a range of academic and media sources to generate

a preliminary list of potential harms. This is complemented by conversations with key



stakeholders, including customers or end-users, designers, developers, support teams,
and others in the organization, to identify the broadest possible range of harms that
could occur from use of the product. To that end, our desk research typically contained
both academic research that discussed technology similar to that being assessed, and
media sources reporting various experiences or concerns from use of the product. The
aim of this first stage is not to evaluate potential harms, assessing their significance,
but to ensure that we identify possible or potential harms as broadly or comprehen-
sively as possible. Many of these may, at the prioritization stage which we discuss next,

be set aside as being relatively insignificant or extremely unlikely.

The identification of potential harms for end users, or members of society on whom
algorithms are deployed, is paramount, since the risk of harm is typically highest and
most direct for them (e.g., job applicants, housing or credit-card applicants, passengers
of autonomous vehicles, students and test-takers, defendants in the justice system,
consumers of online media and news), with risks to other stakeholders (algorithm de-
velopers and vendors, public or private organizations using the algorithms, regulatory
bodies, society at large) depending largely on risks to this group. That said, it is im-
portant in the identification stage to not assume that this is true, and so to be on the

lookout for independent risks to other stakeholders.
3.1.2 Prioritization

The next step in our process is to categorize all the potential ethical risks according to
the underlying features of the product or technology that is the primary driver for that
risk, while also determining how essential or important these underlying features are
to the ultimate purpose of the algorithm. The latter can help us identify the features,
if any, that can be dispensed with or altered to remove or reduce sources of risks with-
out compromising the integrity or purpose of the system. We then assess the magni-
tude of the potential harm and the likelihood (and frequency) of it occurring that
would result from use of the algorithm, and take the product of these values to estimate
the expected risk for each type of harm. We do the same for the use of the most
relevant alternative, if any, for achieving the algorithm’s goals. In other words, we not
only assess the significance of the risks of harm of the Al system, but also of the risks
that the closest relevant Al-free alternative might have. This helps us identify risks that
are unique to use of the product or service, and determine which should be prioritized

over others.

For example, and at a risk of oversimplifying, the risk of an autonomous vehicle hitting

pedestrians in a certain time frame might be significantly lower than the risk of human-



operated vehicles hitting pedestrians. This would suggest that when it comes to at least
one type of harm, physical harm, the autonomous vehicles might perform better than
the alternative, and that the risk of such harm is comparatively less significant. None-
theless, if the distribution of the physical harm is biased towards, for example, people
of color (due to bias in the computer vision systems) or biased towards particular
neighborhoods, as compared to similar harms in non-autonomous vehicles, then such
harms ought to be counted as significant. To further illustrate, we might consider
comparing the sorts of harms that arise from using a hiring algorithm to similar harms
in hiring environments that do not use such algorithms in their hiring decisions. To
prioritize harms then, we do not simply measure their likelihood and magnitude, but

we also compare them to relevant alternatives.

Our ethical risk assessments complement and are complemented by algorithmic bias
assessments. More will be said about the interplay between the two, but first, we turn

to a quick sketch of the bias assessment.
3.2 Algorithmic Bias Assessment

The presence of bias in Al systems, especially those that employ ML, has been a sig-
nificant cause of harm in recent years (Buolamwini & Gebru, 2018; Mehrabi et al.,
2022). Detecting and mitigating bias in Al systems is often the first need that moti-
vates companies to seek external assessments, and usually the main focus of technical
assessments and audits of algorithms. Indeed, many seem to treat bias assessments as

synonymous with “Responsible AI”.

Due to the prominence of such worries, bias assessments have been a key part of our
risk assessment framework, and we focus on them here. However, it’s worth noting
that other technical assessments extending beyond algorithmic bias can be ethically
relevant, and crucial in some contexts (e.g., assessments of transparency of architec-
ture, explainability of outputs, and vulnerability to hacking). Moreover, as we discuss
further in section 4, conducting bias assessments without first understanding the sali-
ent ethical risks runs the risk of missing the critical perspective needed to truly detect
and mitigate harm. Structuring the assessment process as we do respects the value-
ladenness of bias assessments, and allows for a feedback loop between the ethical risk

assessment and the bias assessment.

While the nuances of bias testing may be different for every new algorithmic system,

our approach follows a three-step process.



Determining the targets of evaluation: We work with the client to define the scope of
the assessment, including which algorithms and datasets will be used, and how much
of the client’s current testing can be incorporated into the report. We also agree upon

which elements of the evaluation will be made public, if any.

Conduct the ethical risk assessment: Once the target of evaluation and the report out-
puts have been defined, we conduct the ethical risk assessment as described in sec. 3.1.
Based on the results of the risk assessment, we may recommend new testing or report-
ing due to new risks that were uncovered. This will be discussed and agreed upon with
the client. Once this agreement has been made, the scope of the bias assessment and
the report will not be changed, which is meant to maintain some level of independ-

ence.

Conduct the bias assessment. We conduct the agreed assessments for bias or disparate
impact through a combination of direct testing and verification, and documentation

of the client’s own testing.

Most of the technical aspects of the bias assessments are beyond the scope of this arti-
cle, and vary widely depending on the type of algorithm, e.g., computer vision, natural
language processing, recommendation systems, etc. However, two common features

are the need for adequate testing data and clear definitions of testing metrics.

Data Collection: In order to test for bias, we need data that meet a number of require-
ments. The testing data has to 1) mimic, to the extent possible, the conditions under
which the algorithm is deployed, 2) be labeled by self-identified race, gender, and other
protected attributes of interest in order to construct intersectional groups, and 3) con-
tain sufficient number of datapoints in the regions of the parameter space that are

ethically salient, to obtain statistically significant test results.

One important issue relevant to data collection has to do with what some call the
problem of “ground truth” in ML. The problem generally is how to ensure that one’s
testing data (and often the training data too, in supervised and semi-supervised learn-
ing) is labeled or categorized correctly—that it provides an objective test, is anchored
in reality or in the “ground truth”. For example, we can’t test an algorithm’s reliability
in detecting a disease without having a good, independent way of determining whether
the disease is present. Moreover, we can’t tell how good the algorithm is at detecting
the disease across different racial groups without having an independent way of deter-
mining what racial group the people in the testing data belong to. Race, gender, and

other such attributes are, in a sense that is difficult to make precise, “socially



constructed”. But they obviously aren’t merely arbitrary or purely subjective, and as
such, even here there is a “ground truth” so to speak that one needs to respect, and
risk of bias and misclassification that one will want to avoid. It is thus important to
take care that we have a reliable way of applying these labels to the testing data. Label-
ing based on self-identified social attributes seems ideal here; other things being equal,
individuals are in the best position to make these sorts of determinations for them-
selves. At the same time, we need to be cautious of the risks to privacy and use of data
beyond subject expectations. Fair and effective demographic data collection is thus no

simple matter.

Testing Metrics: We must also define appropriate metrics for our testing. These met-
rics are determined in step 1 of our process above based on client needs and our best
guess for the relevant harms that may occur, then reexamined after the ethical risk
assessment. Examples range from simple measurements of differential false-positive
and false-negative rates between groups, to more nuanced group fairness metrics that

track particular notions of discrimination.

We will now discuss how this process is affected by, and in turn affects, the ethical risk

assessment.

4. Interplay between Ethical Risk Assessment and Algorithmic

Bias Assessment

4.1 How the Ethical Risk Assessment Informs the Bias Assessment

Our experience has impressed upon us an important point that applies to algorithm
assessments in general: the choices that must be made when deciding to test an algo-
rithm—what specifically to test for and how to go about it—-must be guided by an initial
assessment of ethical risk. This shouldn’t be that surprising, as it reflects the fact that
the design of an algorithm for a specific purpose in a particular socio-technical context
is itself value-laden, and the unique features of this system that give rise to risks are
not obvious absent the detailed ethical analysis described above. While the value-lad-
enness of algorithm design and development has been discussed in the literature, its
bearing on approaches to structuring and conducting assessments has received much

less attention.

Understanding the context and purpose of the algorithm, the different normative or

value-laden assumptions being made, and the potential risks of harm or bias from the
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use of the algorithm in this context, is crucial for determining what the technical bias

assessment should be testing for, and how best to go about it.

Let us take as an example software used to help make hiring decisions by screening
and ranking candidates that are qualified and fit for a particular job. It might use nat-
ural language processing to parse candidate resumés (and perhaps other application
materials, online profiles, etc.) that vary in style and structure, and feed the infor-
mation into a ranking algorithm. Knowledge of the purpose, and specifically of the
required or desired qualifications for the job, is relevant to determining which features
of the data are likely to be good or reliable indicators of these qualifications—and, im-
portantly, whether they are appropriate and fair. Knowledge of the stakeholders and
context, including the ways in which the technology and various users interact, can
help identify ways that the algorithm might perform poorly with harmful conse-
quences, and invite us to ask: can we test for that? One cannot test for everything, and
the initial ethical risk assessment can help one decide what sorts of questions to ask
about the algorithm, and what possible errors and biases to test for. All this will in turn

inform one’s selection of testing data and testing metrics.

Various disparities in the training data could lead to a biased algorithm, one that relies,
for example, on race, gender, or socioeconomic class—or rather, proxies for them—in
screening and ranking applications. So, it is important to be on the lookout for unob-
vious proxies of race, gender, or socioeconomic status that ML algorithms may be
relying on without our knowledge — e.g., school names, hobbies, interests, etc., within
the resumés. The testing data should therefore include resumés of applicants that vary
in self-identified race, gender, etc., and the assessment should test the ranking of ap-
plicants across different groups, including testing that screens off disparities in other
features that are directly related to qualifications for the job—e.g., comparing how the
algorithm ranks applicants of different race or gender who are equally qualified, or
whose applications are otherwise identical. In an ideal scenario, the testing data should
include real resumés of individuals that are likely to apply to such jobs, and not fabri-
cated or artificial resumés that could, in subtle ways, introduce artificial elements or
yield an unrepresentative data set; and it should be large and varied enough to allow
for testing of the algorithm’s sensitivity to specific features. However, in many cases it
is not possible to do all of this for a variety of reasons, including limited access to real
resumés that are appropriately labeled with demographic data, something that is espe-
cially true for small vendors or startups. It is thus critical in these situations to narrow
down the possible failures in the algorithm and tie them to potential risks, and to

conduct testing and create synthetic training data that targets those failures.
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There are various metrics one might focus on, including false positives, where the al-
gorithm gives a high ranking or an “interview” recommendation for low-quality ap-
plications; and false negatives, where the algorithm gives a low ranking or “don’t in-
terview” recommendation for high-quality applications. (One will obviously need
some independent, unbiased way of assessing or ranking applications in the testing
data, which is no trivial matter!) An overall high false-negative rate might be concern-
ing given that the purpose is to find highly qualified candidates and not miss them,
and given that such results would unfairly block many qualified individuals from con-
sideration. On the other hand, a high false-positive rate for high-stakes jobs in society
(e.g., in engineering or medicine) should be a serious concern. But it is important—and
more work—to also compare these rates across different relevant social groups: a com-
paratively high false-negative rate for persons of color, for example, would be particu-

larly concerning.

We thus see how the choice of groups relative to which the algorithm should be as-
sessed, the choice of metrics to compare, and other choices having to do with the

testing data and its quality, are all guided by the ethical risk assessment.
4.2 How the Bias Assessment Informs the Ethical Risk Assessment

The bias assessment in turn informs the ultimate assessment of the main ethical risks,
and helps guide proposed recommendations to the client. The bias testing enables us
to assess whether and to what extent varying specific features of the data — e.g. in the
hiring algorithm example, varying features of the resumés — affects the performance of
the algorithm, and we can then incorporate these results into the overall assessment
and comparison of types of harm. And we can also compare the results with reports
of harm or unfairness of the algorithm from users, through interviews and/or reports
in the news and social media, and use this to suggest strategies for transparent and
clear communication with users and other stakeholders. Specifically, in some cases the
anxiety and lack of transparency or understanding around the use of algorithms might
also create potential risks, but the remedies to such risks do not come from technolog-
ical solutions or better algorithms, but transparency and clarity around the use of the

algorithm. We elaborate a bit more on transparency in the next section.

5. Lessons Learned and Problems to Anticipate

In this section we share some of the key lessons and recommendations. We begin with
a brief discussion of some general lessons for developers, providers or deployers of

12



Al. This is followed by lessons about the assessment process itself, which apply to the
assessment and audit industry.

5.1 Lessons for Development and Use of Al

One of the main lessons when it comes to the use of Al technology is that misunder-
standing and ignorance about an Al system can be a major source of potential harm
and therefore ethical risk. Lack of knowledge can make users uneasy and distrustful,
and easily lead to misunderstanding how the technology works, and to falsely ascribing
a broad range of problematic features to the product. The plethora of negative press
and social-media attention to the use of Al in various contexts to track, monitor, pro-
file, evaluate, and influence, encourages users to (quite reasonably!) distrust the use of
Al in the particular setting in which they encounter it. This ignorance and misunder-
standing can lead to an increase in user anxiety and distrust, and a reluctance to make
use of products even when they are beneficial, safe, and fair. Lack of relevant
knowledge can also lead to misinterpretation and misuse of the technology, not only
by end users and society, but by companies and employees that develop and deploy

them.

The dangers of ignorance and misunderstanding point to three related recommenda-

tions that are likely to apply quite broadly to use of Al

First, it is crucial that there be a high degree of transparency about the technology
(and key elements of the socio-technical system) and its intended and actual use. Ex-
actly what to make transparent, and to which stakeholders, will naturally vary from

context to context. But it helps to distinguish between different kinds of transparency:

(i) transparency of architecture — availability of knowledge about the algo-
rithm itself, its range of inputs and outputs, whether it involves ML, is a
neural net, what is the code, or the weights of the network, etc.

(ii)  explainability and interpretability — ability to explain why and how the
algorithm generates the outputs that it does.

(iii)  transparency of use — knowledge of the fact that an algorithm is being
used, and for such-and-such a purpose; this includes some relatively non-
technical knowledge of points of contact with the system (e.g., that it
uses one’s visual input from a camera, textual input typed into a com-
puter, etc.).

(iv)  transparency of data use and collection — knowledge of what sort of

data is collected, how long it is stored, and for what purpose.
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(i) and (ii) tend to be important and useful goals for those involved in developing,
improving, and deploying algorithms, while (iii) and (iv) pertain more to end-users

and society.

There are serious limits to the achievement of some forms of transparency. Consider
explainability of outputs (ii). It is epistemically relevant, i.e., relevant to assessments of
accuracy. And in some contexts, a robust level of explainability may be needed to sat-
isfy an important non-epistemic demand, such as to help set up chains of accountabil-
ity, filling in “responsibility gaps”, or to play normative roles in the legal system (Ma-
thias 2004; Baum et al. 2022; Brennan-Marquez 2017). But the ability to explain
specific outputs is a highly demanding requirement for some algorithms; in many
cases, we can arrive at idealized, approximate, partial explanations ar best (Mittlestaudt
et al. 2019). And explainability is arguably not required in some cases; an algorithm
might be highly reliable and verified to be so, and this could justify its use in some
contexts (e.g., in diagnosing a disease) despite its being unexplainable (Zerilli et al.
2018). Matters can thus get very complicated. However, organizations using Al tech-
nology should err on the side of more transparency of kind (i) and (ii) at least on the
part of experts involved in developing, improving, and deploying such systems. Any
reliance on systems that are opaque and unexplainable even to experts should be ex-

amined carefully and honestly, to make sure that they are well-justified.

Such transparency will need to avoid compromising the central mission or purpose of
the system in which Al is used (e.g., by exposing vulnerabilities or ways to game or
abuse the system), or divulging the Al vendor or institution’s proprietary assets. This
could help justify restricting or limiting transparency of architecture and explainability
from public view. Moreover, a deep or detailed level of transparency of these forms is
not useful to most end users, and might cause more confusion. Indeed, some have
argued that users are rarely equipped to understand disclosures even of sorts (iii) and
(iv), often interpret them in biased or fallacious ways, and typically ignore them even

when they might be useful.

This leads to the second point regarding ignorance and transparency: Al developers
and providers should share clear and effective communication to the public and end
users, both directly and through client institutions (if applicable) and their staff, about
the system, what it does and does not do, its benefits and risks, and the resources and
technical support available. This is no easy task, as simply sharing complex disclosures

won’t do. But given that (in our experience) harms to users were often due to
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misunderstandings that could have been avoided by clear communication at critical

points, it is a task worth the effort.

This clear and effective communication will often require the coordination of different
units and stakeholders, at different stages in the product journey, in order to determine
what is helpful to share when, and in what form. This leads to our third point: the
need for training. Teams involved with developing, maintaining, deploying, or provid-
ing support for an Al-driven product or service should appreciate and build a thorough
understanding of the sources of risk, including likely misunderstandings of the tech-
nology, and receive training that is tailored to their particular function or role in the
organization. Staff should be provided with clear red lines and best practices, and be
trained to look for, identify, and manage potential ethical risks, and in turn train client
institutions to do the same. Moreover, it is important that appropriate training be
given to end users as well, about how to use a product or service, and to not merely
rely on disclosures and assume that the users will understand and take the guidance
seriously. In some cases, for example, a short and user-friendly training module or
onboarding process may be required before being allowed to use the product or ser-

vice.

Another key lesson has to do with how Al is fielded. Organizations should consider
carefully their reasons for using Al for augmenting or replacing human decision-mak-
ing and should have clear frameworks for deciding when, whether and how to incor-
porate Al into their decision making. Rushed fielding of AI that might not be carefully
considered, or fit for purpose, could cause significant harm both directly as well as
indirectly by causing the kinds of misunderstanding and anxiety discussed above. Such
frameworks for decision-making ought to be modular, easy to use, and reflect the pur-

pose of the organization.

The reference to a need for organizational frameworks for the use and deployment of
Al points to another key lesson, namely, that organizations ought to develop key func-
tions whose primary role is to oversee and consider Al with respect to its ethical, legal,
and reputational risks. Whether these key functions are housed under a Chief Al Eth-
ics Officer, an internal committee, or an oversight committee will depend on the par-
ticular systems of that organization. But having Al ethics be a functional responsibility
of someone in the organization is a necessary step for minimizing ethical harms of the
use of Al. Those that occupy such roles must have an ability to understand harms

beyond simple compliance risks and must be able to engage with key stakeholders,
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including developers—i.e. they ought to be able to understand the basic technical lan-
guage.

It may help to say a bit more about why a governance framework that includes a Chief
Al Ethics Officer, internal committee, or some similar body, is so important. This is
something that has been motivated in detail by others (e.g., Sandler and Basl
2019). Particularly in large organizations, there is often a compartmentalized struc-
ture or culture, with complex relations between units. The ethical risks that could arise
from the use of Al are, as we have seen, varying in nature and source, and identifying
and addressing them often requires the cooperation of more than one unit. Moreover,
the field of Al is rapidly changing, as is the regulatory landscape; and best practices are
quickly evolving. Having a Chief Al Ethics Officer or ethics committee ensures that
someone in the organization has the authority and responsibility, and some level of
independence, to stay informed about ethical standards and best practices; help draft
internal and public-facing principles and handbooks; ensure the cooperation of differ-
ent units in investigating problems, overseeing assessments, and addressing risks; and
provide or arrange for appropriate training. Institutions using Al at scale need a for-
ward-looking internal Al-governance structure to operationalize processes for evalua-

tion and review of Al development and use.

Holistic assessments of ethical risk of algorithms should not be treated as optional;
they are absolutely critical. (Some of the lessons in the next section also support
this.) Accepting this, and organizing institutions using Al to facilitate such assess-

ments, is crucial to mitigating ethical, compliance, and reputational risk.
5.2 Lessons about the Assessment or Auditing Process

We turn now to lessons about the assessment process, starting with a comparison of

assessments and audits.

Recall that (second party) assessments need not focus on or be limited to established
criteria as in the case of an audit, and typically go beyond an audit in serving an advi-
sory role for the client. In contrast to an auditor, the assessment team and client can
work together in a more transparent and cooperative fashion, and are better able to
tailor the assessment to the specific product in its socio-technical context. They can
guide the assessment process with an eye toward providing concrete recommendations
for improvement and for addressing ethical risks, including risks that go beyond an
audit’s purview. While it is important to have proper audits guided by independently

established criteria, the development and evolution of these criteria, and guidelines for
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their proper application, can benefit from an examination of second-party assessments.
Auditing teams may benefit from learning about broader or more comprehensive as-
sessments and their findings, especially at the early stages of auditing and as Al tech-
nology itself continues to change. A second-party assessment team can in turn build
on a prior audit in providing broader assessment and advice to its client, and work
closely with the client in preparing for and complying with audit requests. The advi-
sory role and more expansive nature of assessments makes it likely that, even after
regulations are in place and audits of algorithmic systems become a regular affair, as-

sessments will have a very important role to play.

As already discussed, no assessment of the use of an algorithm is complete without a
robust understanding of how the algorithm works, and technical tests of the algorithm
for accuracy and bias. Beyond this, however, it is important to focus not simply on the
technology, but on the agents and organizational processes involved in its use. A clear
understanding of the product journey from vendors to client institutions to end users

can help assessors identify points at which it is possible to reduce various types of risks.

Another general lesson is the importance of identifying stakeholders in an expansive
way, so as to include all those who are affected by and may in turn affect the techno-
logical system, and distinguishing their different roles, responsibilities, and any power
disparities or vulnerabilities at play. Stakeholders are an essential part of the socio-
technical system being assessed. Identifying stakeholders will guide one’s discovery of
potential harms. For example, learning about the demographic distribution of job ap-
plicants can highlight specific biases to test for, and interviewing them about their
experience in the application process can reveal perceived harms and concerns that
might be unobvious to others. Learning about the individuals in the hiring firm who
are responsible for narrowing the selections based on the algorithm’s guidance, how
they interface with the technology and what sort of training (if any) they have received,
can suggest ways they might misunderstand or misinterpret the algorithm’s outputs,
and places where human bias can enter. And interviewing them can reveal important

concerns and vulnerabilities with the system and the ways that they interface with it.

Less obviously perhaps, identifying potential sources of risk in the algorithmic system
can help identify, or further specify, the stakeholders who might be affected. For ex-
ample, suppose that a facial recognition algorithm used by law enforcement sometimes
misidentifies innocent persons, mistaking them for suspects or persons of interest.
Learning that the system relies heavily on a database of mugshots populated primarily

by persons of color suggests that such persons may be particularly vulnerable to unfair
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treatment. Or, to give another example, discovering that an algorithm used by an au-
tonomous vehicle is poor at categorizing smaller bodies, or poor at tracking their be-
havior once they move behind and are occluded by vehicles or other objects, could

raise risks to the safety of bicyclists, pedestrians, and children.

A knowledge of the structural or institutional features of the context, including the
different stakeholders and their roles, is essential to uncovering impediments to and
resources for ethical risk mitigation. As such, timely and effective access to and coop-
eration of various stakeholders, including key decision makers, developers, and users,
is needed for the assessment work to proceed efficiently and effectively. An overly
compartmentalized organization structure or culture, or lack of cooperation between
various units in assisting the assessment process, can lead to incomplete assessments,
the omission of serious risks, and failures to affect positive change. Unlike audits (and
assurances), second-party advisory assessments allow for a more open and cooperative
relationship with the potential to affect deep, positive change. On the other hand,
these assessments, even when the reports are made public, don’t provide the level of

assurance of independence and objectivity of a third-party audit or assurance.

There is a related lesson here, about the value of the commitment of the company or
organization to the assessment and to taking its output seriously. It is important that
the organization and/or relevant parties take ownership of or responsibility for the
product and its effects, and are committed to the implementation of recommendations
for risk mitigation. As this is a newly developing industry, with a very complex type of
technology at its core, organizations are not automatically equipped or structured to
implement even modest recommendations. In order to bring about impactful change,
the client must have a clear plan and be able to situate action items and recommenda-
tions in relevant functional areas, and in collaboration determine how each can be
taken forward in the organization. Without serious commitment from the client, the
natural challenges and impediments to change will be difficult to overcome, and the
assessment and advice may come to nothing. A company that is committed to the
assessment process and to the mitigation of ethical risks should ensure that the assess-
ment team is assisted by a responsive and connected project manager, and that it has
access to and the assistance of high-level officers (CEO, Chief Al Officer or Chief
Ethics Officer if any, etc.) who can discuss and execute the required directives, and

ensure the cooperation of all key players.

Some of the most important lessons concern the connection between the bias assess-

ment and the ethical risk assessment. As already discussed, a bias assessment cannot
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be undertaken without the risk assessment; choices that must be made when deciding
to evaluate an algorithm for bias—what specifically to test for and how to go about it—
should be guided by an initial assessment of ethical risk. The relevance of the algo-
rithmic inputs to the intended purpose of the algorithm, the choice of groups relative
to which the algorithm should be assessed, the choice of metrics to compare, and other
choices having to do with the testing data and its quality, are all guided by the ethical

risk assessment.

One particular issue regarding testing data is worth highlighting. It is essential to con-
duct the bias assessment in a fair and just manner. Given that assessments are not as
independent as audits, and that there is no canon of best practices and standard test-
data sets, teams must use forethought in procuring and selecting data sets, and labeling
them correctly and consistently. Importantly, there needs to be a level of independence
between the curation of the testing dataset and bias testing itself. Especially in cases
where the data sets are small, or the effect you are trying to detect is small, the addition
or removal of data can have a significant effect on the testing results. Given our small
team, it is not possible to have different people curating the data and testing the algo-
rithm, which we recommend is the preferred structure, so we set up procedural limi-
tations. This involves deliberating, approving, and fixing the dataset prior to testing,
and accepting a formal policy to not change the dataset after testing has begun without

repeating and documenting the deliberation process.

The bias assessment in turn informs the ultimate assessment of the main ethical risks
and influences our recommendations. The prioritizations in the risk assessment—the
comparison and ranking of potential harms—can only be completed in light of the bias
assessment. Inaccuracy and bias of algorithms are, after all, primary sources of potential

harm and unfairness.

A final lesson is the value of interdisciplinarity for the assessment process. Our team
consists of academics and consultants with overlapping backgrounds in philosophy,
law, human rights, organizational ethics, statistics, and machine learning. The diver-
sity of specializations reflects the diversity of abilities needed to perform a comprehen-
sive assessment of algorithms in their socio-technical context. The assessments and
preparation of recommendations were highly collaborative. Having multiple perspec-
tives in conversation was crucial to the whole process, guiding its next steps, and al-

lowing the team to see the forest for the trees.

Conclusion
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This concludes our discussion of our team’s process of conducting assessments of Al
systems for ethical risk, and the key lessons for use of Al and for algorithm assessments
and audits. A central overarching theme is the importance of situating the algorithm
or Al being assessed within its particular socio-technical context—it is that socio-tech-
nical system, and not merely the algorithm itself, that is the proper object of assess-
ment. This is also what drives the relationship between bias assessment and risk assess-
ment; the interplay between them is one key feature of the way our team does algo-
rithmic assessments overall, and how we think audits should proceed in the future.
Just as algorithms shouldn’t be assessed independently of their context and use, so
assessments shouldn't focus on the code, but on the interplay between the code, its
outputs, and the users. Acknowledging that assessment methodology is, or should be,
driven by realities of socio-technical aspects of the algorithm is not new. Showing what
that acknowledgement looks like in practice is. We hope this work provides a general
structure and some specific suggestions for teams conducting internal or self-assess-
ments, external second-party assessments, and potentially third-party audits and assur-
ances as well; and that the lessons help guide all parties interested in mitigating ethical

risk and harnessing the power of Al technology for good.
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